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image with the database using a similarity measure. The 
disadvantage of this method, beside its complexity, is that 
keyframes are local and thus sensitive to scale. Pressigout et 
al. [4] fuses a classical model-based approach based on edge 
extraction and a temporal matching relying on texture 
analysis into a single nonlinear objective function that has 
then to be minimized. Tracking is formulated in terms of a 
full scale non-linear optimization. The initialization is 
achieved by matching the first image with a set of multiscale 
reference images. This system works only with planar 
structures, and the initialization performance depends on the 
number of reference images. Genc et al. [5] propose a 
marker-less tracking based on learning framework of natural 
3D features. However, their system needs an external marker 
based tracker to initialize the camera pose. 

In this paper, we present two original and efficient 

approaches that achieve a 2D/3D points-based matching to 

initialize the 3D camera tracking for outdoor environments. 

We propose to use the SURF descriptors [6] in order to 
extract a stable set of natural key points which are invariant 
to image scaling and rotation, and partially invariant to 
changes in illumination and view point. We first propose a 
semi-automated initialization approach which needs the 
contribution of the user to perform reliable 2D/3D 
matching. In cases where tracking is lost, an automated 
initialization procedure is then launched. 

The remainder of this paper is organized as follows. In 
section 2, we give the formulation of the camera pose 
estimation problem when using point features. Section 3 
presents the overview of our proposed approaches. Obtained 
results on real data are then discussed in section 4. 

II. CAMERA POSE PROBLEM FORMULATION

Throughout this paper, we assume a calibrated camera 
and a perspective projection model. If a point has 

coordinates ( )t
zyx ,, in the coordinate frame of the camera,

its projection onto the image plane is ( )t
zyzx 1,, . In this 

section, we present the constraints for camera pose 
determination when using point and line features. 

A. Problem definition

Let ( ) 3,,,1,,, ≥== nnizyx
t

iiiip  a set of 3D non-

collinear reference points defined in the world reference 
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estimation strongly depends on the accuracy of the previous 

matching step. In this paper, we present two original 

approaches that achieve a 2D/3D points-based matching in 

order to initialize the 3D camera tracking. The first one is 

semi-automatic and requires the intervention of the user. The 

second one is completely automatic. Both approaches are based 

on SURF descriptors, which have the advantages of being fast 

and robust against outliers. A description of these two 

approaches is given and results obtained from experiments 

performed on real data are exposed and discussed. 

Keywords- Marker-less tracking, outdoor augmented reality, 

SURF descriptors. 

I. INTRODUCTION

Augmented Reality systems (ARS) attempt to enhance 
human’s perception of their indoors and outdoors working 
and living environments by complementing their senses with 
virtual input. Tracking computation refers to the problem of 
estimating the position and orientation (namely the pose) of 
the ARS user's viewpoint, assuming the user to carry a 
wearable camera [1][2]. Tracking computation is crucial in 
order to display the composed images properly and maintain 
correct registration of real and virtual worlds. Marker-less 
tracking provides an interesting issue because of its accuracy 
and robustness against the environmental influences 
(occlusions, illumination variation, etc.). The mean idea of 
the marker-less tracking is to identify, in the images, features 
from the 3D scene (points, lines, etc.). 

However, a main problem with the marker-less tracking 
systems is the initialization process which provides the 
system automatically with the initial pose of the camera. This 
procedure needs to be done each time the system starts 
working or looses tracking. Several marker-less tracking 
approaches have been developed in the last years. In order to 
initialize their tracking system, Vachetti et al. [3] construct, 
during the off-line stage, a database using a set of keyframes, 
representing the scene from different viewpoints. Collected 
features consist on the two sets of corresponding 2D and 3D 
points and the camera projection matrix. The initialization is 
then done by matching features extracted from the 
initial 
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frame, the corresponding camera-space coordinates 

( ),,, ,, iiii zyx=q  are given by: 

TR ii += pq (1) 

where ( )tttt
R 321 ,, rrr=  and ( )t

zyx tttT ,,=  are a rotation 

matrix and a translation vector, respectively. R and T 

describe the rigid body transformation from the world 

coordinate system to the camera coordinate system and are 

precisely the parameters associated with the camera pose 

problem. 

Let the image point ( )t
iii vu 1,,=g  be the projection of ip

on the normalized image plane. Using the camera pinhole 

model, the relationship between ig  and ip  is given by:  

( )TR
t

i

zi
ti +

+
= p

pr
g

3

1
(2)

which is known as the colinearity equation. 
The point constraint corresponds to the image space error, it 

gives a relationship between 3D reference points, their 

corresponding 2D extracted image points and the camera 

pose parameters as follows: 
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where ( )t
iii vu 1,ˆ,ˆˆ =m are the observed image points. 

The pose estimation problem is to find the rigid transform 

(R, t) that best fits the known 3D reference points with the 

observed 2D image points. Usually this is achieved by 

minimizing some form of accumulation of errors (least 

squares methods) based on equation 3. Typically Gauss-

Newton or Levenberg-Marquardt methods are used for this 

purpose [7][8]. 

B. Discussion

3D-2D feature matching is critical for the camera pose

estimation and still a difficult unsolved problem in computer 

vision. The tracking system needs an initialization that 

provides a set of good 3D-2D matched points. In practice, 

the accuracy of the matching process depends on the 

relevance of the information associated to the 3D points for 

their recognition. One interesting approach is to define a 

reference patches around the image points corresponding to 

the 3D model points. Matching is then performed by 

aligning these references patches within those extracted 

from the current frame. The correlation can be used to 

measure the similarity between the patches as in [9]. 

However, this method is not robust against illumination 

variation. Other approaches use the SIFT descriptors [10] 

for their robustness to changes in viewing conditions. The 

main disadvantage of the SIFT is its complexity and its high 

time consumption, this makes it not suitable for real-time 

applications. 

In this work, we propose two initialization approaches. 

The first one is semi-automated and requires the user 

intervention to guide the matching process; it is used to start 

the tracking system. The second approach is fully 

automated; it is executed when the tracking is lost. The next 

sections give an overview of these approaches. 

III. SEMI-AUTOMATED INITIALIZATION APPROACH

The proposed semi-automated initialization approach is 

performed in two steps: the wireframe model of the 

environment (here the building frontage) is first rendered, in 

real time, on the video flow coming from the camera, using 

a set of predefined poses (see figure 1-a). At the same time 

the user moves the camera in order to align the projected 

model within its image. Once this alignment is achieved 

(see fig. 1-b) the user validates the corresponding pose and 

the system switch to the matching step in order to perform, 

with high accuracy, the 3D-2D points matching. Aligning 

the rendered model allows to limit the search area of the 2D 

points in the current image. This makes the approach faster 

and robust against the outliers. 

Figure 1. (a) the model environment rendering. (b) manual alignment 

between the projected model and its image 

The 3D-2D matching is performed as follows. A search 

box is defined around each projected 3D model point on the 

aligned image. The interest points are then extracted from 

these image regions. As 3D points represent corners in the 

model, we use the Harris detector [11] in order to extract the 

2D interest points. Then, a SURF descriptor is computed 

and associated to each extracted Harris point. We choose to 

use the SURF descriptor because it is scale-rotation 

invariant and allows real-time tracking. The distances 

between the reference descriptor associated to the 3D point 

and the descriptors of the extracted 2D points are measured 

and compared. The 2D point that minimizes this distance is 

selected as the corresponding 2D point. We have also used a 

RANSAC algorithm [12] in order to detect and remove 

outliers in the matching set, and thus increasing the 

accuracy of the initialization. 
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In order to validate the whole matching 3D-2D points, we 

introduce a coherence test which is used as a quality 

measurement for the estimated camera pose. We assume 

that this pose is close to that selected when the wireframe 

model is aligned within the image. Let, [ ]aaa TRP =

be the predefined camera pose that is used for the 

model/image alignment, and [ ]TRP =  the camera

pose estimated using the set of candidate matched points. As 

the two matrices are identical, we can write then: 

IPPa =⋅ −1 (4)

Where I is a 4×4 identity matrix. 

So, the trace of the matrix 1−⋅PPa  tends to 4. Our 

coherence test can be formulated as: 

( ) 4<⋅< PPTrace aδ (5)

Where δ is a threshold below which the two matrices are 

considered different. 

IV. AUTOMATED INITIALIZATION APPROACH

Unlike the semi-automated approach described above, in 

automated initialization procedure, the user intervention is 

not required. The system switches automatically in this 

mode every time when the tracking falls because of noise, 

occlusion or image blurring. This approach is performed as 

follows (see figure 2): 

Let Fi be the reference frame that corresponds to the last 

captured image before the tracking failed. Much information 

are associated to this frame namely: the camera pose Pi and 

the set of matched 3D-2D points. The idea is to generate 

new 3D-2D matched points between the reference and the 

current frames.  

Figure 2. Automated initialization approach 

For that, we first project the 3D points on the current 

frame using the reference camera pose Pi to generate 

predicted research areas. These image areas, named patches, 

are centered around the projected 3D points and have 

rectangular shape. The interest points corresponding to the 

SURF features are then extracted inside these patches and 

matched with those extracted from the reference frame. We 

also use a RANSAC algorithm in order to discard the 

outliers. To find the 3D-2D matched points for the current 

frame, we only need to identify the transformation that maps 

interest points defined in the reference image to those 

extracted in the current image. We assume that this 

transformation is a homography because the movement 

between the two frames is not meaningful. Let ijH be this 

homography, im and jm  the interest points extracted from 

reference and current frames Fi, and Fj, respectively. The 

relationship between im , jm and ijH  is defined as: 

iijj mHm ⋅= (6)

Once the homography is estimated, we apply it to the 2D 

image points associated to the 3D model points for the 

reference frame, in order to transform them in the current 

image. This allows updating correspondence between 3D 

and 2D points for the current image, and hence restarts 

automatically the tracking process.  

V. RESULTS

The proposed approaches have been tested in real scenes 

and the registration accuracy was analyzed. The results are 

presented for outdoor images (Figure 3) which corresponds 

to a moving camera pointing towards one frontage of a 

building. The frame rate of the recorded image sequences is 

about 25 frames/s and the resolution of the video images is 

320×240 pixels. We used an industrial USB camera uEye 

UI-2220RE with a focal equal to 8mm. 

The first experiment points out the performances of the 

semi-automated initialization approach in several 

conditions. Figure (3) shows that this approach performs 

good matching in spite of the illumination change.  

Figure 3. 

Figure 4. Performance of semi-automated approach 

Reference Frame (i) Current Frame (j) 

3D 
Points 2D/3D matching 3D points projection 

using the reference 
pose 2D/2D 

matching 

Homography Hij
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Furthermore, in order to analyze the error in the matching 

process, we estimate the mean distance between the 2D 

points obtained after the semi-automated initialization step 

and the 2D points extracted from the images after refining 

the camera pose. We found a mean error equal to 3.8216 

pixels with a standard deviation about 1.0873 pixels. This 

means that semi-automated approach is very efficient to 

generate a rough estimate of 2D-3D correspondences and 

really helps the tracking system to rapidly converge to the 

optimal solution.  

We also analyzed the execution time by carefully 

evaluating the processing time needed to achieve each step 

in the semi-automated initialization procedure. An example 

of these computation times is given in Table 1 

TABLE I. COMPUTATION�TIMES�FOR�THE�SEMI-
AUTOMATED�INITIALIZATION�APPROACH 

Steps Times 

Manual alignment unknown 

Extraction and matching 50 ms 

RANSAC 100 ms

Total (without manual alignment) 150 ms 

This table shows that the computation time needed to 

achieve the semi-automated initialization matching is quite 

fast and makes this approach particularly efficient for the 

initialization stage of the tracking system. 

In addition, we also tested the performances of our 

automated initialization approach. For that we have 

considered several images taken under different viewpoints. 

Figure 4 shows some obtained results. We can see that, for 

all the considered cases, the reference points (taken on the 

frontage of the building) are well matched in the current 

frames. In this example we have considered coplanar points. 

Figure 5. Matching results for autometed initialization approach, case of 

the coplanr points 

We have also tested our approach for non coplanar points 

chosen on the tower of the castle (figure 5). Obtained results 

in this case are satisfying. Indeed, combining the SURF 

points with the RANSAC algorithm provides an accurate 

and robust homography estimation, and thereby allows good 

points matching. The matching process in this case gives a 

mean error about 1.7823 pixels with a standard deviation of 

0.6634 pixels.  

Figure 6. Matching results for autometed initialization approach – Non 

coplanr points 

The computation time of this approach depends mainly 

on the SURF features extraction and matching. Introducing 

a prediction stage in order to limit the research area of the 

interest points in the current frame has significantly reduced 

the total time of the whole algorithm (practically, it is 

divided by two). Comparing to other similar approaches [7], 

our proposed automated initialization technique is more 

flexible and provides best real times performances. 

VI. CONCLUSION

We have presented, in this paper, two initialization 

approaches for marker-less visual tracking, namely a semi-

automated and fully automated 3D-2D points matching. 

Both approaches use the SURF descriptors in order to 

achieve the matching robustness against the illumination 

changes and rotations. The semi-automated approach 

requires the user intervention in order to perform 

model/image registration when the tracking starts, while the 

automated approach is executed every time when the 

tracking falls. Our main idea consists in associating 2D 

patches composed of the SURF features to the 3D model 

points, allowing their efficient recognition in the image 

sequence. Both approaches have been tested on real data 

and have demonstrated satisfying results. However, some 

improvements should be done to improve more the 

efficiency of our tracking system. Future research efforts 

will include the use of other kind of sensors, like inertial and 

GPS, in order to assist the visual tracking and improve its 

accuracy. 
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