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# HOW HUMANS FLY 

Alain Ajami ${ }^{1}$, Jean-Paul Gauthier ${ }^{1,2}$, Thibault Maillot ${ }^{1}$ and Ulysse Serres ${ }^{3,4}$


#### Abstract

This paper is devoted to the general problem of reconstructing the cost from the observation of trajectories, in a problem of optimal control. It is motivated by the following applied problem, concerning HALE drones: one would like them to decide by themselves for their trajectories, and to behave at least as a good human pilot. This applied question is very similar to the problem of determining what is minimized in human locomotion. These starting points are the reasons for the particular classes of control systems and of costs under consideration. To summarize, our conclusion is that in general, inside these classes, three experiments visiting the same values of the control are needed to reconstruct the cost, and two experiments are in general not enough. The method is constructive.

The proof of these results is mostly based upon the Thom's transversality theory. This study is partly supported by FUI AAP9 project SHARE, and by ANR Project GCM, program "blanche", project number NT09-504490.
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## 1. Introduction

This study holds in the context of the french FUI SHARE project (see [2]), and authors are granted from the project.

From the kinematic point of view, a rough HALE drone (high altitude, long endurance drone) is governed by the standard Dubins equations:

$$
\left\{\begin{array}{l}
\dot{x}=\cos \theta  \tag{1.1}\\
\dot{y}=\sin \theta \\
\dot{\theta}=u .
\end{array}\right.
$$

These equations express that the drone moves on a perfect plane (perfect constant altitude), at perfect constant speed 1 , moves in the direction of its velocity vector, and is able to turn right and left.

[^0]These equations were also considered by people studying human locomotion: see the seminal works of Chitour-Jean-Mason [8], and Chittaro-Jean-Mason [10]. See also older but basic works of Laumond [3-5], who originally introduced this point of view.

Another typical result related with cost reconstruction in human movements is [6, 7, 11]. A part of the methodology in $[6,7,11]$ is very similar to what we do here in.

Note that the rough model (1.1) is more pertinent as a model of the kinematics of HALE drones than as a model of human locomotion: actually, for HALE drones, the velocity is almost really constant ${ }^{5}$.

Once this assumption of constant velocity is accepted, the natural requirement of invariance under motions of the plane leads to these equations.

In both cases but for different reasons, the assumption is that some integral cost is minimized, to connect in free time, the initial and target point. Again, the natural requirement of invariance with respect to motions of the plane leads to an integral cost of the form:

$$
\begin{equation*}
C(u(\cdot))=\int_{0}^{T} L\left(u(t), \dot{u}(t), \ldots, u^{(k)}(t)\right) \mathrm{d} t \tag{1.2}
\end{equation*}
$$

In the case of human locomotion, a very interesting argument of dimension of a certain set shows that $k=1$ in equation (1.2) above (see [13]). We discuss this in more details in Sections 3.3, 5. Shortly, the results here provide a clear method to validate this assumption $k=1$.

It turns out, and this is quickly shown in Section 5, that the measurement of two different trajectories is enough to reconstruct the cost $L(u)$ (over the set of values of $u(t)$ visited during the two experiments), provided that both experiments visit the same value of the control (at different times, maybe).

These considerations are the starting point of this study, and the reason to consider the following class of nonlinear control affine systems, with single control $u$, and of costs $C(u(\cdot))$ :

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y)  \tag{1.3}\\
\dot{y}=u
\end{array}\right.
$$

where $x$ is $n$-dimensional, and the cost

$$
\begin{equation*}
C(u(\cdot))=\int_{0}^{T} L(u(t)) \mathrm{d} t . \tag{1.4}
\end{equation*}
$$

Surprisingly, our main result is the following rough statement, the precise result being Theorem 4.1, Section 4.1.

Theorem 1.1 (rough statement). To reconstruct the cost (1.4), three experiments are in general enough provided that they visit the same value of the control, at some (maybe different) instants. Two experiments are in general not enough.

Hence, in fact, the Dubins case is, inside its class, very particular. This is due to the symmetries (invariance of the problem under the action of motions of the plane).

Moreover, in both cases (Dubins case and case (1.3)), the reconstruction of $L$ can be made only up to a linear term, which is in fact totally irrelevant: adding a linear term to $L$ does not change the set of optimal trajectories. On the contrary, for completely general affine control systems, this additional degree of freedom does not (generically) exist.

In the paper, we finish by considering (more quickly) the case of a general control affine system, $\dot{q}=F_{0}(q)+$ $u F_{1}(q)$ (Sect. 6). It turns out that the main Theorem 1.1 still holds. Even a bit more: now $L(u)$ is completely determined by three experiments (not up to some linear term).

[^1]The organization of the paper is as follows:

- In Sections 2, 3, we give a clear statement of the problem, together with all prerequisites necessary to the mathematical precise understanding of the paper. A key lemma for the proofs (Lem. 3.17) is established. The very short Section 3.3 concerns our conclusion about the validation of the assumption that the cost $C(u(\cdot))$ is of the form (1.4).
- Section 4 is devoted to the results of our study. In Section 4.1 we give a clear statement of our main result and in Section 4.2 we give the crucial preliminaries for the proof of the main result (Thm. 4.1). Section 4.3.2 regroups, besides the final proof, all technical lemmas, and the proof of the fact that in general two experiments are not enough.
- Section 5 deals with Dubins case, and the application to HALE drones.
- Section 6 cares about the case of general control affine systems (very shortly).


## 2. STATEMENT OF THE PROBLEM

In this paper, smooth means $C^{\infty}$. Also, we do not distinguish between row and column vectors, the distinction being clear from the context.

### 2.1. Systems under consideration

As we said in the introduction, we deal with single input nonlinear control affine systems of the form (1.3), with $(x, y) \in X \times Y$, the state variable and $u \in \mathbb{R}$, the control variable. Here, $X$ (resp. $Y$ ) is an $n$-dimensional (resp. one-dimensional) connected, Hausdorff and paracompact smooth manifold.

Setting $q=(x, y)$ and $Q=X \times Y$, we rewrite the system (1.3) as

$$
\begin{equation*}
\dot{q}=F_{0}(q)+u F_{1}(q), \quad q \in Q, \quad u \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

where $F_{0}=(f, 0)$ and $F_{1}=(0,1)$ are smooth vector fields on $Q$. Depending on the context, we will use freely the most convenient notation between both.

Let $\mathcal{F}$ denote the set of smooth control systems form (1.3) or (2.1), i.e., elements of $\mathcal{F}$ are smooth vector fields $F_{0}$ on $Q$ such that $F_{0}: Q \rightarrow T X \times\left\{0_{T Y}\right\}$. Equivalently, elements of $\mathcal{F}$ are $y$-parametrized families of smooth vector fields $f$ over $X$, i.e., smooth sections of a vector bundle over $Q$ with fiber $T_{x} X$. Let $J^{k} \mathcal{F}$ denote the bundle of $k$-jets of systems in $\mathcal{F}$.

The set of admissible control functions $u(\cdot)$ is as usual $\mathbb{L}_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}\right)$, and the set of admissible trajectories is the set of solutions of system (1.3) or (2.1) corresponding to an admissible control function $u(\cdot)$. The domain of our control functions will be a certain time interval $\left[t_{1}, t_{2}\right]$ depending on $u(\cdot)$. If necessary, it is always possible to assume that $t_{1}=0$.

### 2.2. Problem under consideration

### 2.2.1. Main assumption

Our main assumption in the paper is: all trajectories occuring in the observations are solutions of an optimal control problem of the following form, that we shall denote by $\left(\mathbf{P}_{L}\right)$.
$\left(\mathbf{P}_{L}\right)$ Minimize the integral cost (1.4) among all admissible controls $u(\cdot)$ steering system (2.1) from a source point $q_{0}$ to a target point $q_{1}$ in free final time $T$.
We do not consider arbitrary functions $L$ in the functionals $C(u(\cdot))$ above: indeed, we choose a class $\mathcal{L}$ ensuring that the optimal control problem $\left(\mathbf{P}_{L}\right)$ has a solution for each $L$ in $\mathcal{L}$. Following $[8,10], \mathcal{L}$ is the set of $L: \mathbb{R} \rightarrow \mathbb{R}$ meeting the following assumptions:
(A1) $L(\cdot)$ is strictly positive and smooth;
(A2) $L(\cdot)$ is strictly convex with $L^{\prime \prime}(u)>0$ (i.e., strictly strongly convex);
(A3) $\lim _{|u| \rightarrow+\infty} L(u) /|u|=+\infty$.

### 2.2.2. The different notions of experiments

Among the set of admissible pairs $(q(\cdot), u(\cdot))$, we shall distinguish the ones called experiments:
Definition 2.1 (experiment). An admissible trajectory $(q(\cdot), u(\cdot))$ is called an experiment if there exists $L \in \mathcal{L}$ such that $(q(\cdot), u(\cdot))$ solves $\left(\mathbf{P}_{L}\right)$.

Remark 2.2. Since a solution of system (2.1) is uniquely determined by the initial condition $q_{0}$ in $Q$ and the admissible control function $u(\cdot)$, we may identify an experiment $(q(\cdot), u(\cdot))$ with a pair $\left(q_{0}, u(\cdot)\right)$. For simplicity, we shall denote indifferently both by $\gamma$.

We also denote by $\Gamma_{f}$ a family of experiments whose corresponding trajectories $q(\cdot)$ are solutions to system (2.1).

Definition 2.3 (compatible experiments). A family $\Gamma_{f}$ of admissible pairs $\gamma=(q, u(\cdot))$ is a family of compatible experiments if there exists (a common) $L \in \mathcal{L}$ such that every $\gamma \in \Gamma_{f}$, solves $\left(\mathbf{P}_{L}\right)$.

Definition 2.4 (monotonic experiment). An experiment $(q(\cdot), u(\cdot))$ is monotonic if the control function $u(\cdot)$ is smooth monotonic (strictly, i.e., $u^{\prime}(t)$ does not vanish for any $t$ ).

From now on we consider monotonic experiments only. In particular, the mapping $u \mapsto t(u)$ is well defined, continuous and smooth, i.e., belongs to $\mathcal{U}=\mathcal{C}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}\right)$. The smoothness assumption, that may look not very reasonable, will be justified later (Lem. 3.5).

In the following, with a little abuse of notations, a time dependent function $g$ is written $g(u)$ instead of $g(t(u))$ whenever necessary. Also, we use the dot ' to denote the derivative with respect to time $t$, and the prime ' to denote the derivative with respect to variable $u$.

Definition 2.5 (different experiments). Several experiments $\left(q^{i}(\cdot), u^{i}(\cdot)\right), i=1, \ldots, \ell$, that visit common control values (i.e., such that the ranges of the associated control functions $u^{i}(\cdot)$ overlap) are said to be different if there are points $t$ such that $q^{i}(t) \neq q^{j}(t)$ for all $i \neq j$, on the overlapping range of control values.

Remark 2.6. A few obvious but useful observations are in order:
(i) The control of a monotonic experiment can take the value zero at most once.
(ii) Let $\Gamma_{f}$ be a family of experiments that visit common control values, namely,

$$
\exists u_{0} \in \mathbb{R} \quad \forall \gamma=\left(q_{0}, u(\cdot)\right) \in \Gamma_{f} \quad \exists t(\gamma) \in \mathbb{R}_{+} \quad \mid \quad u(t(\gamma))=u_{0},
$$

we may assume without loss of generality that $t(\gamma)=0$ for each experiment (shift of time on the experiments).

### 2.2.3. Statement of the inverse optimal control problem

The inverse optimal control problem that we shall denote by $\left({ }_{\mathrm{I}} \boldsymbol{\Psi}\right)$ is the following.
$\left.{ }^{( } \mathbf{I} \mathbf{\Psi}\right)$ Given a family $\Gamma_{f}$ of experiments, find a cost $L$ in $\mathcal{L}$ such that every $\gamma \in \Gamma_{f}$ solves $\left(\mathbf{P}_{L}\right)$.

## 3. Study of the optimal control problem and its inverse

### 3.1. Study of the optimal control problem ( $\mathrm{P}_{L}$ )

### 3.1.1. Existence of optimal controls

We follow exactly the same lines as in [10, Sect. 3.1] for questions dealing with the existence of optimal controls. The growth condition $L(u) \geqslant c|u|^{p}$ with $c>0$ and $p>1$ used in [10, Sect. 2.1], has been weakened to A3 according to [18, Thm. 2.8.1], and thus we can state the following.
Theorem 3.1. For every $q_{0}, q_{1} \in Q$ such that $q_{1}$ is reachable from $q_{0}$, there exists a real positive time $T^{*}$ and a control function $u(\cdot) \in \mathbb{L}^{1}\left(\left[0, T^{*}\right]\right)$ such that the corresponding trajectory $q(\cdot)$ solves problem $\left(\mathbf{P}_{L}\right)$.

Notice that Theorem 3.1 does not provide the boundedness of the optimal controls. It will follow from Lemma 3.5.
Remark 3.2. Observe that the existence of a bounded positive $T^{*}$ is not completely trivial and follows from the special form of the cost function $L$. Indeed, it follows easily from assumptions A1 and A3 that there exists a positive real number $\alpha$ such that $L(u)>\alpha$ for every $u$. Now, if $q_{1}$ is attainable from $q_{0}$, let $u_{n}(\cdot):\left[0, T_{n}\right] \rightarrow Q$ be a minimizing sequence. Then,

$$
\alpha T_{n}<C\left(u_{n}(\cdot)\right)<+\infty
$$

which implies that $T_{n}$ must be uniformly bounded.

### 3.1.2. Application of the Pontryagin Maximum Principle

Since we do not know yet that optimal controls are bounded in the $\mathbb{L}^{\infty}$ topology, we cannot apply the PMP in its classical version. Nonetheless, it is easy to check that problem $\left(\mathbf{P}_{L}\right)$ meets all the hypotheses required in [18, Thm. 8.7.1] (a more refined version of PMP valid for unbounded controls), and thus we can state the following.
Proposition 3.3. Every solution to $\left(\mathbf{P}_{L}\right)$ satisfies the PMP.
In order to apply the PMP to the problem $\left(\mathbf{P}_{L}\right)$, we define the following Hamiltonian function:

$$
h(\lambda, p, q, u)=\xi f(q)+\zeta u+\lambda L(u)
$$

with $p=(\xi, \zeta) \in T_{q}^{*} Q$ and $\lambda \leqslant 0$.
An extremal curve is by definition a quadruple $(\lambda, p(\cdot), q(\cdot), u(\cdot))$, meeting the following necessary conditions for optimality.

We recall that the PMP states that if $q(\cdot)$ is an optimal trajectory corresponding to a control $u(\cdot)$ defined on an interval $[0, T]$, then there exist an absolutely continuous curve $p(\cdot):[0, T] \rightarrow T_{q(\cdot)}^{*} Q$ and $\lambda \leqslant 0$ such that the pair $(\lambda, p(t))$ never vanishes and for a.a. $t \in[0, T],(q(\cdot), p(\cdot))$ satisfies the Hamiltonian system:

$$
\left\{\begin{array}{l}
\dot{q}(t)=\frac{\partial h}{\partial p}(\lambda, p(t), q(t), u(t))  \tag{3.1}\\
\dot{p}(t)=-\frac{\partial h}{\partial q}(\lambda, p(t), q(t), u(t))
\end{array}\right.
$$

and the maximality condition:

$$
\begin{equation*}
h(\lambda, p(t), q(t), u(t))=\max _{v \in \mathbb{R}} h(\lambda, p(t), q(t), v) \tag{3.2}
\end{equation*}
$$

Also, since the final time is free, the Hamiltonian is identically zero along the optimal trajectory, namely,

$$
\begin{equation*}
\xi(t) f(q(t))+\lambda L(u(t))+\zeta(t) u(t)=0 \tag{3.3}
\end{equation*}
$$

If $\lambda \neq 0$, the extremal is called normal, while if $\lambda=0$, the extremal is called abnormal. Notice that abnormal extremals are extremal (and often optimal) for any cost since in this case the cost disappears from the Hamiltonian.
Remark 3.4. Here we have to face problems, due to the fact that abnormal trajectories come unavoidably in the picture:

- abnormal extremals, if they are not normal at the same time, cannot provide any information on the system. Hence we have to exclude them from our study;
- abnormals that are normal at the same time are automatically smooth (Lem. 3.5 below). Hence we can assume smoothness of our experiments.
- In fact, and for a purely technical reason, certain trajectories that are not abnormal cause problems: those that are abnormal on a piece of themselves only. We shall also exclude them, however, this exclusion can certainly be avoided.


### 3.1.3. Description of normal extremals of $\left(\mathbf{P}_{L}\right)$

In this case, since $\lambda \neq 0$ we can normalize and assume that $\lambda=-1$.
In this case, the maximality condition (3.2) rewrites

$$
h(\lambda, p(t), q(t), u(t))=\max _{v \in \mathbb{R}} h(-1, p(t), q(t), v)=\xi(t) f(q(t))+L^{*}(\zeta(t)),
$$

with $L^{*}(\zeta)=\max _{u}(\zeta u-L(u))$ being the Legendre transform of $L$. The properties of the Legendre transform imply the following relations between the optimal control $u(\cdot)$ and $\zeta(\cdot)$ :

$$
\begin{equation*}
u(t)=L^{* \prime}(\zeta(t)), \quad \zeta(t)=L^{\prime}(u(t)) \tag{3.4}
\end{equation*}
$$

so that the maximality condition (3.3) may be rewritten as

$$
\begin{equation*}
L(u(t))-u(t) L^{\prime}(u(t))=\xi(t) f(q(t)) . \tag{3.5}
\end{equation*}
$$

The equation for $q$ in (3.1) is nothing but (1.3), while the equation for $p$, also called the adjoint equation, can be explicitly rewritten using $\xi$ and $\zeta$. Summing up, all the information is contained in the system below:

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y)  \tag{3.6}\\
\dot{y}=u=L^{* \prime}(\zeta) \\
\dot{\xi}=-\xi \frac{\partial f}{\partial x}(x, y) \\
\dot{\zeta}=-\xi \frac{\partial f}{\partial y}(x, y) \\
L^{*}(\zeta)+\xi f(x, y)=0
\end{array}\right.
$$

### 3.1.4. Smoothness of (normal) optimal controls

Lemma 3.5. The optimal controls $u(t)$ corresponding to normal trajectories of $\left(\mathbf{P}_{L}\right)$ are smooth.
Proof. Assumption A2 implies that $L^{* \prime}$ is a smooth function. Hence, $u$ is smooth as a component of the solution of a smooth differential system.

Remark 3.6. Here is a place where the strong strict convexity is important. This assumption also implies that the set of costs under consideration is an open set. Also, it will be crucial in the normalizations of our costs later, and at the end in the possibility to determine uniquely the initial covectors associated with our experiments.

A by-product of Lemma 3.5 is that in fact our extremal controls are also extremals of the standard ( $\mathbb{L}_{\text {loc }}^{\infty}$ ) PMP (see [1,15]).

### 3.1.5. Characterization of abnormal extremals of $\left(\mathbf{P}_{L}\right)$

As we have already said, certain abnormal extremals will come in the picture. Then we shall characterize them.

First, let us introduce the resolvent $R\left(t, t_{0}\right)$ of the time-varying linear system (3.6) (third equation) to be the matrix solution to $\dot{R}=-R \frac{\partial f}{\partial x}, R\left(t_{0}, t_{0}\right)=\mathrm{Id}_{\mathbb{R}^{n}}$ (when $t_{0}=0$ we shall write $R(t)$ instead of $R(t, 0)$ ), and define the mapping $V$ through the following lemma.

Lemma 3.7. To every monotonic smooth trajectory $\left(q_{0}, u(\cdot)\right), q_{0}=\left(x_{0}, y_{0}\right)$, we can associate a well-defined smooth map $V(\cdot): U \rightarrow T_{x_{0}} X$, defined over the range $U$ of $t \mapsto u(t)$, such that for every covector $\xi_{0}$ in $\mathbb{R}^{n}$ and every $u$ that belongs to the value set of the control, we have

$$
\begin{equation*}
\xi_{0} V(u)=\xi(t(u)) f(q(t(u))) \tag{3.7}
\end{equation*}
$$

Proof. Since the covector $\xi(t)$ satisfies the linear differential equation $\dot{\xi}=-\xi \frac{\partial f}{\partial x}, \xi(t)=\xi_{0} R\left(t, t_{0}\right)$. Obviously, the matrix $R$ depends only on the experiment so that we can write $(\xi f)(t(u))=\xi_{0} V(u)$, with $V(u)=R\left(t(u), t_{0}\right) f(q(t(u))$.

Lemma 3.8. The (monotonic smooth) trajectory $t \mapsto q(t)=(x(t), y(t))$, is the projection of an abnormal extremal if and only if $\operatorname{span}\{V(u), u \in U\} \neq T_{x_{0}} X \simeq \mathbb{R}^{n}$ (or, equivalently, if and only if $\operatorname{span}\{V(u(t)), t \in$ $\left.[0, T]\} \neq \mathbb{R}^{n}\right)$.

Proof. Assume first that $q(\cdot)$ is the projection of an abnormal extremal. Therefore, and since $\lambda=0$, there exists a non trivial covector $p(\cdot)=(\xi(\cdot), \zeta(\cdot))$ such that

$$
h(0, p(t), q(t), u(t))=\xi(t) f(q(t))+\zeta(t) u(t)=\max _{v \in \mathbb{R}} h(0, p(t), q(t), v)
$$

The maximum being reached in the above equation, we necessarily have $\zeta(t)=0$ for all $t \in[0, T]$, and then, $\xi(t) \neq 0$ for every $t \in[0, T]$. Consequently, the zero-hamiltonian condition reads $\xi(t) f(q(t))=0$, for all $t \in[0, T]$ or equivalently, for all $u \in U$,

$$
\begin{equation*}
\xi(0) V(u)=0 \tag{3.8}
\end{equation*}
$$

with $\xi(0) \neq 0$. This last equation (3.8) exactly means that $\left\{V^{\prime}(u), u \in U\right\}$ does not span $T_{x_{0}} X$.
Conversely, assume that $\{V(u), u \in U\}$ does not span $T_{x_{0}} X$. Thus, there exists $\xi_{0} \in T_{x_{0}}^{*} X$ such that $\xi_{0} V(u)=$ 0 for every $u \in U$, or, equivalently, that for all $t \in[0, T]$,

$$
\begin{equation*}
\xi(t) f(q(t))=0 \tag{3.9}
\end{equation*}
$$

with $\xi(\cdot)$ being the solution to the Cauchy problem $\dot{\xi}=-\xi \frac{\partial f}{\partial x}(q(t)), \xi(0)=\xi_{0}$. Differentiating this last equation (3.9) with respect to $t$ leads to

$$
\begin{aligned}
0 & =\dot{\xi}(t) f(q(t))+\xi(t)\left(\frac{\partial f}{\partial x}(q(t)) \dot{x}+\frac{\partial f}{\partial y}(q(t)) \dot{y}\right) \\
& =\xi(t) \frac{\partial f}{\partial y}(q(t)) \dot{y} \\
& =-\dot{\zeta}(t) u(t)
\end{aligned}
$$

which implies that $\dot{\zeta}(\cdot)$ vanishes identically (by strict monotonicity, the control function $u(\cdot)$ vanishes at most once on $[0, T])$. Hence, the optimal trajectory $t \mapsto q(t)$ is the projection onto $X \times Y$ of the abnormal extremal $t \mapsto$ $(0, \xi(t), 0, q(t), u(t))$. This ends the proof.
Lemma 3.9. Let $\gamma: I \rightarrow \mathbb{R}^{N}$ be a smooth curve, defined on some nontrivial interval $I$. Then, the two following assertions are equivalent.

1. For any subinterval $J \subset I$, $\operatorname{span}\{\gamma(t), t \in J\}=\mathbb{R}^{N}$,
2. The set of $t_{0}$ such that $\operatorname{span}\left\{\gamma\left(t_{0}\right), \gamma^{\prime}\left(t_{0}\right), \ldots, \gamma^{(N-1)}\left(t_{0}\right)\right\}=\mathbb{R}^{N}$ is (open) dense in $I$.

Proof. The direct implication: we prove the result by contraposition. Assume that on some open subinterval $\tilde{I} \subset I, \operatorname{span}\left\{\gamma(t), \ldots, \gamma^{(N-1)}(t)\right\} \neq \mathbb{R}^{N}$. For every integer $i$, define

$$
r(i)=\sup _{t \in \tilde{I}} \operatorname{rank}\left\{\gamma(t), \ldots, \gamma^{(i)}(t)\right\}
$$

and let $k$ be the first integer for which $r(k) \neq k+1$, namely $r(k)=k$. Let $J \subset \tilde{I}$ be a subinterval on which $\operatorname{span}\left\{\gamma(t), \ldots, \gamma^{(k-1)}(t)\right\}=\mathbb{R}^{k}$. For every $t \in J$, there exist $\alpha_{0}(t), \alpha_{1}(t), \ldots, \alpha_{k-1}(t)$ such that

$$
\begin{equation*}
\gamma^{(k)}(t)=\sum_{i=0}^{k-1} \alpha_{i}(t) \gamma^{(i)}(t) \tag{3.10}
\end{equation*}
$$

Notice that the coefficients $\alpha_{i}(\cdot)$ 's are smooth on $J$. Indeed, relation (3.10) may be rewritten in matrix form as

$$
\gamma^{(k)}(t)=\left(\gamma(t), \ldots, \gamma^{(k-1)}(t)\right)\left(\begin{array}{c}
\alpha_{0}(t) \\
\vdots \\
\alpha_{k-1}(t)
\end{array}\right)
$$

which can be smoothly solved in the $\alpha_{i}(t)$ 's $(i=1, \ldots, k-1)$ since $\operatorname{rank}\left\{\gamma(t), \ldots, \gamma^{(k-1)}(t) \mid t \in J\right\}=k$. Let $t_{0} \in J$ and let $\tilde{R}\left(t, t_{0}\right)$ be the resolvent of the linear differential equation (3.10), i.e., $\tilde{R}\left(t, t_{0}\right)$ is the matrix solution to the Cauchy problem $\frac{\mathrm{d}}{\mathrm{d} t} \tilde{R}\left(t, t_{0}\right)=A(t) \tilde{R}\left(t, t_{0}\right), \tilde{R}\left(t_{0}, t_{0}\right)=\operatorname{Id}_{\mathbb{R}^{k}}$, with

$$
A(t)=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & 1 & 0 \\
0 & \ldots & \ldots & 0 & 1 \\
\alpha_{0} & \ldots & \ldots & \ldots & \alpha_{k-1}
\end{array}\right)
$$

We have

$$
\left(\gamma(t), \gamma^{(k-1)}(t)\right)=\left(\gamma\left(t_{0}\right), \gamma^{\prime}\left(t_{0}\right), \ldots, \gamma^{(k-1)}\left(t_{0}\right)\right) \tilde{R}\left(t, t_{0}\right)^{*}
$$

with $\tilde{R}\left(t, t_{0}\right)^{*}$ being the transpose of $\tilde{R}\left(t, t_{0}\right)$. Consequently, for all $t \in J$,

$$
\gamma(t)=\sum_{i=1}^{k} \tilde{R}_{1}^{i}\left(t, t_{0}\right) \gamma^{(i-1)}\left(t_{0}\right)
$$

with $\tilde{R}_{1}^{i}\left(t, t_{0}\right)$ being the $i$-th element of the first line of matrix $\tilde{R}\left(t, t_{0}\right)$. Therefore, $\gamma(J) \subset \mathbb{R}^{k-1}$ and consequently $\gamma(\cdot)$ does not span $\mathbb{R}^{N}$ in restriction to $J$.

We now prove the converse. If $\gamma$ does not span $\mathbb{R}^{N}$ in restriction to some nontrivial interval $J$, there exists $k<N$ and a $k$-dimensional subspace $E^{k} \subset \mathbb{R}^{N}$ such that $\gamma(J) \subset E^{k}$. Consequently, for every $t \in J$ and every integer $i$, we have $\gamma^{(i)}(t) \in E^{k}$. This completes the proof.

Definition 3.10 (normal experiment). A monotonic experiment $(q(\cdot), u(\cdot))$, defined on some time interval $[0, T]$ is normal if $q(\cdot)$ is not the projection of an extremal which is abnormal on $[0, T]$.

Definition 3.11 (normal-regular experiment). A monotonic experiment $(q(\cdot), u(\cdot))$, defined on some time interval $[0, T]$ is normal-regular if $q(\cdot)$ is not the projection of an extremal which is abnormal on some (nontrivial) subinterval of $[0, T]$.

Remark 3.12. Note that a normal experiment maybe non normal-regular.

By Lemma 3.8, the experiment is normal-regular if $V(u)$ (resp. $V(t))$ spans $\mathbb{R}^{n}$ in restriction to any nontrivial subinterval of $\left[u_{0}, u_{T}\right]$ (resp. $[0, T]$ ).

As we said, we want to avoid trajectories such that a piece of them is abnormal, (i.e., non normal-regular experiments). An immediate consequence of Lemma 3.9 is the following corollary (one has to apply Lem. 3.9 to the curve $u \mapsto V(u))$.

Corollary 3.13. The (monotonic) trajectory, $t \mapsto q(t)$ is normal-regular if and only if the set of $u$ such that $\operatorname{span}\left\{V(u), \ldots, V^{(n-1)}(u)\right\}=\mathbb{R}^{n}$ is (open) dense in $\left[u_{0}, u_{T}\right]$.

### 3.1.6. Test of abnormality

A reasonable practical test of abnormality is the standard Gram-matrix test. It may be done either using $V(t)$ or $V(u)$. We will write $V(\tau)$ to emphasize the fact that both can be indifferently considered. Define the Gram matrix relative to the interval $\left[\tau_{1}, \tau_{2}\right]$ as:

$$
G_{a}=\int_{\tau_{1}}^{\tau_{2}} V(\tau) V^{*}(\tau) \mathrm{d} \tau
$$

where $V^{*}$ denotes the transpose of $V$.
It is clear that $\operatorname{span}\{V(\tau), \tau \in J\}=\mathbb{R}^{N}$ iff the symmetric matrix $G_{a}$ is positive definite, iff its smallest eigenvalue is strictly positive. Then, the test resumes to decide whether a matrix is positive definite which is standard in practice (see e.g. [16] and Ref. [6] therein).

Differentiating $\xi_{0} V(t)$ as was already done above, we get $0=\xi_{0} V^{\prime}(t)=\xi_{0} R(t) \frac{\partial f}{\partial y}(q(t))$. This leads to the standard fact that linearization is not controllable along abnormals.

### 3.2. Study of the inverse optimal control problem

### 3.2.1. Well-posedness of the inverse control problem

The next lemma will show that the inverse control problem $\left.{ }{ }_{\Sigma} \mathbf{\Psi}\right)$ is an ill-posed problem.
Lemma 3.14. Assume that $L \in \mathcal{L}$. Let $a, b$ be arbitrary real numbers with $a>0$. Set $\tilde{L}(u)=a L(u)+b u$. An experiment relative to $L$ is also an experiment relative to $\tilde{L}$.

Proof. For abnormal experiments the result is obvious.
Let $(q(\cdot), u(\cdot))$ be a (normal) experiment relative to $L$. Then, there exists a covector $p(\cdot)=(\xi(\cdot), \zeta(\cdot))$ such that the extremal $(-1, p(\cdot), q(\cdot), u(\cdot))$ is solution to system (3.6).

Consequently, since $L^{*}(\zeta)=\sup _{u}(\zeta u \underset{\sim}{L})=\frac{1}{a} \sup _{u}((a \zeta+b) u-\tilde{L})=\frac{1}{a} \tilde{L}^{*}(a \zeta+b)$, one easily infers that the extremal $(-1, \tilde{p}(\cdot), q(\cdot), u(\cdot))$, with $\tilde{p}=(\tilde{\xi}, \tilde{\zeta})=(a \xi, a \zeta+b)$, satisfies

$$
\left\{\begin{array}{l}
\dot{x}=f(x, y) \\
\dot{y}=u=\tilde{L}^{* \prime}(\tilde{\zeta}) \\
\dot{\tilde{\xi}}=-\tilde{\xi} \frac{\partial f}{\partial x}(x, y) \\
\dot{\tilde{\zeta}}=-\tilde{\xi} \frac{\partial f}{\partial y}(x, y) \\
\tilde{L}^{*}(\tilde{\zeta})+\tilde{\xi} f(x, y)=0,
\end{array}\right.
$$

showing that $(q(\cdot), u(\cdot))$ is an experiment relative to $\tilde{L}$.

### 3.2.2. Normalization of the cost function

Lemma 3.14 shows that the projections onto the base manifold of the extremal trajectories of problems $\left(\mathbf{P}_{L}\right)$ and $\left(\mathbf{P}_{a L+b u}\right)$ are the same. In particular it says that the cost reconstruction is an ill-posed problem.

One can only expect to reconstruct a class representative of the cost function under the equivalence relation $\sim$, $\tilde{L} \sim L$ if there exists a real $a>0$ and a real $b$ such that $\tilde{L}(u)=a L(u)+b u$. It is worth mentioning that under this equivalence relation the minimum of the cost function is not preserved but the set of control values such that $L(u)-u L^{\prime}(u)=0$ is preserved (indeed, due to assumption A1, A2, A3, there exist exactly two values for which this relation holds: draw the tangents to the graph of $L$ through the origin).

The following lemma gives a way to select a special class representative for the cost function.
Lemma 3.15 (resetting lemma). At $u_{0}$ the cost function $L$ to be reconstructed can be normalized so that: $L^{\prime}\left(u_{0}\right)=0$ and $L^{\prime \prime}\left(u_{0}\right)=1$.

Proof. Let $L$ be a class representative of the cost we aim to reconstruct. In order to get the required normalization, we need to solve for $a, b$ real numbers, with $a>0$ the following system

$$
\left(\begin{array}{cc}
L^{\prime}\left(u_{0}\right) & 1 \\
L^{\prime \prime}\left(u_{0}\right) & 0
\end{array}\right)\binom{a}{b}=\binom{0}{1}
$$

which is always possible for a cost function $L$ in $\mathcal{L}$ : the coefficient $a$ obtained in this way is positive $\left(a=1 / L^{\prime \prime}\left(u_{0}\right)\right)$ due to the strong convexity hypothesis.

Remark 3.16. Notice that our normalization does not preserve the set $\mathcal{L}$ : after normalization, the assumption A1 may not hold, but this will be of no importance in the following. In fact the right way to define the class $\mathcal{L}$ would be to replace the positiveness of $L$ by the weaker $L(0)>0$. But this is unnatural for the purpose of proving the existence of minimizers (Thm. 3.1).

### 3.2.3. Existence and uniqueness of the reconstructed cost

Lemma 3.17. Fix a system $f$ in $\mathcal{F}$ and a smooth admissible trajectory $(q(\cdot), u(\cdot))$, with $u(\cdot)$ monotonic and defined on some time interval $\left[t_{1}, t_{2}\right]$. Fix a covector $\xi_{0} \in \mathbb{R}^{n} \backslash\{0\}$. Then, there exists a unique smooth function $L$ defined over the range of $t \mapsto u(t)$, and such that $L^{\prime}\left(u\left(t_{0}\right)\right)=0$ for some arbitrary point $t_{0} \in\left[t_{1}, t_{2}\right]$, for which the pair $(q(\cdot), u(\cdot))$ is the projection of a normal extremal of problem $\left(\mathbf{P}_{L}\right)$ associated with the covector $(\xi(\cdot), \zeta(\cdot))$, $\left(\xi\left(t_{0}\right), \zeta\left(t_{0}\right)\right)=\left(\xi_{0}, 0\right)$.

Proof. Choose $t_{0} \in\left[t_{1}, t_{2}\right]$ and set $u_{0}=u\left(t_{0}\right), q_{0}=q\left(t_{0}\right)$. Let $V(\cdot)$ be the function associated to $(q(\cdot), u(\cdot))$ and defined over the range of $u(\cdot)$ accordingly to Lemma 3.7.

We begin with the existence of $L$ and we also give a formula for it. The range of $u$ is $\left[u_{1}, u_{2}\right]$. Assume $u_{0} \neq 0$. Consider any $a \in\left[u_{1}, u_{2}\right]$. The reader can easily check that

$$
\begin{equation*}
L(u)=\xi_{0} V\left(u_{0}\right)+\left(\xi_{0} V\left(u_{0}\right)-\xi_{0} V(a)\right)\left(\frac{u}{u_{0}}-1\right)+u \int_{u_{0}}^{u} \frac{\xi_{0} V(a)-\xi_{0} V(v)}{v^{2}} \mathrm{~d} v \tag{3.11}
\end{equation*}
$$

is such that $L^{\prime}\left(u_{0}\right)=0$, and satisfies

$$
\begin{equation*}
L(u)-u L^{\prime}(u)=\xi_{0} V(u) \tag{3.12}
\end{equation*}
$$

If $0 \notin\left[u_{1}, u_{2}\right]$, this $L(u)$ is smooth and is the unique solution of the standard ODE (3.12) with $L\left(u_{0}\right)=$ $\xi_{0} V\left(u_{0}\right), L^{\prime}\left(u_{0}\right)=0$. If $0 \in\left[u_{1}, u_{2}\right]$, let us chose $a=0$. Define the function $g$ by $g(u)=\xi_{0} V(0)-\xi_{0} V(u)$. We have

$$
g^{\prime}(u)=-u t^{\prime}(u) \xi(t(u)) \frac{\partial f}{\partial y}(q(t(u)))
$$

Hence, $g(0)=g^{\prime}(0)=0$, and we may write, $g(u)=u^{2} \tilde{g}(u)$, with $\tilde{g}$ smooth. $L(u)=\xi_{0} V\left(u_{0}\right)+\left(\xi_{0} V\left(u_{0}\right)-\right.$ $\xi_{0} V(0)\left(\frac{u}{u_{0}}-1\right)+u \int_{u_{0}}^{u} \tilde{g}(v) \mathrm{d} v$ is a smooth solution of (3.12), with again $L\left(u_{0}\right)=\xi_{0} V\left(u_{0}\right), L^{\prime}\left(u_{0}\right)=0$.

Suppose now that $u_{0}=0$. Then, set $L(u)=\xi_{0} V\left(u_{0}\right)+u \int_{0}^{u} \frac{\xi_{0} V(0)-\xi_{0} V(v)}{v^{2}} \mathrm{~d} v$. Again, $L(u)-u L^{\prime}(u)=\xi_{0} V(u)$, $g(u)=u^{2} \tilde{g}(u)$, with $\tilde{g}$ smooth. $L(u)=\xi_{0} V\left(u_{0}\right)+u \int_{0}^{u} \tilde{g}(v) \mathrm{d} v$, is a smooth function that meets $L(0)=\xi_{0} V\left(u_{0}\right)$, $L^{\prime}(0)=0$.

Note that the solution $L(u)$ is well defined and smooth over the full interval $\left[u_{1}, u_{2}\right]$.
We now prove uniqueness, when $0 \in\left[u_{1}, u_{2}\right]$. We assume that $0 \in\left[u_{0}, u_{2}\right]$ (the case $0 \in\left[u_{1}, u_{0}\right]$ is similar).
Let $L_{1}$ and $L_{2}$ be two solutions to equation (3.12) such that $L_{1}^{\prime}\left(u_{0}\right)=L_{2}^{\prime}\left(u_{0}\right)=0$. Then, $\psi=L_{1}-L_{2}$ is a $C^{\infty}$ solution to

$$
\psi(u)-u \psi^{\prime}(u)=0, \quad \psi\left(u_{0}\right)=0, \quad \psi^{\prime}\left(u_{0}\right)=0
$$

If $u_{0}$ is nonzero, then $\psi$ (a smooth function) is identically zero on $\left[u_{0}, 0\right]$. On $\left.] 0, u_{2}\right]$, we must have $\psi(u)=K u$, and since we look for a smooth function, $\psi^{\prime}(u)=K$ must be zero. At the end, $\psi=0$, which proves uniqueness.

It remains to prove that the pair $(q(\cdot), u(\cdot))$ is the projection of an extremal trajectory of the problem $\left(\mathbf{P}_{L}\right)$. By hypothesis, the given trajectory is an admissible trajectory of system (1.3).

By definition, $V(u(t))=R\left(t, t_{0}\right) f(q(t))$. Set $\xi(t)=\xi_{0} R\left(t, t_{0}\right)$ so that $\xi(\cdot)$ satisfies the third equation of system (3.6).

Set $\zeta(t)=L^{\prime}(u(t))$. Thus, $\zeta\left(t_{0}\right)=0$, and

$$
\begin{aligned}
\dot{\zeta}(t) & =L^{\prime \prime}(u(t)) \dot{u}(t) \\
& =-\xi_{0} \frac{V^{\prime}(u)}{u} \dot{u}(t) \\
& =-t^{\prime}(u) \xi(t(u)) \frac{\partial f}{\partial y}(q(t(u))) \dot{u}(t) \\
& =-\xi(t(u)) \frac{\partial f}{\partial y}(q(t(u)))
\end{aligned}
$$

which shows that $\zeta(\cdot)$ satisfies the fourth equation of system (3.6).
By construction equation (3.5) is satisfied. This ends the proof.
Remark 3.18. Note that it could be that the trajectory under consideration in the lemma is abnormal. In that case, by (3.11), the smooth $L$ reconstructed in the lemma is a constant.

### 3.3. Validation of the hypotheses

### 3.3.1. Validation of the hypothesis $L(u)$

We strongly think that the best way to numerically validate the hypothesis $L=L(u)$ is to solve the set of equations (4.3) in the least squares sense. The interest of the least squares approach is that it allows an arbitrary number of experiments (strictly larger than 2). The least squares solution provides adjoint initial vectors, that can be used to reconstruct the cost over the set of values of $u$ visited during all experiments (provided that they overlap).

Then as soon as the experiments are compatible (i.e., the trajectories are actually solutions of an optimal control problem of the required form), the least squares procedure provides a solution. Moreover, if the answer is positive, we have a constructive way to reconstruct the cost.

### 3.3.2. Testing the strong convexity of the cost

Once the covector $\xi_{0}$ has been found, it is easy to check the strong convexity of the cost function. Indeed, differentiating equation (3.5) with respect to $u$ leads to

$$
u L^{\prime \prime}(u)+\xi_{0} V^{\prime}(u)=0
$$

Thus, when $u \neq 0$, the cost function is strongly convex at $u$ if $\xi_{0} V^{\prime}(u)<0$. At $u=0$, it is enough to differentiate equation (3.5) once more to see that the cost function is strongly convex at zero if $\xi_{0} V^{\prime \prime}(0)<0$.

Consequently, if the system of equations (4.3) admits a solution, it is reasonable to add one of the two above inequalities in order to validate the strong convexity of the cost.

## 4. The Results

### 4.1. Statement of the main theorem

The inverse control problem being properly posed, we can state our main theoretical result. To state it, let us endow the set $\mathcal{F}$ of systems under consideration with the $C^{\infty}$ Whitney topology.

Theorem 4.1. There is a residual set of systems in $\mathcal{F}$ such that three monotonic, different, compatible and normal-regular experiments which visit common control values are enough to reconstruct the cost function $L$ over the set of values of $u$ visited within the three experiments. In other terms, cost reconstruction with three experiments (whose range of controls overlap) is a generic property. Moreover, generically, as shown in Theorem 4.15, two experiments may not be enough.

Remark 4.2. Of course, it does not mean that, in practice experiments are monotonic. A non monotonic experiment consists of several monotonic pieces. For instance, an experiment which visits three times the same value of the control is generally sufficient for the cost reconstruction.

The proof of Theorem 4.1 is postponed to Section 4.3, after certain preliminaries given in the next section.

### 4.2. Preliminaries for the proof of Theorem 4.1

### 4.2.1. Notations

We will use the following notations in the remaining of the paper:

- $Q_{(\ell)}=\left\{q_{(\ell)}=\left(q^{1}, \ldots, q^{\ell}\right) \mid q^{\alpha} \neq q^{\beta} \quad\right.$ for $\left.\quad 1 \leqslant \alpha<\beta \leqslant \ell\right\}$.
- $\mathbb{R}_{*}^{k \ell+1}$ denotes the set of typical $\ell$-tuples $\left(\mathcal{U}_{k}^{1}, \ldots, \mathcal{U}_{k}^{\ell}\right)$ of $k$-jets of controls, $\mathcal{U}_{k}^{i}=\left(u_{0}^{i}, u_{1}^{i}=\dot{u}^{i}(0), \ldots\right.$, $\left.u_{k}^{i}=u^{i(k)}(0)\right)$, meeting $u_{0}^{i}=u_{0} \neq 0, u_{1}^{1} \neq 0, \ldots, u_{1}^{\ell} \neq 0$ (common nonzero value $u_{0}$ of the control at $t=0$, and first derivatives of the control nonvanishing at $t=0$ ).
- $Z_{k, \ell}=Q_{(\ell)} \times \mathbb{R}_{*}^{k \ell+1}$. Hence, $\operatorname{dim} Z_{k, \ell}=\ell n+1+k \ell$. Independently of the values of $k$ and $\ell$, an element of $Z_{k, \ell}$ is denoted by $z$.
- The bundle $\left(J^{k} \mathcal{F}\right)_{*}^{\ell}$ is the restriction of the product bundle $\left(J^{k} \mathcal{F}\right)^{\ell}$ to $Q_{(\ell)}$, where $J^{k} \mathcal{F}$ denotes the bundle over $Q$ of $k$-jets of elements of $\mathcal{F}$. Typical elements of $\left(J^{k} \mathcal{F}\right)_{*}^{\ell}$ are tuples

$$
j^{k} f_{(\ell)}\left(q_{(\ell)}\right)=\left(j_{q^{1}}^{k} f, \ldots, j_{q \ell}^{k} f\right), \quad q_{(\ell)}=\left(q^{1}, \ldots, q^{\ell}\right) \in Q_{(\ell)}
$$

### 4.2.2. Estimation of the number of needed experiments for the cost reconstruction

For $f \in \mathcal{F}$, let $\left(q^{1}(\cdot), u^{1}(\cdot)\right), \ldots,\left(q^{\ell}(\cdot), u^{\ell}(\cdot)\right)$ be $\ell(\ell>1)$ compatible, monotonic, different and normal-regular experiments to which correspond initial covectors $\xi_{0}^{1}, \ldots, \xi_{0}^{\ell}$ respectively. Denote by $U^{1}, \ldots, U^{\ell}$ the range values of $u^{1}(\cdot), \ldots, u^{\ell}(\cdot)$ respectively.

Assume that these experiments visit a common control value $u_{0}$; and thus, by monotonicity, visit a common control open interval $U \subset \mathbb{R}$. Without loss of generality, we may assume that

- $u_{0} \neq 0$;
- $q^{\alpha}(0) \neq q^{\beta}(0)$ for $1 \leqslant \alpha<\beta \leqslant \ell$ (since the experiments are different);
- $u_{0}=u^{1}(0)=\cdots=u^{\ell}(0)$ (up to a translation of time on each experiment);
- $\dot{u}^{1}(0) \neq 0, \ldots, \dot{u}^{\ell}(0) \neq 0$.
- All the matrices $A_{k}^{\alpha}=\left(V^{\alpha}\left(u_{0}\right), V^{\alpha^{\prime}}\left(u_{0}\right), \ldots, V^{\alpha(k)}\left(u_{0}\right)\right)$ have full rank, where $V^{\alpha}(\cdot)$ is the map defined in Lemma 3.7.

Remark 4.3. - The reason why we assume that $u_{0} \neq 0$ will be made clear later, in the proof of Lemma 4.12. It is related with the fact that, when $u_{0}=0$ (which is possible), in formula (4.10), Lemma 4.12, $\xi_{0}^{\alpha} V^{\alpha \prime}\left(u_{0}\right)$ appears multiplied by $u_{0}$.

- The fourth assumption is justified by (strong) monotonicity of the experiments.
- The fifth assumption is a consequence of the fact that the experiments are normal-regular and of Corollary 3.13 .
- The reason for the second among the five preceding items, will be made clear later, in the proof of Corollary 4.13. It is related to the fact that we will need to fix $k$-jets of the same function at different points simultaneously.

On the interval $U$ of common control values, the following holds:

$$
\begin{equation*}
\xi_{0}^{1} V^{1}(u)=\cdots=\xi_{0}^{\ell} V^{\ell}(u)=L(u)-u L^{\prime}(u) \tag{4.1}
\end{equation*}
$$

and the non homogeneous equation

$$
\begin{equation*}
\xi_{0}^{1} V^{1^{\prime}}\left(u_{0}\right)=\cdots=\xi_{0}^{\ell} V^{\ell^{\prime}}\left(u_{0}\right)=-u_{0}(\neq 0), \tag{4.2}
\end{equation*}
$$

has to be considered if we wish to reconstruct the cost function normalized according to Lemma 3.15.
Equations (4.1) and (4.2) imply that for all integers $k \geqslant 0$

$$
\left\{\begin{array}{l}
\left(\xi_{0}^{1}, \ldots, \xi_{0}^{\ell}\right) M(z)=0,  \tag{4.3}\\
\xi_{0}^{1} V^{1^{\prime}}\left(u_{0}\right)=-u_{0},
\end{array}\right.
$$

where $M(z)$ is the $\ell n \times(\ell-1)(k+1)$ matrix defined by

$$
M(z)=\left(\begin{array}{cccc}
A_{k}^{1} & 0 & \ldots & 0  \tag{4.4}\\
-A_{k}^{2} & A_{k}^{2} & \ddots & \vdots \\
0 & -A_{k}^{3} & \ddots & 0 \\
\vdots & \ddots & \ddots & A_{k}^{\ell-1} \\
0 & \ldots & 0 & -A_{k}^{\ell}
\end{array}\right),
$$

with $A_{k}^{\alpha}=\left(V^{\alpha}\left(u_{0}\right), V^{\alpha^{\prime}}\left(u_{0}\right), \ldots, V^{\alpha(k)}\left(u_{0}\right)\right)$ being the $k$-jet of $V^{\alpha}(\cdot)$ at $u_{0}$, and $z$ has been defined in Section 4.2.1 above.

Remark 4.4. Notice that the equations $\xi_{0}^{\alpha} V^{\alpha^{\prime}}\left(u_{0}\right)=-u_{0}$ for $\alpha=2, \ldots, \ell$ are omitted since they follow from the second equation of system (4.3).

The main theorem (Thm. 4.1) is a consequence of the fact that system (4.3) has (generically) a unique solution, as we shall prove.

Before, let us examine the different cases showing up for the solutions of system (4.3). Let $\mathcal{S}_{k, \ell}$ denote the space of $\ell n \times(\ell-1)(k+1)$ matrices of the form (4.4). Assume that $\ell n \leqslant(\ell-1)(k+1)$. This is not a restriction since, later, $k$ will be taken large. The set of matrices $\mathcal{S}_{k, \ell}$ is stratified by the rank, each strata being a submanifold of the set of $\ell n \times(\ell-1)(k+1)$ matrices. Namely,

$$
\mathcal{S}_{k, \ell}=\bigcup_{r=0}^{\ell n} \mathcal{S}_{k, \ell}(r)
$$

with $\mathcal{S}_{k, \ell}(r)$ being the subset of matrices of corank $r$.
The three following situations may appear:
$M(z) \in \mathcal{S}_{k, \ell}(0)$. In this case $M(z)$ has full rank. The unique solution to the first equation of system (4.3) is zero and consequently the system (4.4) has no solution. This may happen if: either the considered experiments are not compatible (they are not extremal for the same cost), or the assumptions made on the cost function are not satisfied.

Remark 4.5. This case cannot happen under the assumption that the experiments are monotonic, different and compatible.
$\boldsymbol{M}(\boldsymbol{z}) \in \mathcal{S}_{\boldsymbol{k}, \ell}(\mathbf{1})$. This case is the one we are interested with. We will show immediately that system (4.3) admits a unique solution and then, according to Lemma 3.17 the cost is uniquely determined.
Let us start with $\hat{\xi}_{0}=\left(\xi_{0}^{1}, \ldots, \xi_{0}^{\ell}\right) \neq 0$ vanishing on $M(z)$. If $\xi_{0}^{\alpha} V^{\alpha^{\prime}}\left(u_{0}\right) \neq 0$, the inhomogeneous condition in (4.3) can be satisfied just multiplying $\xi_{0}$ by an appropriate nonzero constant, and the solution so obtained to equations (4.3) is unique.
If $\xi_{0}^{\alpha} V^{\alpha^{\prime}}\left(u_{0}\right)=0$, let us show that we can change $u_{0}$ (an arbitrarily small change for the 5 open conditions of the beginning of the section still hold true) for $\xi_{0}^{\alpha} V^{\alpha^{\prime}}\left(u_{0}\right) \neq 0$.
The experiment being assumed normal-regular, we claim that $\xi_{0}^{\alpha} V^{\alpha \prime}(u(t)) \neq 0$ for some $t$ in an open interval arbitrarily close to $t\left(u_{0}\right)=0$. Indeed, assume that $\varphi^{\alpha}(t)=\xi_{0}^{\alpha} R^{\alpha}(t) f\left(q^{\alpha}(t)\right)$ is constant on some interval (the resolvent $R^{\alpha}(t)$ has been defined at the beginning of Sect. 3.1.5).
Then, if this constant is zero, it means exactly that the trajectory $q^{\alpha}(\cdot)$ is abnormal on this neighborhood, which contradicts the normal-regular assumption. If this constant (say $k$ ) is non zero, it means that the trajectory is normal and

$$
\xi_{0}^{\alpha} V^{\alpha}(u)=L(u)-u L^{\prime}(u)=k \neq 0
$$

with, in addition, $L^{\prime}\left(u_{0}\right)=0$ and $u_{0} \neq 0$. It yields (integrating the differential equation) to $L(u)=k$ contradicting the strict convexity of $L$.
Then, we can take for $u_{0}$ a $u^{\alpha}\left(t_{0}\right)$ such that $\dot{\varphi}^{\alpha}\left(t_{0}\right) \neq 0$. The new $\xi_{0}^{\alpha}$ will be automatically (a scalar multiple of) $\xi_{0}^{\alpha} R^{\alpha}\left(t_{0}\right)$. Moreover, $M(z(t))$ will still be in $\mathcal{S}_{k, \ell}(1)$ : it cannot belong to $\mathcal{S}_{k, \ell}(0)$ since the experiments are compatible, and $\mathcal{S}_{k, \ell}$ is stratified by the rank.
$\boldsymbol{M}(\boldsymbol{z}) \in \bigcup_{r \geqslant 2} \mathcal{S}_{k, \ell}(r)$. This case is the one we want to avoid. Indeed, if corank $M(z) \geqslant 2$, then system (4.3) admits a solution but this solution is not unique and, according to Theorem 4.15, the cost $L$ is not uniquely determined.

In the following we will study this last case and prove (using Thom's transversality theory) that it is generically impossible as soon as $\ell \geqslant 3$ and $k$ is chosen large enough.

### 4.2.3. The bad sets

Let $\mathcal{M}_{k, \ell}$ be the set of structured matrices of the form (4.4).
Definition 4.6. Let $B_{k, \ell}(r)$ be the subset of $\mathcal{M}_{k, \ell}$ which elements $M$ satisfy:
corank $M=r \geqslant 2$;
every submatrix $A_{k}^{\alpha}$ has full $\operatorname{rank}(\alpha=1, \ldots, \ell)$.

$$
\text { Set } B_{k, \ell}=\bigcup_{r=2}^{\ell n} B_{k, \ell}(r)
$$

Lemma 4.7. If $M \in B_{k, \ell}$, its cokernel has no non zero element of the form $\left(0, \xi^{2}, \ldots, \xi^{\ell}\right)$ or $\left(\xi^{1}, 0, \xi^{3}, \ldots, \xi^{\ell}\right)$ or $\ldots$ or $\left(\xi^{1}, \ldots, \xi^{\ell-1}, 0\right)$.

Proof. We prove the result by contradiction. Assume without loss of generality that $\left(0, \xi^{2}, \ldots, \xi^{\ell}\right) \in$ coker $M$. This means that $\left(0, \xi^{2}, \ldots, \xi^{\ell}\right) M=0$. Consequently, $\xi^{2} A_{k}^{2}=0$, which implies that $\xi^{2}=0$ since $A_{k}^{2}$ as full rank. By induction, we get $\xi^{\alpha}=0$ for all $\alpha=1, \ldots, \ell$.

Let $\operatorname{Gr}\left(r, \mathbb{R}^{\ell n}\right)$ denote the Grassmannian of $\mathbb{R}^{\ell n}$, that is the space of all $r$-dimensional vector subspaces of $\mathbb{R}^{\ell n}$. With a little abuse a notation, we identify a $r$-dimensional linear space $\Pi \in G r\left(r, \mathbb{R}^{\ell n}\right)$ with any $r$-tuple vectors $\left(\hat{\xi}_{1}, \ldots, \hat{\xi}_{r}\right)=\left(\xi_{1}^{1}, \ldots, \xi_{1}^{\ell}, \ldots, \xi_{r}^{1}, \ldots, \xi_{r}^{\ell}\right)$ such that $\Pi=\operatorname{span}\left(\hat{\xi}_{1}, \ldots, \hat{\xi}_{r}\right)$.

Definition 4.8. Let $\widetilde{B}_{k, \ell}(r)$ be the subset of $G r\left(r, \mathbb{R}^{\ell n}\right) \times \mathcal{M}_{k, \ell}$ of all tuples $\left(\hat{\xi}_{1}, \ldots, \hat{\xi}_{r}, M\right)$ such that $M \in B_{k, \ell}$ and $\left(\hat{\xi}_{1}, \ldots, \hat{\xi}_{r}\right) M=0$.

Notice that the set $B_{k, \ell}$ is the projection of $\widetilde{B}_{k, \ell}=\bigcup_{r=0}^{\ell n} \widetilde{B}_{k, \ell}(r)$ parallel to the Grassmannian $G r\left(r, \mathbb{R}^{\ell n}\right)$.

### 4.2.4. Estimation of the codimension of $B_{k, \ell}$

The Thom's coranks formula (see [17]) does not hold in general for the structured matrices $M$ (i.e., of the form (4.4)), but it still holds for the matrices $M$ whose blocks have full rank. More precisely we have the following lemma.

Lemma 4.9. The semi-algebraic set $B_{k, \ell}$ satisfies

$$
\begin{equation*}
\operatorname{codim} B_{k, \ell}(r) \geqslant r((\ell-1)(k+1)-\ell(n-r)) \tag{4.5}
\end{equation*}
$$

where we have assumed that $\ell(n-r)<(\ell-1)(k+1)$.
Proof. Let $M \in B_{k, \ell}(r)$. Then, we can find $r$ independent vectors $\hat{\xi}_{1}=\left(\xi_{1}^{1}, \ldots, \xi_{1}^{\ell}\right), \ldots, \hat{\xi}_{r}=\left(\xi_{r}^{1}, \ldots, \xi_{r}^{\ell}\right)$ in the cokernel of $M$, i.e.,

$$
\xi_{i}^{\alpha} A^{\alpha}-\xi_{i}^{\alpha+1} A^{\alpha+1}=0, \quad i=1, \ldots, r \quad \alpha=1, \ldots, \ell-1,
$$

where, for simplicity, we have set $A^{\alpha}=A_{k}^{\alpha}(\alpha=1, \ldots, \ell)$. We may assume without loss of generality that, for $\alpha=1, \ldots, \ell-1$, the $\xi_{i}^{\alpha}$ 's $(i=1, \ldots, r)$ are the $r$ th first vectors of the canonical dual basis of $\mathbb{R}^{n}$, namely, that $\xi_{i}^{\alpha}=(0, \ldots, 0,1,0, \ldots, 0)$. Indeed, if $\xi_{1}^{1}, \ldots, \xi_{r}^{1}$ were dependent, there would exist $\left(\lambda_{1}, \ldots, \lambda_{r}\right) \neq(0, \ldots, 0)$ so that $\lambda_{1} \xi_{1}^{1}+\cdots+\lambda_{r} \xi_{r}^{1}=0$. Consequently, we would have a non zero element of the form $\left(0, \xi_{2}, \ldots, \xi_{r}\right)$ in the cokernel of $M$ contradicting that $M$ belongs to $B_{k, \ell}(r)$ (and the same holds for $\hat{\xi}^{\alpha}, \alpha=2, \ldots, \ell-1$ ).

Now, in a neighborhood of $\left(\hat{\xi}_{1}, \ldots, \hat{\xi}_{r}, M\right)$, let us consider the set of $r(\ell-1)(k+1)$ equations

$$
\begin{equation*}
F_{i}^{\alpha}=\left(\xi_{i}^{\alpha}+\delta \xi_{i}^{\alpha}\right)\left(A^{\alpha}+\delta A^{\alpha}\right)-\left(\xi_{i}^{\alpha+1}+\delta \xi_{i}^{\alpha+1}\right)\left(A^{\alpha+1}+\delta A^{\alpha+1}\right)=0 \tag{4.6}
\end{equation*}
$$

(with $i=1, \ldots, r$ and $\alpha=1, \ldots, \ell-1$ ), which we want to solve in $w=\left(w_{1}, w_{2}, \ldots, w_{r(\ell-1)(k+1)}\right)=$ $\left(\delta A_{1}^{\alpha}, \ldots, \delta A_{r}^{\alpha}\right)$ where $\delta A_{i}^{\alpha}$ denotes the $i$-th line of $\delta A^{\alpha}$.

Notice that,

$$
\frac{\partial F_{i}^{\alpha}}{\partial w}(0)=\left.\frac{\partial}{\partial w}\right|_{w=0} F^{\alpha}(w, 0)=\left.\frac{\partial}{\partial w}\right|_{w=0} \delta \xi_{i}^{\alpha} \delta A^{\alpha}-\delta \xi_{i}^{\alpha+1} \delta A^{\alpha+1}=\left.\frac{\partial}{\partial w}\right|_{w=0} \delta A_{i}^{\alpha}-\delta A_{i}^{\alpha+1}
$$

implies that the Jacobian matrix at zero with respect to the variables $w$ of the mapping $F=F_{1}^{1} \times F_{2}^{1} \times \cdots \times$ $F_{r}^{1} \times F_{1}^{2} \times \cdots \times F_{r}^{\ell}$ associated to the system (4.6) has the form

$$
\frac{\partial F}{\partial w}(0)=\left(\begin{array}{cccc}
\mathrm{Id}_{\mathbb{R}^{k+1}} & * & \cdots & * \\
0 & \mathrm{Id}_{\mathbb{R}^{k+1}} & \ddots & \vdots \\
\vdots & \ddots & \ddots & * \\
0 & \cdots & 0 & \mathrm{Id}_{\mathbb{R}^{k+1}}
\end{array}\right)
$$

Hence, by the implicit function theorem, we can smoothly solve system (4.6) in a neighborhood of zero.
Therefore the set of solutions to system (4.6) is a manifold of codimension $r(\ell-1)(k+1)$, namely,

$$
\operatorname{codim} \widetilde{B}_{k, \ell}(r)=r(\ell-1)(k+1)
$$

Since $B_{k, \ell}(r)$ is the projection of $\widetilde{B}_{k, \ell}(r)$ on $\mathcal{M}_{k, \ell}$ parallel to the Grassmannian $G r\left(r, \mathbb{R}^{\ell n}\right)$, we have:

$$
\begin{aligned}
\operatorname{codim} B_{k, \ell}(r) & \geqslant \operatorname{codim} \widetilde{B}_{k, \ell}(r)-\operatorname{codim} G r\left(r, \mathbb{R}^{\ell n}\right) \\
& \geqslant r(\ell-1)(k+1)-r(\ell n-r)
\end{aligned}
$$

This is the Thom's "product of coranks" bound.
Since $r \geqslant 2$, we get ( $k$ large):

$$
\operatorname{codim} B_{k, \ell} \geqslant 2((\ell-1)(k+1)-\ell n+2)
$$

The following proposition, which is sufficient to prove our main theorem (Thm. 4.1), is a consequence of the considerations of this section.

Proposition 4.10. If $\ell=3$ and $k$ is large enough, then the set of $f \in \mathcal{F}$ such that the map $z \mapsto M(z)$ avoids $B_{k, 3}$, in restriction to $Z_{k, 3}$, is residual in the Whitney topology.

Remark 4.11. The estimate $\operatorname{codim} B_{k, \ell} \simeq 2(\ell-1) k$ for $k$ large shows that we cannot expect that two experiments are enough: see Sections 4.3.3 and 4.3.5.

### 4.3. Technical mathematical tools and final proof

In this last section, besides a technical lemma and the final proof of our main theorem, we show that in general two experiments are not enough.

### 4.3.1. A crucial lemma and its corollary

Here, $\mathbb{R}_{*}^{k+1}$ denotes the set of $(k+1)$-tuples $\left(u_{0}, u_{1}, \ldots, u_{k}\right)$ with $u_{0}, u_{1}$ both nonzero ( $k$-jets of smooth controls that are nonzero and monotonic). Define the following mapping:

$$
\begin{aligned}
\Xi: J^{k} \mathcal{F} \times \mathbb{R}_{*}^{k+1} & \rightarrow J^{k}(\mathbb{R}, T X) \\
\left(j^{k} f, j_{0}^{k} u\right) & \mapsto j_{u_{0}}^{k} V
\end{aligned}
$$

Lemma 4.12. The mapping $\Xi$ is a surjective submersion.
Proof. Note. Along this proof, we will make a constant abuse, for simplicity in the notations: we are treating $k$-jets of systems $f$ and controls $u(\cdot)$, as the system $f$ or the control $u(\cdot)$ themselves. This is justified by the fact that all the manipulations we do depend only on the $k$-jets of the objects. For instance, the $k$-jets of the function $t(u)$ depend (smoothly and diffeomorphically) on the $k$-jets of $u(t)$ only, due to the strict monotonicity, reflected in the definition of $\mathbb{R}_{*}^{k+1}$.

A point $\left(u_{0}, u_{1} \ldots, u_{k}\right) \in \mathbb{R}_{*}^{k+1}$ is given, together with a $k$-jet $j^{k} f \in J^{k} \mathcal{F}$ with source $q_{0}=\left(x_{0}, y_{0}\right)$. Then, $\left(V\left(u_{0}\right), V^{\prime}\left(u_{0}\right), \ldots, V^{(k)}\left(u_{0}\right)\right)$ is well defined.

Assume that $q=q(t)$ (equivalently $q(u)$ ) is a (monotonic smooth) trajectory defined on a neighborhood of zero (equivalently $u_{0}$ ) such that $q(0)=q_{0}$ (equivalently $q\left(u_{0}\right)=q_{0}$ ). Let $R(u)=R(t(u))$ be the resolvent defined at the beginning of Section 3.1.5.

Below we shall compute the successive derivatives with respect to $u$ of $V(u)$. Namely,

$$
\begin{align*}
V^{\prime}(u)= & R(u) \pi_{X *}\left(u t^{\prime}(u) \operatorname{ad}_{F_{1}} F_{0}(q)\right), \\
V^{(r)}(u)= & R(u) \pi_{X *}\left(\left(u t^{\prime}(u)\right)^{r} \operatorname{ad}_{F_{1}}^{r} F_{0}(q)-u\left(t^{\prime}(u)\right)^{r} \operatorname{ad}_{F_{0}}^{r} F_{1}(q)\right. \\
& \left.-(r-1)\left(t^{\prime}(u)\right)^{r-1} \operatorname{ad}_{F_{0}}^{r-1} F_{1}(q)+u \psi_{r}(u)+\psi_{r-1}(u)\right), \quad r \geqslant 2, \tag{4.7}
\end{align*}
$$

with $\pi_{X *}$ being the tangent map to the canonical projection $\pi_{X}: X \times Y \rightarrow X$ parallel to $Y$, and where the notation $\psi_{r}(u)$ means a term linear in Lie brackets (evaluated at $q$ ) of length not greater than $r+1$ containing $F_{0}$ and $F_{1}$ and in which $F_{0}$ and $F_{1}$ appear at least once $(r \geqslant 1)$ and at most $r-1$ times $(r \geqslant 2)$. The coefficients of the linear expression $\psi_{r}(u)$ are functions that belong to $\mathbb{R}\left[u, t^{\prime}(u), \ldots, t^{(r)}(u)\right]$.

Let us now prove formula (4.7). Introduce the following notation for Lie brackets

$$
F_{I}=\left[F_{i_{1}},\left[F_{i_{2}}, \ldots\left[F_{i_{\ell-1}}, F_{i_{\ell}}\right] \ldots\right]\right], \quad I=\left(i_{1}, \ldots, i_{\ell}\right), \quad|I|=i_{1}+\cdots+i_{\ell}
$$

Define the set $\mathcal{I}_{r}$ by

$$
\mathcal{I}_{r}=\bigcup_{\ell=1}^{r+1}\left\{I \in\{0,1\}^{\ell}|1 \leqslant|I| \leqslant r-1,1 \leqslant \ell-|I| \leqslant r-1\} .\right.
$$

Then,

$$
\psi_{r}(u)=\sum_{I \in \mathcal{I}_{r}} c_{I, r}(u) F_{I}(q) \in T X \times\left\{0_{T Y}\right\}, \quad c_{I, r}(u) \in \mathbb{R}\left[u, t^{\prime}(u), \ldots, t^{(r)}(u)\right]
$$

For any $\xi_{0} \in T_{x_{0}}^{*} X$, let $p(\cdot)=(\xi(\cdot), \zeta(\cdot))$ be the solution to $\dot{p}=-p \frac{\partial F_{0}}{\partial q}-u p \frac{\partial F_{1}}{\partial q}, p(0)=\left(\xi_{0}, 0\right)$.
Consequently, taking into account that $c_{I, r}(u)^{\prime}$ is of the form $c_{I, r+1}(u)$ (which is obvious), and that $\psi_{r}(u) \in$ $T X \times\left\{0_{T Y}\right\}$, we get

$$
\begin{align*}
\xi \pi_{X *} \psi_{r}^{\prime}(u) & =p \psi_{r}^{\prime}(u)  \tag{4.8}\\
& =\sum_{I \in \mathcal{I}_{r}} c_{I, r}^{\prime}(u) p F_{I}(q)+c_{I, r}(u) t^{\prime}(u) \frac{\mathrm{d}}{\mathrm{~d} t}\left(p F_{I}(q)\right) \\
& =\sum_{I \in \mathcal{I}_{r}} c_{I, r}^{\prime}(u) p F_{I}(q)+c_{I, r}(u) t^{\prime}(u) p \operatorname{ad}_{F_{0}+u F_{1}} F_{I}(q) \\
& =\xi \pi_{X *} \psi_{r+1}(u) \tag{4.9}
\end{align*}
$$

We now prove formula (4.7) recursively. We have

$$
\begin{align*}
\xi_{0} V^{\prime}(u) & =\left(\xi \pi_{X *} F_{0}(q)\right)^{\prime}(u) \\
& =\left(p F_{0}(q)\right)^{\prime}(u) \\
& =\frac{\mathrm{d}}{\mathrm{~d} t}\left(p F_{0}(q)\right) t^{\prime}(u) \\
& =p \operatorname{ad}_{F_{0}+u F_{1}} F_{0}(q) t^{\prime}(u) \\
& =\xi \pi_{X *} \operatorname{ad}_{F_{1}} F_{0}(q) u t^{\prime}(u) \tag{4.10}
\end{align*}
$$

which gives the formula for $r=1$.
Differentiation of formula (4.10) with respect to $u$ gives the formula for $r=2$ :

$$
\begin{aligned}
\xi_{0} V^{\prime \prime}(u) & =\left(p \operatorname{ad}_{F_{1}} F_{0}(q) u t^{\prime}(u)\right)^{\prime}(u) \\
& =\frac{\mathrm{d}}{\mathrm{~d} t}\left(p \operatorname{ad}_{F_{1}} F_{0}(q)\right) t^{\prime}(u) u t^{\prime}(u)+p \operatorname{ad}_{F_{1}} F_{0}(q)\left(u t^{\prime}(u)\right)^{\prime} \\
& =\xi \pi_{X *}\left(\operatorname{ad}_{F_{0}+u F_{1}} \operatorname{ad}_{F_{1}} F_{0}(q) t^{\prime}(u) u t^{\prime}(u)+\operatorname{ad}_{F_{1}} F_{0}(q)\left(u t^{\prime}(u)\right)^{\prime}\right) \\
& =\xi \pi_{X *}\left(\left(u t^{\prime}(u)\right)^{2} \operatorname{ad}_{F_{1}}^{2} F_{0}(q)-u\left(t^{\prime}(u)\right)^{2} \operatorname{ad}_{F_{0}}^{2} F_{1}(q)-t^{\prime}(u) \operatorname{ad}_{F_{0}} F_{1}(q)+u \psi_{2}(u)+\psi_{1}(u)\right)
\end{aligned}
$$

with $\psi_{2}(u)=t^{\prime \prime}(u) \operatorname{ad}_{F_{1}} F_{0}(q)$, and $\psi_{1}(u)=0$.
Now, differentiation of formula (4.7) with respect to $u$ and consideration of equation (4.9), leads straightforwardly to formula (4.7) at rank $r+1$.

Note that since $F_{0}=(f, 0), F_{1}=(0,1)$, we can rewrite the formula (4.7) at $u=u_{0}$ as:

$$
\frac{\mathrm{d}^{r} V}{\mathrm{~d} u^{r}}\left(u_{0}\right)=\left(u_{0} t^{\prime}\left(u_{0}\right)\right)^{r} \frac{\partial^{r} f}{\partial y^{r}}\left(q_{0}\right)+\phi_{r}\left(u_{0}\right)
$$

where $\phi_{r}\left(u_{0}\right)$ depends on successive derivatives of $f$ with respect to $y$ up to order strictly lower than $r$. And since $u_{0}, t^{\prime}\left(u_{0}\right)$ are both nonzero, the result follows.

Corollary 4.13. The mapping

$$
\begin{aligned}
\Xi^{\ell}:\left(J^{k} \mathcal{F}\right)_{*}^{\ell} \times \mathbb{R}_{*}^{k \ell+1} & \rightarrow \mathcal{M}_{k, \ell} \\
\left(j^{k} f_{(\ell)}, \mathcal{U}_{k}^{1}, \ldots, \mathcal{U}_{k}^{\ell}\right) & \mapsto M(z)
\end{aligned}
$$

with $z=\left(q^{1}, \ldots, q^{\ell}, \mathcal{U}_{k}^{1}, \ldots, \mathcal{U}_{k}^{\ell}\right)$, is a surjective submersion.
Proof. The proof is an immediate consequence of Lemma 4.12, since for every $q_{(\ell)} \in Q_{(\ell)}$, the $\ell$ points $q^{1}, \ldots, q^{\ell}$ are distinct.

### 4.3.2. Proof of Theorem 4.1

In this section, we will apply a slight modification of the standard multijet transversality theorem (see e.g. [12, Thm. 4.13]). This theorem is stated for bundles of jets of smooth mappings, but it holds also for jet bundles of sections of a bundle. This is known, and completely clear, since the arguments are essentially local, and locally, a section of a bundle is just a smooth mapping to the fiber.

We state the theorem in our own context only:
Theorem 4.14. Let $W$ be a stratified subset of $\left(J^{k} \mathcal{F}\right)_{*}^{\ell}$. Let $T_{W}=\left\{f \in \mathcal{F} \mid j^{k} f_{(\ell)} \pitchfork W\right\}$. Then, $T_{W}$ is a residual subset of $\mathcal{F}$ for the Whitney topology.

### 4.3.3. Definition of $N_{k, \ell}$

The set $N_{k, \ell} \subset J^{k} \mathcal{F}_{(\ell)}$ that we will construct below, will, in some sense, represent the set $B_{k, \ell}$ in $J^{k} \mathcal{F}_{(\ell)}$.
By Corollary 4.13, the map $\Xi^{\ell}$ is transversal to the points. Therefore, $\left(\Xi^{\ell}\right)^{-1}\left(B_{k, \ell}\right)$ is a semi-algebraic Whitney-b stratified set of the same codimension $c_{k, \ell}$, i.e., $c_{k, \ell} \geqslant 2((\ell-1)(k+1)-\ell n+2)$ by Lemma 4.9.

Let $\pi_{1}:\left(J^{k} \mathcal{F}\right)_{*}^{\ell} \times \mathbb{R}_{*}^{k \ell+1} \rightarrow\left(J^{k} \mathcal{F}\right)_{*}^{\ell}$ denotes the canonical projection on the first factor parallel to $\mathbb{R}_{*}^{k \ell+1}$.
Define the set $N_{k, \ell}$ by:

$$
N_{k, \ell}=\pi_{1}\left(\left(\Xi^{\ell}\right)^{-1}\left(B_{k, \ell}\right)\right)
$$

Consequently, $N_{k, \ell}$ is a stratified set of codimension:

$$
\begin{aligned}
\operatorname{codim} N_{k, \ell} & \geqslant \operatorname{codim} B_{k, \ell}-(k \ell+1) \\
& \geqslant 2((\ell-1)(k+1)-\ell n+2)-k \ell-1
\end{aligned}
$$

For $\ell=3$,

$$
\operatorname{codim} N_{k, 3} \geqslant k-6 n+7
$$

### 4.3.4. End of the proof of Theorem 4.1

By Theorem 4.14, the set $\mathcal{G}$ of $f \in \mathcal{F}$ such that $j^{k} f_{(3)}$ is transversal to $N_{k, 3}$ is residual for the Whitney topology. If $k$ is large enough, it means that $j^{k} f_{(3)}$ avoids $N_{k, 3}$.

But avoiding $N_{k, 3}$ means exactly that the map $z \mapsto M(z)$ avoids $B_{k, 3}$, in restriction to $Z_{k, 3}$. By Proposition 4.10, this ends the proof of Theorem 4.1

### 4.3.5. Necessity of three experiments

Theorem 4.15. Generically, two experiments are not enough in order to reconstruct the cost.
Proof. Let $\left(q^{A}(\cdot), u^{A}(\cdot)\right)$ and $\left(q^{B}(\cdot), u^{B}(\cdot)\right)$ be two compatible, monotonic, different and normal-regular experiments to which correspond $V^{A}$ and $V^{B}$. According to Lemma 3.9, there exists $u_{0} \neq 0$ such that $j_{u_{0}}^{k} V^{A}$ and $j_{u_{0}}^{k} V^{B}$ have full rank. By compatibility of the experiments, there exist $\xi^{A}$ and $\xi^{B}$ such that

$$
\begin{align*}
& \xi^{A} j_{u_{0}}^{k} V^{A}-\xi^{B} j_{u_{0}}^{k} V^{B}=0  \tag{4.11}\\
& \xi^{A} V^{A^{\prime}}\left(u_{0}\right)=-u_{0} \tag{4.12}
\end{align*}
$$

Set $M(z)=\left(j_{u_{0}}^{k} V^{A},-j_{u_{0}}^{k} V^{B}\right)^{*}$ and suppose that $\operatorname{dim} \operatorname{coker} M(z)=2$ (the strata of matrices $M(z)$ whose cokernels have dimension strictly larger than two is generically avoided, by formula (4.5), but the stratum corresponding to corank 2 is not avoided in general). Then, the set $E=\left\{\left(\xi^{A}, \xi^{B}\right) \mid(4.11)\right.$ and (4.12) are satisfied $\}$ has dimension one. Hence, there exist two independant pairs of covectors $\left(\xi_{1}^{A}, \xi_{1}^{B}\right)$ and $\left(\xi_{2}^{A}, \xi_{2}^{B}\right)$ such that $E=\left(\xi_{1}^{A}, \xi_{1}^{B}\right)+\mathbb{R}\left(\xi_{2}^{A}, \xi_{2}^{B}\right)$.

By (4.12), $\xi_{1,2}^{A, B}$ are all nonzero. Assume that $\xi_{1}^{A}, \xi_{2}^{A}$ are linearly dependant, then, some $\hat{\xi}_{A}=\xi_{1}^{A}+\lambda \xi_{2}^{A}=0$. Set $\hat{\xi}_{B}=\xi_{1}^{B}+\lambda \xi_{2}^{B}$, and $\hat{\xi}=\left(0, \hat{\xi}_{B}\right) \in E$ for $\hat{\xi}_{B} \neq 0$. This again is impossible by normal-regularity, since it implies $\hat{\xi}^{B} j_{u_{0}}^{k} V^{B}=0$. Therefore, $\xi_{1}^{A}, \xi_{2}^{A}$ are linearly independant.

The cost function defined by

$$
L(\lambda, u)=\left(\xi_{1}^{A}+\lambda \xi_{2}^{A}\right)\left(V^{A}\left(u_{0}\right)+u \int_{u_{0}}^{u} \frac{V^{A}\left(u_{0}\right)-V^{A}(v)}{v^{2}} \mathrm{~d} v\right)
$$

is clearly a solution of the inverse problem for any $\lambda$ in $\mathbb{R}$. Thus, $L(\lambda, u)$ depends on $\lambda$ unless $\frac{\partial L}{\partial \lambda} \equiv 0$.
But, $L(\lambda, u)-u \frac{\partial L(\lambda, u)}{\partial u}=\left(\xi_{1}^{A}+\lambda \xi_{2}^{A}\right) V^{A}(u)$, hence if $\frac{\partial L}{\partial \lambda} \equiv 0$ then differentiating w.r.t. $\lambda, 0=\frac{\partial}{\partial \lambda}(L(\lambda, u)-$ $\left.u \frac{\partial L(\lambda, u)}{\partial u}\right)=\xi_{2}^{A} V^{A}(u)$, which again cannot be identically zero by normal regularity.

Consequently, two experiments do not allow to reconstruct the cost function uniquely.

## 5. The inverse optimal control problem for the Dubins system

### 5.1. Preliminaries

This part is concerned with the resolution of problem ( ${ }_{\mathrm{I}} \mathbf{\Psi}$ ) for Unmanned Aerial Vehicles (UAVs).
In this study, we consider a HALE (High Altitude Long Endurance) UAV flying at constant speed and altitude. The equations of motion are the ones of the Dubins car (see [9] for a justification), i.e.,

$$
\left\{\begin{array}{l}
\dot{x}=\cos \theta  \tag{5.1}\\
\dot{y}=\sin \theta \\
\dot{\theta}=u,
\end{array}\right.
$$

with $q=(x, y, \theta) \in \mathbb{R}^{2} \times S^{1}$ being the state (where $(x, y) \in \mathbb{R}^{2}$ is the UAV's coordinate in the constant altitude plane, and $\theta$ the yaw angle), and $u \in \mathbb{R}$ being the control variable.

Inspired from the works $[6,8,10]$ we assume that the trajectories flown by experimented pilots are solutions of some optimal control problem. The problem is to decide what is minimized. As written in [8], this assumption is based on a "nowadays widely accepted paradigm in neurophysiology which says that, among all possible movements, the accomplished ones satisfy suitable optimality criteria (see [14] for a review)". In [8, 10] the authors address the problem of reconstruction of the cost minimized in human locomotion. It's worth to notice that our problem is very similar since HALE drones behave kinematically more or less as a human being moving on a plane (constant altitude, constant speed).

Remark 5.1. 1. Up to a suitable rototranslation and a time shift, we may assume that optimal trajectories meet $q(0)=(0,0,0)$ (invariance under motions).
2. Problem $\left(\mathbf{P}_{L}\right)$ for the Dubin's model does not admit any abnormal extremal as the reader can easily check.
3. Note that $u$ is the curvature of the trajectory in the $(x, y)$ plane. A special class of trajectories consists of those trajectories with a single inflexion point (i.e., a zero curvature point). Although our method allows to care about all trajectories, these are of particular interest, as will be discussed in Section 5.3. In that case, it would be completely natural to consider that $u_{0}=0$, as in the papers $[8,10]$. In fact, $u_{0}=0$ is a case that we tried to avoid at several places in this paper (we overcome this case by small perturbation). Therefore, we will not make this normalization here.

### 5.2. Main results in Dubins case

We seek for a cost function normalized as in Lemma 3.15. For system (3.1), the free time condition writes:

$$
\begin{equation*}
L(u(t))-u p_{\theta}(t)=p_{x}(t) \cos \theta(t)+p_{y}(t) \sin \theta(t) \tag{5.2}
\end{equation*}
$$

and the adjoint equations are:

$$
\left\{\begin{array}{l}
\dot{p}_{x}=0  \tag{5.3}\\
\dot{p}_{y}=0 \\
\dot{p}_{\theta}=p_{x} \sin \theta-p_{y} \cos \theta
\end{array}\right.
$$

Therefore in the remaining of this section, $p_{x}$ and $p_{y}$ are real constants.

Taking into account equation (3.4) and the normalization of Lemma 3.15, the evaluation at $t=0$ of the last equation of system (5.3) gives

$$
\begin{equation*}
\dot{u}(0)=L^{\prime \prime}(u(0)) \dot{u}(0)=\dot{p}_{\theta}(0)=-p_{y} . \tag{5.4}
\end{equation*}
$$

And the last equation of system (5.3) may be rewritten

$$
\begin{equation*}
\dot{p}_{\theta}=p_{x} \dot{y}-p_{y} \dot{x} . \tag{5.5}
\end{equation*}
$$

Since $x(0)=y(0)=p_{\theta}(0)=0$, we get

$$
p_{\theta}(t)=p_{x} y(t)-p_{y} x(t),
$$

which, according to (3.4) and (5.2), leads to

$$
\begin{equation*}
L(u(t))=p_{x}(\cos \theta(t)+u(t) y(t))-\dot{u}(0)(\sin \theta(t)-u(t) x(t)) . \tag{5.6}
\end{equation*}
$$

In particular, the cost $L$ is known as soon as the constant $p_{x}$ is known.

### 5.2.1. Consider a single experiment $\theta(u)$

Let us consider a single monotonic experiment $\theta(u)=\theta(t(u))$ parametrized by $u$ (the curvature). The choice of any arbitrary $p_{x}$ determines $L(u)$ according to equation (5.6). Since the $L(u)$ so obtained depends on $p_{x}$, we conclude that one experiment is not enough.

### 5.2.2. Consider two compatible experiments $\theta(u), \tilde{\theta}(u)$

Assume that the respective domains $U$ and $\tilde{U}$ of these experiments have a non void intersection. It is always the case for $(x, y)$ trajectories with an inflexion, to which we can apply the previous normalization $q(0)=(0,0,0)$, in particular $\theta\left(u_{0}\right)=\tilde{\theta}\left(u_{0}\right)=0$, which is responsible for (5.4).

Since the two experiments are compatible we have for all $u$ in $U \cap \tilde{U}$

$$
\begin{aligned}
L(u)-u L^{\prime}(u) & =p_{x} \cos \theta(u)+p_{y} \sin \theta(u) \\
& =\tilde{p}_{x} \cos \tilde{\theta}(u)+\tilde{p}_{y} \sin \tilde{\theta}(u) .
\end{aligned}
$$

Therefore, we must have for all $u$ in $U$

$$
\begin{equation*}
p_{x} \cos \theta(u)-\tilde{p}_{x} \cos \tilde{\theta}(u)=-p_{y} \sin \theta(u)+\tilde{p}_{y} \sin \tilde{\theta}(u) . \tag{5.7}
\end{equation*}
$$

We have the following lemma.
Lemma 5.2. For two (strictly) monotonic compatible experiments, the set of equations (5.7) determines $p_{x}$ and $\tilde{p}_{x}$ as soon as the functions $\cos (\theta(\cdot))$ and $\pm \cos (\tilde{\theta}(\cdot))$ do not coincide on their common domain.

Proof. For two arbitrary control values $u_{1}, u_{2}$ in $U$, define the determinant:

$$
D\left(u_{1}, u_{2}\right)=\operatorname{det}\left(\binom{\cos \theta\left(u_{1}\right)}{\cos \theta\left(u_{2}\right)},\binom{-\cos \tilde{\theta}\left(u_{1}\right)}{-\cos \tilde{\theta}\left(u_{2}\right)}\right) .
$$

Let us assume that $D\left(u_{1}, u_{2}\right)=0$ for all $u_{1}, u_{2}$ in $U \bigcap \tilde{U}$. We deduce that, since $\theta$ and $\tilde{\theta}$ play the same role,

$$
\exists a \in \mathbb{R}, \quad \forall u \in U \bigcap \tilde{U} \quad \cos \tilde{\theta}(u)=a \cos \theta(u) .
$$

By substitution of this last equation in (5.7) we get, for all $u$ in $U \cap \tilde{U}$,

$$
p_{x} \cos \theta(u)-\tilde{p}_{x} a \cos \theta(u)=-p_{y} \epsilon \sqrt{1-\cos ^{2} \theta(u)}+\tilde{p}_{y} \tilde{\epsilon} \sqrt{1-a^{2} \cos ^{2} \theta(u)}
$$

with $\epsilon, \tilde{\epsilon} \in\{-1,1\}$. This last equation implies that

$$
\begin{equation*}
P(X)=A X^{2}-2 B X+C=0, \tag{5.8}
\end{equation*}
$$

with

$$
\begin{aligned}
X & =\cos ^{2} \theta(u), \\
A & =\left(\left(p_{x}-\tilde{p}_{x} a\right)^{2}+\left(p_{y}-a^{2} \tilde{p}_{y}\right)^{2}\right)\left(\left(p_{x}-\tilde{p}_{x} a\right)^{2}+\left(p_{y}+a^{2} \tilde{p}_{y}\right)^{2}\right), \\
B & =\left(p_{y}^{2}-\tilde{p}_{y}^{2}\right)\left(p_{y}^{2}-a^{2} \tilde{p}_{y}^{2}\right)+\left(p_{y}^{2}+\tilde{p}_{y}^{2}\right)\left(p_{x}-\tilde{p}_{x} a\right)^{2}, \\
C & =\left(p_{y}^{2}-\tilde{p}_{y}^{2}\right)^{2} .
\end{aligned}
$$

Note that $p_{y} \neq 0$ by (5.4) and strict monotonicity. If one among the coefficients $A, B, C$ is different from zero, this implies that $X$ is a constant, i.e., $\cos \theta(u)$ is a constant over $U \cap \tilde{U}$. Therefore $\theta(u)$ and $\theta(t)$ are constant over some nontrivial interval, this is impossible by strict monotonicity.

If $A, B, C$ are all zero, this implies $p_{y}= \pm \tilde{p}_{y}$ by $C=0$. Plugging in $B=0$ gives $p_{x}-\tilde{p}_{x} a=0$, since $p_{y} \neq 0$. Plugging both in $A=0$ gives $a= \pm 1$.

Hence, either for some $u_{1}, u_{2}$ in $U \bigcap \tilde{U}, D\left(u_{1}, u_{2}\right) \neq 0$, and $p_{x}, \tilde{p}_{x}$ are uniquely determined or $\cos (\theta(u))$ and $\pm \cos (\tilde{\theta}(u))$ coincide on $U \bigcap \tilde{U}$.

By the previous lemma, given two monotonic compatible experiments (renormalized as above, i.e., such that $q(0)=(0,0,0))$, there are two cases:

1. the constants $p_{x}, \tilde{p}_{x}$ are uniquely determined, or;
2. $\cos (\theta(u))= \pm \cos (\tilde{\theta}(u))$ on some nontrivial interval. This implies that $\theta(u)= \pm \tilde{\theta}(u)$ (the situation $\theta(u)=$ $\pi \pm \tilde{\theta}(u)$ does not happen since $\theta(0)=\tilde{\theta}(0)=0)$.

Case 1 implies that $L(\cdot)$ is uniquely determined by (5.6).
Case 2 implies that, after normalization $q(0)=(0,0,0)$ of the experiments, $u(t)=\tilde{u}( \pm t)$. This is equivalent to the fact that both experiments are either the same or deduced one from the other by an isometry of the plane, that changes orientation (see Rem. 5.5 below).

Definition 5.3. We say that two experiments are $M$-different, if their $x, y$ trajectories cannot be deduced one from the other by an isometry of the plane.

We have proven the following theorem:
Theorem 5.4. Considering system (5.1), the problem ( ${ }_{\mathrm{I}} \mathbf{\Psi}$ ) can be solved if the set of experiments is composed by two monotonic, $M$-different and compatible experiments which visit common values of the control.

Remark 5.5. One can read, in (5.6) that if $u(t)$ is changed for $u(-t), x(t)$ is changed for $-x(-t), \theta(t)$ is changed for $-\theta(-t)$, then $L(u)$ remains unchanged. It means that we cannot expect to determine $L(\cdot)$ from two experiments deduced one from the other by a reflexion w.r.t. some axis. This corresponds also to the trajectory $(\tilde{x}(t), \tilde{y}(t))$ being the trajectory $(x(t), y(t))$ followed in reversed time.

### 5.3. Numerical results

The theory exposed in the preceding subsections was tested by means of both simulated and experimental data. More detailed simulation results will be presented in a forthcoming paper, relative to our global project on drones. Roughly speaking, the reconstruction algorithm is, as we explained in Section 3.3, based upon leastsquares applied to equation (5.6), in order to reconstruct the adjoint vectors. Once the adjoint vectors are known, the cost can be reconstructed on the full domain visited by all experiments.


Figure 1. Ideal reconstruction


Figure 2. Reconstruction (left) on the basis of two experiments from a pilot (right).

Figure 1 shows just reconstruction based upon perfect experiments, computed from the known cost. Of course, this is just checking that the theory is not false, and that no purely numerical problem appears. This last point is not so obvious, as explained just below.

On the other hand, experimental data were obtained from the simulator (developed in our project) [2] in its manual mode. Datas shown here, in Figure 2 come from a beginner pilot. The pilot was just asked twice to change from flying direction for a parallel one, which implies the existence of an inflexion point (zero curvature). For the sake of testing the algorithm performances, we considered minimum possible level of information, i.e., two trajectories only. Both trajectories were restricted to the maximum monotonicity interval.

One can see that, in this type of experiment (change for a parallel way), monotonicity looks not satisfied (it is very close not to be, and here, there is a real sensitivity problem in practice). Two costs have been reconstructed from the determination of both adjoint vectors, obtained from least squares.

One can see that this pilot actually looks to minimize a cost of the requested form, and this cost looks properly reconstructed (both reconstructions are very close).

Figure 3 shows a reconstruction, from the same pilot, on the basis on two trajectories without inflexion points. These second experiments have been performed one month later.


Figure 3. Non-inflexional experiments, same pilot.


Figure 4. Comparison of both reconstructed criteria.

In Figure 4, we show a comparison of the reconstructed criteria for the two previous couples of experiments. Of course we make the best possible fitting using our correction term $L(u)=a(\tilde{L}(u)+b u)$. It seems that this pilot really minimized the same cost.

As a conclusion, the first trials we made seem to confirm the applicability of the method, and the reliability of the algorithm.

A measurement series with experimented pilots is on the point to be performed on their own training simulator.

## 6. EXTENSION OF THE RESULTS TO THE CASE $\dot{q}=F_{0}(q)+u F_{1}(q)$

In this section, we generalize the results obtained in the previous sections to the more general class of smooth systems of the form

$$
\begin{equation*}
\dot{q}=F_{0}(q)+u F_{1}(q), \quad q \in Q, \quad u \in \mathbb{R} \tag{6.1}
\end{equation*}
$$

with the state space $Q$ being an $n$-dimensional connected, Hausdorff and paracompact smooth manifold.
To do so we follow exactly the same lines as in the previous sections and we do not repeat all the computations but we only point out the main differences. It is worth to notice that this case is even easier to handle.

In particular, the irrelevant linear degree of freedom in the cost $L(u)$ disappears: as explained below, the cost is now determined up to a multiplication by a positive scalar only and a simpler normalization is now given in Lemma 6.2.

As for system (2.1), we consider the problems $\left(\mathbf{P}_{L}\right)$ and ( $\left.{ }_{I} \mathbf{\Psi}\right)$, but for the general system (6.1) now.
Similarly to Section 3.1.2, we define the Hamiltonian function $h(\lambda, p, q, u)=p F_{0}(q)+u p F_{1}(q)+\lambda L(u)$, with $p \in \mathbb{R}^{n}$ and $\lambda \leqslant 0$, in order to apply the PMP to Problem $\left(\mathbf{P}_{L}\right)$.

Again, abnormal extremals have to be avoided, and we consider only normal extremals only, i.e., we assume that $\lambda=-1$.

All the information is still contained in the system:

$$
\left\{\begin{array}{l}
\dot{q}=F_{0}(q)+u F_{1}(q)  \tag{6.2}\\
\dot{p}=-p \frac{\partial F_{0}}{\partial q}-u p \frac{\partial F_{1}}{\partial q} \\
L^{*}\left(p F_{1}(q)\right)+p F_{0}(q)=0
\end{array}\right.
$$

Using the $u$-parametrization of the experiments and taking into account the fact that $p$ satisfies a linear ODE, the last equation of the previous system rewrites

$$
\begin{equation*}
L(u)-u L^{\prime}(u)=p_{0} V(u) \tag{6.3}
\end{equation*}
$$

where $p_{0}$ is the initial value of $p(\cdot)$, and $V(u)$ is defined by

$$
p_{0} V(u)=p(t(u)) F_{0}(q(t(u)))
$$

Most of the material and results developed in the previous sections remain unchanged with system (1.3) replaced by system (6.1). The main change is that the criterion $L(u)$ is now reconstructed modulo multiplication by a scalar only. Indeed, the transformation $L \rightarrow a L(u)+b u$ does not leave invariant the set of extremal trajectories, only the transformation $L \rightarrow a L$ does. For this reason, Lemmas 3.14 and 3.15 modify as follows.

Lemma 6.1. Let a be a positive number and let be real. The two optimal control problems ( $\mathbf{P}_{L}$ ) and ( $\mathbf{P}_{a L}$ ) have the same set of extremal trajectories, while, in general, the two optimal control problems $\left(\mathbf{P}_{L}\right)$ and ( $\mathbf{P}_{L+b u}$ ) do not.

Lemma 6.2. At $u_{0}$, the cost function $L$ to be reconstructed can be normalized so that $L^{\prime \prime}\left(u_{0}\right)=1$.
Besides this, Theorem 4.1 is also true for system (6.1) and its proof generalizes straightforwardly, with some extra work.
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