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Study of a numerical scheme

for miscible two-phase flow in porous media

R. Eymard∗and V. Schleper†

February 6, 2014

Abstract

We study the convergence of a finite volume scheme for a model of miscible two-phase
flow in porous media. In this model, one phase can dissolve into the other one. The
convergence of the scheme is proved thanks to an estimate on the two pressures, which
allows to prove some estimates on the discrete time derivative of some nonlinear functions
of the unknowns. Monotony arguments allow to show some properties on the limits of
these functions. A key point in the scheme is to use particular averaging formula for the
dissolution function arising in the space term.

Keywords. Two-phase flow in porous medium, dissolution, finite volume methods, con-
vergence study.

AMS classification. 65N08, 65N12.

1 Introduction

This paper is focused on the study of the convergence of a numerical method for the approx-
imation of two-phase flow in porous media, where dissolution of the gaseous phase can occur.
Such a problem arises in different engineering frameworks. In the framework of hydrology, the
water phase flow together with the air gaseous phase in the underground. In the framework
of nuclear waste management, some gaseous hydrogen, produced by acid attack of metallic
containers containing the nuclear waste, may flow within porous soils initially saturated with
water. Let us first give the continuous model, which also holds for CO2 storage, gas pro-
duction, and other situations. For x ∈ Ω and t ∈ [0, T ], we consider the functions pw, pg,
weak solution in a sense precised below, to the following model, which describes the mass
conservation of two species, a liquid and a gaseous ones. These equations can be written by

∂tA
w
w + divFw

w = fw,

∂t(A
w
g +Ag

g) + div(Fw
g + F g

g ) = fg,

where, for m = w, g and ℓ = w, g, the expression Aℓ
m represents the mass of constituent m

in phase ℓ per unit volume, F ℓ
m is the massic flux of constituent m within phase ℓ, and fm
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is the massic source term of constituent m per unit volume. In this model, the water phase
ℓ = w may include the constituents m = w (water) and m = g (gas), whereas the gaseous
phase ℓ = g may only contain the gas constituent m = g. Since we consider a flow across a
porous medium, we may write

Aw
w = Φ(x)S(q)ρw, Fw

w = −Λρwkw(S(q))∇pw, q = pw − pg

Aw
g = Φ(x)S(q)ρwX(pg), Ag

g = Φ(x)(1− S(q))ρg,

Fw
g = −Λρwkw(S(q))X(pg)∇pw −DρwS(q)∇X(pg), F g

g = −Λρgkg(S(q))∇pg,

where pg and pw denote the gas and water pressure respectively and Λ is the constant mobility
coefficient. In the following, we assume Λ = 1 to simplify the notation. The difference between
the two pressures, q, is called the capillary pressure. ρg/w are the (constant) mass densities of
the two fluid phases, Φ(x) the porosity of the medium, defined as the volume occupied by the
two fluid phases per unit volume and D the diffusivity coefficient of the dissolved gas phase in
the liquid phase, dedicated to the modeling of Fick’s law (note that the part of the molecular
diffusion in the coefficient D is small compared to the effect of dispersed velocities at the pore
scale). The function S(q) denotes the water saturation defined as the volume occupied by
the water phase per unit fluid volume (see Figure 1). The positive functions kg/w, depending
on the saturation, are the mobilities of the gas and water phase respectively (including the
absolute permeability and the viscosity of the phase), involved in the generalized Darcy’s law.
Furthermore, X is the mass fraction of the gaseous component dissolved in the water phase
(see Figure 2).

0 q

s(q)

1

Smax

Smin

Figure 1: Function S(q).

We then get the following resulting system of equations:

q = pw − pg, (1.1a)

Φ(x)∂t
(
S(q)ρw

)
− div

(
ρwkw(S(q))∇pw

)
= fw, (1.1b)

Φ(x)∂t

(
S(q)ρwX(pg) +

(
1− S(q)

)
ρg

)

− div
(
ρwkw(S(q))X(pg)∇pw + ρgkg(S(q))∇pg +DρwS(q)∇X(pg)

)
= fg,

(1.1c)

for which we consider the following boundary and initial conditions

pg(t, x) = 0, pw(t, x) = 0 ∀x ∈ ∂Ω, t ∈ [0, T ] (1.1d)
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X̄

X(pg)

0 pg

Figure 2: Function X(pg).

pg(0, x) = p0g(x), pw(0, x) = p0w(x) ∀x ∈ Ω. (1.1e)

These data are assumed in this paper to satisfy the following hypotheses, all together denoted
in the following by (H):

(Ω, T ) Ω ⊂ R
d is a polygonal domain (in an extended sense for d = 1, 2, 3),

T ∈ (0,+∞). We define QT := (0, T )× Ω.

(Ini) p0w ∈ L2(Ω) and p0g ∈ L2(Ω).

(R) ρw = const and ρg = const.

(S) S : R → [Smin, Smax] is a non-decreasing differentiable function with 0 <
Smin < Smax < 1, such that supτ∈R |S′(τ)| ≤ LS .

(X) X : R → [0, X̄] is a non-decreasing differentiable function with X(0) = 0,
such that supτ∈R |X ′(τ)| ≤ LX .

(D) D ≥ 0 is a possibly null positive constant.

(K) kw ∈ C0,1([0, 1]) is a positive, non-decreasing function with kmin
w := kw(Smin) >

0 and kg ∈ C0,1([0, 1]) is a positive, non-increasing function with kmin
g :=

kg(Smax) > 0.

(Φ) Φ : Ω → R is a measurable function with 0 < Φmin ≤ Φ(x) ≤ Φmax.

(f) fi ∈ L2(QT ), for i = w, g are given source terms.

Let us comment the hypotheses done here, with respect to the literature.

First considering the immiscible case (corresponding to set X̄ = 0 in Hypothesis (X)),
Problem (1.1) under Hypotheses (H) has been the subject of many theoretical and numerical
studies.

Let us recall the reference book [11], where theoretical works have been done on the
analysis of the continuous problem with D = 0 in Hypothesis (D), and Smin = 0 and
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Smax = 1 instead of Hypothesis (S), dealing with degenerate parabolic equations. Let us
also mention the theoretical study done in [5], showing the existence of a solution to the
continuous problem in a case where the porous medium is nonrigid (modifying Hypothesis
(Φ) by introducing some dependence on the pressure).

Turning to convergence studies of numerical schemes in the immiscible case, many works
are available in the literature, and it is not possible to cite all of them. If we restrict the
literature to the finite volume schemes used in the industrial framework, let us note that the
first convergence study of the phase-by-phase upstream weighting scheme has been done in
[10], under modification of Hypothesis (S) (this study is done with Smin = 0 and Smax =
1, and the function S is replaced by its reciprocal function, hence defining the capillary
pressure as a function of the saturation) and of (K) with the addition of a series of technical
hypotheses on the functions kw, kg. Let us then mention further works like [1] in the case of
one compressible phase (modification of Hypothesis (R)) or [2], for the study of numerical
schemes for two-phase flow with discontinuous capillary forces (modification of Hypothesis
(S)).

Now turning to the literature in the miscible case, let us first cite [4] where the authors
study the two-phase flow model, assuming compressibility (modification of Hypothesis (R)),
diffusion (Hypothesis (D) is changed in D > 0) and mass exchange between the phases (with
a mass exchange rate, instead of Hypothesis (X) stating the thermodynamical equilibrium
between the phases), and they show the existence of a weak solution to this model. In [3], the
authors show the existence of a weak solution for Problem (1.1), with D > 0, but assuming
the equilibrium Hypothesis (X). Up to our knowledge, the present paper provides the first
convergence study of a numerical scheme under Hypotheses (H).

Let us emphasize that this study is the source of a series of difficulties. The problem posed
by the first estimation is that it leads to consider nonlinear functions of the unknowns as test
functions. Although this does not provide particular difficulties in the continuous case (thanks
to Stampacchia’s results), it prevents from using general schemes for the discretization of the
space terms (like it is done in [9], concerning a wide class of discretization methods, namely
the gradient schemes). On the contrary, we are led to use two-point flux approximation
for the space terms, in the same spirit of [10] (and further works like [1] in the case of one
compressible phase). Note that such a difficulty also arises in [7] or [2], or more generally in
some elliptic problems with irregular data [6] where nonlinear test functions of the unknown
must be used.

Let us mention that Hypothesis (S), which is an approximation of the physical situation,
where Smin = 0 and Smax = 1, is done for enabling some estimates and convergence results
(in the numerical tests, it is possible to take values for (Smin, Smax) close to (0, 1)). The
question of relaxing this hypothesis by using the phase-by-phase upstream weighting scheme
is open and seems to be quite difficult. Since our paper is focused on the difficulties due
to the numerical approximation of the function X in the space terms, we have preferred to
use simpler arguments, deduced from Hypothesis (S). Let us also emphasize that we do not
use D > 0 for proving the convergence of the scheme, which means that the present analysis
applies in the case where Problem (1.1) is a regularization of the immiscible two-phase flow
problem by the addition of a dissolution term.

Remark 1.1 (Non-homogeneous Dirichlet boundary conditions and gravity terms). We could
as well consider the case of non-homogeneous Dirichlet boundary conditions and the presence
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of gravity terms, which would only lead to additional terms in the estimates and in the con-
vergence results.

Let us now provide the weak sense that is considered for a solution to Problem (1.1).

Definition 1.2 (Weak sense of a continuous solution). Under Hypotheses (H), we say that
(pw, pg) is a weak solution to (1.1) if:

pg ∈ L2((0, T );H1

0(Ω)), pw ∈ L2((0, T );H1

0(Ω)) and, for all ϕ ∈ C∞
c (Ω× [0, T )) (1.2a)

∫ T

0

∫

Ω
−Φ(x)ρwS(q)∂tϕdxdt+

∫ T

0

∫

Ω
kw(S(q))ρw∇pw∇ϕdxdt

=

∫

Ω
Φ(x)ρwS(q

0)ϕ(0, x) dx+

∫ T

0

∫

Ω
fwϕdxdt,

(1.2b)

∫ T

0

∫

Ω
−Φ(x)

(
ρwS(q)X(pg) + (1− S(q))ρg

)
∂tϕdxdt

+

∫ T

0

∫

Ω

(
kw(S(q))ρwX(pg)∇pw + kg(S(q))ρg∇pg +DρwS(q)∇X(pg)

)
∇ϕdxdt

=

∫

Ω
Φ(x)

(
ρwS(q

0)X(p0g)− (1− S(q0))ρg

)
ϕ(0, x) dx+

∫ T

0

∫

Ω
fgϕdxdt,

(1.2c)

where C∞
c (Ω× [0, T )) denotes the set of the restrictions of all functions of C∞

c (Ω× (−∞, T ))
to (Ω× [0, T )).

This paper is organized as follows. In Section 2, we show briefly the continuous method
used in order to prove the estimates, assuming sufficient regularity of the solution. This
section details in particular the use of nonlinear test functions. Then, after presenting the
discrete scheme in Section 3, we mimic the techniques used in section 2 to prove the estimates
which hold in the discrete setting. From these estimates, we deduce the existence of at least
one solution to the scheme and conclude the necessary compactness results, leading to the
convergence proof of the scheme. In Section 4, simple numerical test cases show how some
physical features are reproduced by this simple model. A short conclusion is finally given.

2 Estimates in the continuous setting, assuming that the so-

lution is regular

In this section, we provide the computations which enable us to take into account the disso-
lution function X. For the sake of simplicity, we write the following estimates in the 1D case
assuming D = 0, which does not change the principles of the computations. The ideas and
techniques applied in this section will then be carried over to the discrete setting in 3.

Lemma 2.1. Let us assume that Hypotheses (H) hold under the additional hypotheses that
d = 1, fw = fg = 0 and that there exists a solution (pw, pg) of Problem (1.2) which is
sufficiently regular. Then, there exists a constant C depending on the initial conditions p0g
and p0w and on kmin

g , kmin
w and Φmin, such that for any solution of (1.2), we have

∥∥∂xpg
∥∥
L2(QT )

≤ C and ‖∂xpw‖L2(QT ) ≤ C (2.1)
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Proof. Recall that throughout this section, we have D = 0 for simplicity. Now, we multiply
equation (1.1b) by pw

ρw
and equation (1.1c) by

pg
ρg

and add the obtained equations. Taking
advantage of the fact that the mass densities ρg/w are assumed to be constant in Hypothesis
(H), we obtain

Φ(x)∂t

(
S(q)

ρw
ρg

X + (1− S(q))
)
pg +Φ(x)∂t(S(q))pw

= ∂x

(ρw
ρg

kw(S(q))X(pg)∂xpw + kg(S(q))∂xpg

)
pg + ∂x

(
kw(S(q))∂xpw

)
pw

(2.2)

To simplify the notations below, we define

S̃(q) :=

∫ q

0
S′(τ)τ dτ, X̃(p) :=

∫ p

0
X ′(τ)τ dτ and α =

ρw
ρg

. (2.3)

Then, the left hand side of (2.2) becomes

Φ(x)∂t

(
S(q)αX(pg) + (1− S(q))

)
pg +Φ(x)∂t(S(q))pw

= Φ(x)∂t(S(q))q +Φ(x)α∂t

(
S(q)X(pg) + 1

)
pg

= Φ(x)
[
∂t

(
S̃(q)

)
+ αS∂t(X(pg))pg + αX(pg)pg∂t(S(q))

]

= Φ(x)
[
∂t

(
S̃(q)

)
+ ∂t

(
αS(q)X̃(pg)

)]
−
[
α
(
X̃(pg)−X(pg)pg

)
∂x

(
kw(S(q))∂xpw

)]

and we can write (2.2) as

Φ(x)
[
∂t

(
S̃(q)

)
+ ∂t

(
αS(q)X̃(pg)

)]

= ∂x

(
αkw(S(q))X(pg)∂xpw + kg(S(q))∂xpg

)
pg + ∂x

(
kw(S(q))∂xpw

)
pw

+ α
(
X̃(pg)−X(pg)pg

)
∂x

(
kw(S(q))∂xpw

)
(2.4)

To obtain the desired estimates, we integrate (2.4) in space and time. Recall that X̃(0) = 0,
and d

dp(X(p)p− X̃(p)) = X(p), such that integration by parts yields

∫ T

0

∫

Ω
kw(S(q))

(
∂xpw

)2
dxdt+

∫ T

0

∫

Ω
kg(S(q))

(
∂xpg

)2
dxdt

=

∫

Ω
Φ(x)

[(
S̃(q0)− S̃(q(T ))

)
+
(
αS(q0)X̃(p0g)− S(q(T ))X̃(pg(T ))

)]
dx

(2.5)

Now note that S and X are differentiable with uniformly bounded derivative by Hypothesis
(H). Furthermore we have 0 < S(q) < 1, such that

0 ≤ S̃(q) ≤ LS

∫ q

0
τ dτ =

LS

2
q2 and 0 ≤ αS(q)X̃(pg) ≤ α

LX

2
p2g. (2.6)

Note now, that α, D, S(q) and X ′(pg) are all non-negative by Hypothesis (H). Furthermore,
again by Hypothesis (H), the functions kw and kg are bounded from below by a positive
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constant kmin
w (kmin

g respectively), while Φ can be bounded from above by some positive

constant Φmax. Using (2.6) and the fact that S, S̃ and X̃ are positive, we have thus,

kmin
w ‖∂xpw‖2L2(QT ) + kmin

g

∥∥∂xpg
∥∥2
L2(QT )

≤
∫ T

0

∫

Ω
kw(S(q))

(
∂xpw

)2
dxdt+

∫ T

0

∫

Ω
kg(S(q))

(
∂xpg

)2
dxdt

≤ Φmax
LS

2

∥∥∥q0
∥∥∥
2

L2(Ω)
+Φmaxα

LX

2

∥∥∥p0g
∥∥∥
2

L2(Ω)
.

(2.7)

Next, we show that ∂tS(q) and ∂t
(
S(q)X(pg)

)
are bounded in the dual norm. To this

end, we define the weighted dual norm

‖v‖
H

−1
Φ (Ω) := sup

{∫

Ω
Φ(x)v(x)ω(x) dx

∣∣∣∣ ω ∈ H1

0(Ω)with ‖ω‖
H1

0
(Ω) = 1

}
.

Lemma 2.2. Let us assume that Hypotheses (H) hold under the additional hypotheses that
d = 1, fw = fg = 0 and that there exists a solution (pw, pg) of Problem (1.2) which is
sufficiently regular. Then, there exists a constant C depending on the initial conditions p0g
and p0w and on kmin

g , kmin
w , kmax

g , kmax
w such that for any solution of (1.2), we have

∥∥∂tS(q)
∥∥
L2((0,T );H−1

Φ (Ω))
≤ C and

∥∥∥∥∂t
(
S(q)X(pg)

)∥∥∥∥
L2((0,T );H−1

Φ (Ω))

≤ C (2.8)

Proof. Let ω ∈ H1
0
(Ω) be an arbitrary test function with ‖ω‖

H1

0
(Ω) = 1. Using the definition

of the weighted dual norm, we have

∥∥∂tS(q)
∥∥
L2((0,T );H−1

Φ (Ω))
=

∫ T

0

(
sup

ω∈H1
0
(Ω)

‖ω‖
H1

0
(Ω)

=1

∫

Ω
Φ(x)

(
∂tS(q)

)
ω dx

)2
dt.

To estimate this norm, note first that

(∫

Ω
Φ(x)

(
∂tS(q)

)
ω dx

)2

=

(∫

Ω
kw(S(q))∂xpw∂xω dx

)2

≤
(
kmax
w

)2
∫

Ω

(
∂xpw

)2
dx ‖∂xω‖2L2(Ω),

≤
(
kmax
w

)2 ‖∂xpw‖2L2(Ω) ‖ω‖2H1

0
(Ω),

where we used equation (1.1b) together with partial integration, the upper bound of the
function kw and Hölder’s inequality. Taking the supreme over all ω ∈ H1

0
(Ω) with ‖ω‖

H1

0
(Ω) =

1 and integrating in time yields

∥∥∂tS(q)
∥∥2
L2((0,T );H−1

Φ (Ω))
=

∫ T

0

(
sup

ω∈H1
0
(Ω)

‖ω‖
H1

0
(Ω)

=1

∫

Ω

(
Φ(x)∂tS(q)

)
ω dx

)2
dt
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≤
(
kmax
w

)2
∫ T

0

∫

Ω
(∂xpw)

2 dxdt ·
(

sup
ω∈H1

0
(Ω)

‖ω‖
H1

0
(Ω)

=1

‖ω‖2
H1

0
(Ω)

)

≤
(
kmax
w

)2 ‖∂xpw‖2L2(QT )

Using the estimate of ‖∂xpw‖L2(QT ) provided by lemma 2.1 this proves the first estimate.

To prove the second estimate, we add equation (1.1b) and (1.1c) to obtain

Φ∂t(αSX) = ∂x

(
(αX + 1)kw(S)∂xpw + kg(S)∂xpg

)
= 0. (2.9)

To estimate the dual norm
∥∥∂t(S(q)X(pg))

∥∥
L2((0,T );H−1

Φ (Ω))
, we proceed as above and start

with and estimate of
∫
ΩΦ(x)∂t(S(q)X(pg))ω dx. Using (2.9) together with Hölder and Young

inequalities, we have therefore

α2

(∫

Ω
Φ∂t(S(q)X(pg))ω dx

)2

=

(∫

Ω
(αX + 1)kw(S)∂xpw∂xω dx+

∫

Ω
kg(S)∂xpg∂xω dx

)2

≤ ‖ω‖2
H1

0
(Ω)

(
(αX̄ + 1)2(kmax

w )2
∫

Ω
(∂xpw)

2 dx+ (kmax
g )2

∫

Ω
(∂xpg)

2 dx

+ (αX̄ + 1)kmax
w kmax

g

((∫

Ω
|∂xpw∂xω| dx

)2

+

(∫

Ω

∣∣∂xpg∂xω
∣∣ dx

)2
)


≤ ((αX̄ + 1)kmax
w + kmax

g )‖ω‖2
H1

0
(Ω)

(
(αX̄ + 1)(kmax

w )

∫

Ω
(∂xpw)

2 dx+ (kmax
g )

∫

Ω
(∂xpg)

2 dx

)

Taking the maximum value and integrating in time, we get

∥∥∂t(S(q)X(pg))
∥∥2
L2((0,T );H−1

Φ (Ω))
≤ C1‖∂xpw‖L2(QT ) + C2

∥∥∂xpg
∥∥
L2(QT )

,

where C1 and C2 only depend on α, X̄, kw and kg.

3 Finite volume scheme with two-point flux approximation

We assume Hypotheses (H), and consider a given mesh T with the following properties (see
Figure 3) called Hypotheses (T) in the following.

(T) Denote by E the set of edges (in 2D) or sides (in 3D) respectively. Then,

(i) For every element K ∈ T there exists EK ⊂ E such that ∂K =
⋃

σ∈EK
σ̄

and E =
⋃

K∈T EK .

(ii) For σ ∈ E such that K̄ ∩ L̄ = σ̄ 6= ∅ for some K ∈ T and L ∈ T , we write
also K|L instead of σ.

(iii) The family of cell centers P := (xK)K∈T is such that xK ∈ K̄ for all
K ∈ T and if σ = K|L, we have xK 6= xL and the straight line DK,L

connecting xK and xL is orthogonal to K|L. We denote by nK|L the
normal vector of σ directed into L.
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(iv) For any σ ∈ E with σ ⊂ ∂Ω and σ ∈ EK , we have xK 6∈ σ and the
straight line through xK orthogonal to σ is denoted by DK|σ. We define
yσ := DK|σ ∩ σ and we denote by nK|σ the normal vector of σ directed
outside Ω.

xL

L

K

σ′ ⊂ ∂Ω

dK|L
dK|σ′

DK|σ′

DK|L

σ = K|L

xK

Figure 3: Notations for the discretization.

For simplicity, we introduce the following notation.

• The (d− 1)-dimensional measure of σ is denoted by |σ|.

• The set of interior edges is denoted by Eint, the set of boundary edges by Eext.

• The euclidean distance of xK and xL for L ∈ NK (with NK the set of all neighbor
elements) is denoted by dσ (or dK|L). For σ ∈ Eext∩EK , the euclidean distance between
xK and yσ is denoted by dK|σ.

• For σ ∈ EK ∩ Eint, we define yσ := dK|L ∩ σ and denote by dK|σ the straight line
connecting xK and yσ.

• For σ ∈ EK ∩ Eint we denote by DK|L the diamond spanned by the diagonals σ and
dK|L. For σ ∈ EK ∩ Eext we denote by DK|σ the tetrahedron spanned by σ and DK|σ.

• We define hm := max

{
max σ∈Eint

σ=K|L

dK|L,maxσ∈Eext
σ∈EK

dK|σ,maxσ∈E |σ|
}
.

• We denote by XT the set of all functions u : Ω → R such that u(x) =
∑

K∈T uKχK(x)

with uK = const and the characteristic function χK(x) :=

{
1, x ∈ K

0, else
.

9



For any sequence t(0) = 0 < t(1) . . . < t(N) = T , we denote the discrete time step by δt(n+
1
2
) =

t(n+1)− t(n) for n = 0, . . . , N−1. Furthermore, h denotes the maximum value of the diameter
of all K ∈ T and δt(n+

1
2
), n = 0, . . . , N − 1. In the following definition, we introduce discrete

bilinear forms and norms on the space XT . Since the elements of XT are constant in each
control volume and their gradient is a distribution whose support is the reunion of all edges
of the mesh, the discrete version of an H1 bilinear form and norm is obtained by summing,
up to a geometric coefficient, the differences of the values across the edges.

Definition 3.1 (discrete bilinear forms and norm). For u, v ∈ XT and for a family (wσ)σ∈E
of real values, we define the scalar product

[u, v]w,T =
∑

σ∈Eint

σ=K|L

wK|L
|σ|
dK|L

(uK − uL)(vK − vL) +
∑

σ∈Eext
σ∈EK

wK|σ
|σ|
dK|σ

uKvK ,

we define the following discrete operator

div
K

(w, u) = [u, 1K ]w,T =
∑

σ∈EK∩Eint

σ=K|L

wK|L
|σ|
dK|L

(uK − uL) +
∑

σ∈EK∩Eext
σ=K|σ

wK|σ
|σ|
dK|σ

uK , ∀K ∈ T ,

and the following norm

‖u‖T =
(
[u, u]1,T

)1/2
=



∑

σ∈Eint

σ=K|L

|σ|
dK|L

(uK − uL)
2 +

∑

σ∈Eext
σ∈EK

wK|σ
|σ|
dK|σ

u2K




1/2

.

Let p
(0)
g ∈ XT and p

(0)
w ∈ XT be given piecewise constant initial conditions. Then, we

define the implicit scheme for a discretization of problem (1.2) by first setting

ΦK =

∫

K
Φ(x) dx, f

(n+1)
c,K =

1

δt(n+
1
2
)

∫ t(n+1)

t(n)

∫

K
fc(t, x) dxdt, c = w, g

p(n+1)
w ∈ XT , p

(n+1)
g ∈ XT , q(0) = p(0)w − p(0)g , q(n+1) = p(n+1)

w − p(n+1)
g ,

S
(0)
K = S(q

(0)
K ), S

(n+1)
K = S(q

(n+1)
K ), X

(0)
K = X(p

(0)
g,K), X

(n+1)
K = X(p

(n+1)
g,K ),

δ
(n+ 1

2
)

T SK =
S
(n+1)
K − S

(n)
K

δt(n+
1
2
)

, δ
(n+ 1

2
)

T (SKXK) =
(S

(n+1)
K X

(n+1)
K )− (S

(n)
K X

(n)
K )

δt(n+
1
2
)

,

Ψn+1
K|σp

n+1
g,K =

∫ p
(n+1)
g,K

0
X(p) dp, Ψn+1

K|L(p
(n+1)
g,L − p

(n+1)
g,K ) =

∫ p
(n+1)
g,L

p
(n+1)
g,K

X(p) dp

k
(0)
g,K|L = kg(S

(0)
K|L), k

(n+1)
g,K|L = kg(S

(n+1)
K|L ), k

(0)
w,K|L = kw(S

(0)
K|L), k

(n+1)
w,K|L = kw(S

(n+1)
K|L )

k
(0)
g,K|σ = kg(S

(0)
K|σ), k

(n+1)
g,K|σ = kg(S

(n+1)
K|σ ), k

(0)
w,K|σ = kw(S

(0)
K|σ), k

(n+1)
w,K|σ = kw(S

(n+1)
K|σ )

SK|σ ∈ [min{SK , S(0)},max{SK , S(0)}], SK|L = SL|K ∈ [min{SK , SL},max{SK , SL}]
∀K ∈ T , ∀n ∈ {0, . . . , N − 1}.
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and then compute a solution of

ΦKδ
(n+ 1

2
)

T SK − div
K

(k(n+1)
w , p(n+1)

w ) = f
(n+1)
w,K (3.1a)

ΦKαδ
(n+ 1

2
)

T (SKXK)− ΦKδt(n+
1
2
)SK − α div

K
(k(n+1)

w Ψ(n+1), p(n+1)
w )

− div
K

(k(n+1)
g , p(n+1)

g )− αD div
K

(S
(n+1)
E , X(p(n+1)

g )) = f
(n+1)
g,K ,

(3.1b)

∀K ∈ T , ∀n ∈ {0, . . . , N − 1}.

Note that, since the function X is monotonous, Ψ fulfills

ΨK|L =

∫ p
(n+1)
g,L

p
(n+1)
g,K

X(p) dp

pg,L − pg,K
∈ [min{X(n+1)

K , X
(n+1)
L },max{X(n+1)

K , X
(n+1)
L }],

ΨK|σ =

∫ p
(n+1)
g,K

0 X(p) dp

pg,K − 0
∈ [0, X

(n+1)
K ]

and is therefore a mean value at the cell boundary, especially chosen to fit the requirements
of the algorithm. Let us also observe that the Dirichlet boundary conditions are taken into
account through Definition 3.1 for the operator divK(·, ·), which involves finite differences
with 0 at all the boundary edges.

To prove the convergence of the above defined algorithm, we proceed as follows. In
Section 3.1, we prove, up to the extraction of subsequences, some compactness on a family of
discrete solutions, and, in section 3.2, we show that the limit of a converging subsequence is
a solution to (1.2).

3.1 Existence of a discrete solution and discrete estimates

In this Section, we prove estimates analogous to the ones in the continuous setting of section 2.
These estimates will be used to prove some estimates on time and space translates of S and
SX necessary in order to deduce the relative compactness of the sequences Sm and (SX)m
by the Kolmogorov-Riesz theorem.

Lemma 3.2. Let Hypotheses (H) hold. Then there exists at least one solution to scheme (3.1)

and a constant C > 0 depending on the initial conditions p
(0)
g ∈ XT and p

(0)
w ∈ XT and on Ω,

kmin
g , kmin

w , fw, fg, α, X̄ and Φ such that for any solution of (3.1) we have

∫ T

0

∥∥pg
∥∥2
T
dt ≤ C

∫ T

0
‖pw‖2T dt ≤ C (3.2)

Proof. For any non-decreasing function F satisfying F (0) = 0 and any real value s, we define
F̃ (s) :=

∫ s
0 F ′(s)s ds. Note that F̃ (s) ≥ 0 therefore,

F̃ (b)− F̃ (a) =

∫ b

a
F ′(s)s ds = b(F (b)−F (a))−

∫ b

a
(F (s)−F (a)) ds ≤ b(F (b)−F (a)). (3.3)

11



Now, let us consider any family r(n+1) ∈ XT , for n = 0, . . . , N , and compute F
(n+1)
T (x) =∑

K∈T F (r
(n+1)
K )χK(x). Using (3.3) with b = r

(n+1)
K and a = r

(n)
K , we obtain

N−1∑

n=0

∑

K∈T

(
F

(n+1)
T (x)− F

(n)
T (x)

)
r
(n+1)
T =

N−1∑

n=0

∑

K∈T

χK(x)
(
F (r

(n+1)
K )− F (r

(n)
K )
)
r
(n+1)
K

≥
N−1∑

n=0

∑

K∈T

χK(x)
(
F̃ (r

(n+1)
K )− F̃ (r

(n)
K )
)

≥ −
∑

K∈T

χK(x)F̃ (r0K)

= −F
(0)
T (x).

(3.4)

For any quantity with time index (n+1) (say Q(n+1)) in (3.1), we denote with the notation Q
(without the time index) the function of the time, equal to Q(n+1) in the interval (t(n), t(n+1)).

Now, we multiply equation (3.1a) by δt(n+
1
2
)p

(n+1)
w and equation (3.1b) by ω = δt(n+

1
2
)p

(n+1)
g .

Adding the two equations so obtained and summing on K ∈ T and on n = 0, . . . , N − 1, we
have

N−1∑

n=0

∑

K∈T

ΦK

(
S
(n+1)
K − S

(n)
K

)
q
(n+1)
K (3.5a)

+
N−1∑

n=0

∑

K∈T

αΦK

(
S
(n+1)
K X

(n+1)
K − S

(n)
K X

(n)
K

)
p
(n+1)
g,K (3.5b)

+

∫ T

0
[pw, pw]kw,T dt (3.5c)

+

∫ T

0
[pg, pg]kg ,T dt (3.5d)

+

∫ T

0
α[pw, pg]kwΨ,T dt (3.5e)

+

∫ T

0
αD[X(pg), pg]SE ,T dt (3.5f)

=

∫ T

0

∑

K∈T

(fw,Kpw,K + fg,Kpg,K) dt. (3.5g)

To obtain the desired estimates, we observe that (3.5f) is non-negative and that the terms
in (3.5c) ans (3.5d) can be bounded from above by

∫ T

0

(
[pw, pw]kw,T + [pg, pg]kg ,T

)
dt ≥ kmin

w

∫ T

0
‖pw‖2T dt+ kmin

g

∫ T

0

∥∥pg
∥∥2
T
dt.

Thanks to (3.4) and (2.6), the term (3.5a) becomes

N−1∑

n=0

∑

K∈T

ΦK(S
(n+1)
K − S

(n)
K )q

(n+1)
K ≥ −LS

2

∑

K∈T

ΦK

(
q
(0)
K

)2
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≥ −ΦmaxLS

2

∥∥∥q0T
∥∥∥
2

L2(Ω)

Using again (3.4) and (2.6), the term (3.5b) can be written as

N−1∑

n=0

∑

K∈T

ΦKα(S
(n+1)
K X

(n+1)
K − S

(n)
K X

(n)
K )p

(n+1)
g,K

≥
N−1∑

n=0

∑

K∈T

ΦKα

(
S
(n)
K

(
X̃

(n+1)
K − X̃

(n)
K

)
+X

(n+1)
K p

(n+1)
g,K

(
S
(n+1)
K − S

(n)
K

))

=

N−1∑

n=0

∑

K∈T

ΦKα

((
S
(n+1)
K X̃

(n+1)
K − S

(n)
K X̃

(n)
K

)
+
(
X

(n+1)
K p

(n+1)
g,K − X̃

(n+1)
K

)(
S
(n+1)
K − S

(n)
K

))

≥ −
∑

K∈T

ΦKαS
(0)
K X̃

(0)
K +

∫ T

0

∑

K∈T

αX̂Kfw,K dt

−α

∫ T

0
[pw, X̂]kw,T dt, (3.6)

where X̂K = XKpg,K − X̃K =
∫ pg,K
0 X(p) dp. Note that |X̂K | ≤ X̄|pg,K |. We then remark

that, by definition of ΨK|L,

[pw, X̂]kw,T = [pw, pg]kwΨ,T ,

term which vanishes when combining with (3.5e). We finally turn to a bound of the term
arising in (3.5g), combined with the last but one term issued from (3.6). We easily get, thanks
to the Young inequality and to the discrete Poincaré inequality [8, Lemma 9.1 p.765], that

∫ T

0

∑

K∈T

(fw,K(pw,K − αX̂K) + fg,Kpg,K) dt

≤ diam(Ω)

2


‖fw‖2L2(QT )

kmin
w

+

∥∥|fg|+ αX̄|fw|
∥∥2
L2(QT )

kmin
g




+
1

2

(
kmin
w

∫ T

0
‖pw‖2T dt+ kmin

g

∫ T

0

∥∥pg
∥∥2
T
dt

)
.

Combining all results and the fact that the term in (3.5f) is non-negative, we have

1

2

(
kmin
g

∫ T

0

∥∥pg
∥∥2
T
dt+ kmin

w

∫ T

0
‖pw‖2T dt

)

≤ Φmax

(
α
LX

2

∥∥∥p(0)g,T

∥∥∥
L2(Ω)

+
LS

2

∥∥∥q0T
∥∥∥
2

L2(Ω)

)
+ C1

(
‖fw‖2L2(QT ) +

∥∥fg
∥∥2
L2(QT )

)
,

(3.7)

where C1 only depends on the data listed in the statement of the lemma, which concludes
the proof of the estimates.
To deduce the existence of at least one solution, we substitute the functions S and X in (3.1)
by Sλ = λS + (1 − λ) and Xλ = λX + (1 − λ). Note that the estimate (3.7) also holds
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for solutions of the modified scheme. Furthermore, the modified scheme has a solution for
λ = 0 (that is pw = 0 and pg = 0), such that we can deduce by a classical topological degree
argument the existence of at least one solution for λ = 1 and thus for (3.1).

We now define the operator δT (without time index) by

δT rT (t, x) = δ
(n+ 1

2
)

T rK =
r
(n+1)
K − r

(n)
K

δt(n+
1
2
)

, x ∈ K, t ∈ (t(n), t(n+1)), r(n) ∈ XT , n = 0, . . . , N.

(3.8)
To show the estimates on δT ST and δT (ST XT ), we define the following dual norm.

Definition 3.3. Let T be a mesh on Ω that satisfies (T). Then, we define the discrete dual
semi-norm on L2(Ω) by

|w|∗,T := sup




∑

K∈T

ΦKwKvK

∣∣∣ v ∈ XT with ‖v‖T = 1



 , ∀w ∈ L2(Ω).

Lemma 3.4. Let Hypotheses (H) hold. Then, there exists a constant C depending on the
initial conditions p0g,T and p0w,T , on fw, fg, kw, kg and on T such that for any solution
of (3.1), we have

∫ T

0

∣∣δT ST (., t)
∣∣2
∗,T

dt ≤ C and

∫ T

0

∣∣δT (ST XT )(., t)
∣∣2
∗,T

dt ≤ C (3.9)

Proof. Let ω ∈ XT . From (3.1a), we get

∣∣∣∣δ
(n+ 1

2
)

T ST

∣∣∣∣
2

∗,T

=


 sup

ω∈XT
‖ω‖T =1

∑

K∈T

ΦKδ
(n+ 1

2
)

T SKωK




2

=


 sup

ω∈XT
‖ω‖T =1


[p(n+1)

w , ω]
k
(n+1)
w ,T

+
∑

K∈T

f
(n+1)
w,K ωK







2

≤ (kmax
w )2

∥∥∥p(n+1)
w

∥∥∥
2

T
+ diam(Ω)‖f (n+1)

w ‖2
L2(Ω),

by the Cauchy-Schwarz inequality, the boundedness of kw from above and the discrete Poincaré
inequality. Multiplying by δt(n+

1
2
), and summing with respect to n, we get
∫ T

0

∣∣δT ST (·, t)
∣∣2
∗,T

dt ≤ C

To show the second estimate, we add equations (3.1a) and (3.1b) and follow the same steps
as above to obtain
∣∣∣∣δ

(n+ 1
2
)

T (ST XT )

∣∣∣∣
2

∗,T

≤
(
(kmax

w )2(αX̄ + 1)2‖pw‖2T +
(
(kmax

g )2 + (αDX̄)2
)∥∥pg

∥∥2
T
+ diam(Ω)‖f (n+1)

g ‖2
L2(Ω)

)
.

As for the first estimate, multiplication by δt(n+
1
2
), summation on n and application of (3.7)

yields the second estimate.
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3.2 Convergence of the scheme

In this section, we prove any limit of the numerical scheme is a solution to (1.2).

Lemma 3.5. Let Hypotheses (H) hold. Let T be a space discretization satisfying Hypothesis
(T). Denote, for any p ∈ XT , by

∇T p := d



∑

σ∈Eint

σ=K|L

pL − pK
dK|L

nK|LχDK|L
+
∑

σ∈Eext
σ∈EK

0− pK
dK|σ

nK|σχDK|σ


 (3.10)

the discrete gradient of p associated to the mesh T .
Let Tm be a sequence of space-time discretizations satisfying Hypothesis (T) with hm → 0

as m → ∞, and let p
(n)
m ∈ XTm, n = 1, . . . , N be such that the function pm ∈ L2(QT ), defined

by pm(·, t) = p
(n+1)
m for t ∈ (t(n), t(n+1)) and extended by 0 outside Ω, weakly converges as

m → ∞ in L2(QT ) to a function p, and such that
∫ T
0

∥∥pm(·, t)
∥∥2
Tm

dt remains bounded.

Then the function ∇mpm, defined by ∇mpm(·, t) = ∇Tmp
(n+1)
m for t ∈ (t(n), t(n+1)), also

extended by 0 outside Ω, converges weakly in L2((0, T ) × R
d)d to ∇p (hence proving that

p ∈ L2((0, T );H1
0
(Ω)).

Proof. Let us first show the following property for a given space discretization T satisfying
Hypothesis (T): for a given ϕ ∈ (C∞

c (Rd))d (not necessarily null at the boundary of Ω) and
p ∈ XTm be given, extended by 0 outside Ω, then

∣∣∣∣
∫

Rd

(ϕ∇T p+ pdivϕ) dx

∣∣∣∣ ≤ ‖ϕ‖1,∞d|Ω|‖p‖T h = ‖ϕ‖1,∞|Ω|‖∇T p‖L2(Ω)h. (3.11)

The equality in (3.11) immediately results from

∫

Ω

∣∣∇T p(x)
∣∣2dx =

∑

σ∈Eint

σ=K|L

|σ|dK|L

d

d2(pL − pK)2

dK|L
+
∑

σ∈Eext
σ∈EK

|σ|dK|σ

d

d2(0− pK)2

dK|σ
= d‖p‖2T . (3.12)

We denote by ϕK|L = 1

|DK|L|
∫
DK|L

ϕdx the integral mean of ϕ on the diamond DK|L. The

quantity ϕK|σ is defined analogously. Then we have

∫

Rd

(ϕ · ∇T p+ pdivϕ) dx =
∑

σ∈E

∫

Dσ

ϕ · ∇T p dx+
∑

K∈T

pK

∫

K
divϕdx.

Using
∫
Dσ

χDσ′ (x)dx = |σ|dσ
d if σ = σ′ and 0 otherwise, for the computation of the first term

of the right hand side and using the Green formula for the second term of the right hand side,
we obtain

∫

Rd

(ϕ · ∇T p+ pdivϕ) dx
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=
∑

σ∈Eint

σ=K|L

d
|σ|dK|L

d

pL − pK
dK|L

nK|L · ϕK|L +
∑

σ∈Eext
σ∈EK

d
|σ|dK|σ

d

0− pK
dK|σ

nK|σ · ϕK|σ

+



∑

σ∈Eint

σ=K|L

(pK − pL)

∫

|σ|
ϕ · nK|L ds+

∑

σ∈Eext
σ∈EK

pK

∫

|σ|
ϕ · nK|σ ds




=
∑

σ∈Eint

σ=K|L

|σ|(pL − pK)




1∣∣∣DK|L

∣∣∣

∫

|DK|L|
ϕK|L · nK|L dx− 1

|σ|

∫

|σ|
ϕ · nK|L ds




−
∑

σ∈Eext
σ∈EK

|σ|pK




1∣∣∣DK|σ

∣∣∣

∫

|DK|σ|
ϕK|σ · nK|σ dx− 1

|σ|

∫

|σ|
ϕ · nK|σ


 .

Since ϕ ∈ (C∞
c (Rd))d, we can bound

∣∣∣∣∣∣∣

1∣∣∣DK|L

∣∣∣

∫

|DK|L|
ϕK|L · nK|L dx− 1

|σ|

∫

|σ|
ϕ · nK|L ds

∣∣∣∣∣∣∣
≤ ‖ϕ‖1,∞h

and ∣∣∣∣∣∣∣

1∣∣∣DK|σ

∣∣∣

∫

|DK|σ|
ϕK|σ · nK|σ dx− 1

|σ|

∫

|σ|
ϕ · nK|σ

∣∣∣∣∣∣∣
≤ ‖ϕ‖1,∞h.

Thus, thanks to the Cauchy-Schwarz inequality,

∣∣∣∣
∫

Rd

(ϕ · ∇T p+ pdivϕ) dx

∣∣∣∣ ≤ ‖ϕ‖1,∞h



∑

σ∈Eint

σ=K|L

|σ|(|pL − pK |+
∑

σ∈Eext
σ∈EK

|σ||pK |




≤ ‖ϕ‖1,∞h‖p‖T



∑

σ∈Eint

σ=K|L

|σ|dK|L +
∑

σ∈Eext
σ∈EK

|σ|dK|σ




≤ ‖ϕ‖1,∞d|Ω|‖p‖T h,

which completes the proof of (3.11). We can now prove the lemma. Thanks to (3.12),
we deduce that, up to a subsequence, ∇mpm converges weakly in L2((0, T ) × R

d)d to some
function G. Integration in time of (3.11), using some regular time dependent function ϕ,
yields

lim
m→∞

∫ T

0

∫

Rd

(ϕ · ∇mp+ pmdivϕ) dxdt =

∫ T

0

∫

Rd

(ϕ ·G+ pdivϕ) dxdt = 0.
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This shows that G = ∇p ∈ L2((0, T ) × R
d)d (which implies that the weak convergence of

∇mpm to ∇p holds for all the sequence), and therefore that p ∈ L2((0, T );H1(Rd)). Since
p = 0 almost everywhere outside Ω, we get that p ∈ L2((0, T );H1

0
(Ω)).

Lemma 3.6. Let Hypotheses (H) hold. Furthermore, let Tm be a sequence of space-time

discretizations satisfying (T) with hm → 0 as m → ∞. We assume that p
(0)
g ∈ XT and

p
(0)
w ∈ XT are given such that p

(0)
g ∈ L2(Ω) and p

(0)
w ∈ L2(Ω).

If pw,Tm , pg,Tm, STm and XTm satisfy the scheme (3.1) for all m ∈ N, the families (STm)m∈N

and (STmXTm)m∈N are relatively compact in L2(QT ).

Proof. The relative compactness of the family (STm)m∈N can be shown exactly as in [9, Lemma
2.6]. To show the relative compactness of (STmXTm)m∈N, we extend the functions STm and
XTm by 0 outside of QT . Recall that S and X are Lipschitz continuous and bounded from
above. Let τ ∈ (0, T ). For t ∈ (0, T − τ) we have then

∫

Ω
Φ(x)

(
(STmXTm)(x, t+ τ)− (STmXTm)(t, x)

)2
dx

≤ X̄LS

∑

K∈Tm

ΦK

(
(SKXK)(t+ τ)− (SKXK)(t)

)
(qK(t+ τ)− qK(t))

+ LX

∑

K∈Tm

ΦK

(
(SKXK)(t+ τ)− (SKXK)(t)

)
(pg,K(t+ τ)− pg,K(t))

Using Definition 3.3, taking the square root and integrating in time, we obtain

√
Φmin

∫ T−τ

0

∥∥(STmXTm)(x, t+ τ)− (STmXTm)(t, x)
∥∥
L2(Ω)

dt

≤
√
LSX

∫ T−τ

0

∣∣(STmXTm)(x, t+ τ)− (STmXTm)(t, x)
∣∣ 12
∗,Tm

×
(∥∥qm(·, t+ τ)− qm(·, t)

∥∥ 1
2
Tm

+
∥∥pg,m(·, t+ τ)− pg,m(·, t)

∥∥ 1
2
Tm

)
dt

Y oung
≤

√
LSX√
τ

∫ T−τ

0

∣∣(STmXTm)(x, t+ τ)− (STmXTm)(t, x)
∣∣
∗,Tm

dt

+

√
LSXτ

2

∫ T−τ

0

∥∥qm(·, t+ τ)− qm(·, t)
∥∥
Tm

dt

+

√
LSXτ

2

∫ T−τ

0

∥∥pg,m(·, t+ τ)− pg,m(·, t)
∥∥
Tm

dt

with LSX = max{X̄LS , LX}. Now, we get by the definition of q

∫ T−τ

0

∥∥pg,m(·, t+ τ)− pg,m(·, t)
∥∥
Tm

dt ≤ 2

∫ T

0

∥∥pg,m
∥∥
Tm

dt ≤ 2
√
T

(∫ T

0

∥∥pg,m
∥∥2
Tm

dt

) 1
2

(3.13)
and

∫ T−τ

0

∥∥qm(·, t+ τ)− qm(·, t)
∥∥
Tm

dt ≤ 2

∫ T

0

(∥∥pw,m

∥∥
T
+
∥∥pg,m

∥∥
T

)
dt

17



≤ 2
√
T



(∫ T

0

∥∥pw,m

∥∥2
Tm

dt

) 1
2

+

(∫ T

0

∥∥pg,m
∥∥
Tm

dt

) 1
2


 . (3.14)

Furthermore,

∫ T−τ

0

∣∣(STmXTm)(x, t+ τ)− (STmXTm)(t, x)
∣∣
∗,Tm

dt ≤ τ

∫ T

0

∣∣δT (ST XT )(·, t)
∣∣
∗,T

dt

≤ τ
√
T

(∫ T

0

∣∣δT (ST XT )(·, t)
∣∣2
∗,T

dt

) 1
2

(3.15)

Gathering the results (3.13)–(3.15) and applying lemmas 3.2 and 3.4, we can conclude the
existence of a constant C such that for all τ ∈ R the following estimate holds:

∫

R

∥∥(STmXTm)(x, t+ τ)− (STmXTm)(t, x)
∥∥
L2(Ω)

dt ≤ TC
√

|τ |.

It remains to estimate the space translates in R
d (recall that the functions are extended by

0 outside Ω). For every ξ ∈ R
d, we define the domain Ωξ :=

{
x ∈ Ω

∣∣∣x+ ξ ∈ Ω

}
. Then, the

Lipschitz continuity of S and X yield

∥∥(STmXTm)(x+ ξ, t)− (STmXTm)(t, x)
∥∥2
L2(Rd)

≤ C̃|ξ|+
∥∥(STmXTm)(·+ ξ, t)− (STmXTm)(·, t)

∥∥2
L2(Ωξ)

≤ C̃|ξ|+ L2
SX̄

2
∥∥qTm(·+ ξ, t)− qTm(·, t)

∥∥2
L2(Ωξ)

+ L2
X

∥∥pg,Tm(·+ ξ, t)− pg,Tm(·, t)
∥∥2
L2(Ωξ)

≤ C̃|ξ|+ X̄2L2
S

∥∥pg,Tm(·+ ξ, t)− pg,Tm(·, t)
∥∥2
L2(Ωξ)

+ (X̄2L2
S + L2

X)
∥∥pg,Tm(·+ ξ, t)− pg,Tm(·, t)

∥∥2
L2(Ωξ)

A classical result (see e.g. [8, Lemma 9.3]) yields

∥∥pg,Tm(·+ ξ, t)− pg,Tm(·, t)
∥∥2
L2(Ωξ)

≤
∥∥pg
∥∥2
Tm

|ξ|
(
|ξ|+ Csize(T )

)

∥∥pw,Tm(·+ ξ, t)− pw,Tm(·, t)
∥∥2
L2(Ωξ)

≤ ‖pw‖2Tm |ξ|
(
|ξ|+ Csize(T )

)
.

Integration in time and application of lemma 3.2 yields

∫ T

0

∥∥(STmXTm)(x+ ξ, t)− (STmXTm)(t, x)
∥∥2
L2(Rd)

dt ≤ TC|ξ|

We can therefore conclude the relative compactness of the families (STm)m∈N and (STmXTm)m∈N

in L2(QT ) by the Kolmogorov-Riesz Theorem.

Let us state the following lemma, the proof of which is recalled in [9, lemma 2.7].

Lemma 3.7 (Minty’s trick). Let Ω be an open bounded subset of Rd, d ≥ 1, T > 0, QT =
(0, T )× Ω, and let F : R → R be a bounded continuous nondecreasing function. If there is a
sequence (um)m∈N ⊂ L2(QT ) such that

1. there exists u ∈ L2(QT ) such that (um)m∈N converges weakly to u in L2(QT ),
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2. there exists a function F̂ ∈ L2(QT ) such that (F (um))m∈N converges to F̂ in L2(QT ),

then F̂ (t, x) = F (u(t, x)) for a.e. (t, x) ∈ QT .

Lemma 3.8. Let Hypotheses (K) hold and let Tm be a sequence of space-time discretiza-

tions satisfying (T) with hm → 0 as m → ∞. Let q
(n)
m ∈ XTm, n = 1, . . . , N be such that

the function qm ∈ L2(QT ), defined by qm(·, t) = q
(n+1)
m for t ∈ (t(n), t(n+1)) is such that∫ T

0

∥∥qm(·, t)
∥∥2
Tm

dt remains bounded and S(qm) converges to some function Ŝ as m → ∞ in

L2(QT ). Furthermore let us define the following piecewise constant functions on the diamonds
(omitting some indices m):

Kw,Tm :=
∑

σ∈Eint

σ=K|L

kw(SK|L)χDK|L
+
∑

σ∈Eext
σ∈EK

kw(SK|σ)χDK|σ

Kg,Tm :=
∑

σ∈Eint

σ=K|L

kg(SK|L)χDK|L
+
∑

σ∈Eext
σ∈EK

kg(SK|σ)χDK|σ
,

where, denoting by SK = S(qK) for all K ∈ Tm, we assume that the values SK|σ and SK|L only
ensure SK|σ ∈ [min{SK , S(0)},max{SK , S(0)}] and SK|L = SL|K ∈ [min{SK , SL},max{SK , SL}].
Then, (Kw,Tm)m∈N converges to kw(Ŝ) in L2(QT ) and (Kg,Tm)m∈N converges to kg(Ŝ) in
L2(QT ).

Proof. Denote by LKw the Lipschitz constant of kw and recall that

hm := max





max
σ∈Eint

σ=K|L

dK|L, max
σ∈Eext
σ∈EK

dK|σ,max
σ∈E

|σ|





.

Recall that SK|L ∈ [min{SK , SL},max{SK , SL}] and SK|σ ∈ [S(0), SK ]. We deduce therefore
that (SK|L − SK)2 ≤ (SL − SK)2 and (SK|σ − SK)2 ≤ (SK − S(0))2 and obtain

∫

Ω
(Kw,Tm − kw(STm))

2 dx

=
∑

K∈Tm




∑

σ∈EK∩Eint

σ=K|L

(kw(SK|L)− kw(SK))2
1

d
|σ|dK,σ +

∑

σ∈EK∩E−ext

σ=K|σ

(kw(SK|σ)− kw(SK))2
1

d
|σ|dK,σ




≤LKw

hm
d

∑

K∈Tm




∑

σ∈EK∩Eint

σ=K|L

|σ|
dK|L

(SK|L − SK)2dK|L +
∑

σ∈EK∩E−ext

σ=K|σ

|σ|
dK|σ

(SK|σ − SK)2dK,σ




≤LKw

h2m
d

∑

K∈Tm




∑

σ∈EK∩Eint

σ=K|L

|σ|
dK|L

(SL − SK)2 +
∑

σ∈EK∩E−ext

σ=K|σ

|σ|
dK|σ

(SK − S(0))2



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≤LKw

h2m
d

L2
S‖qm‖2Tm

Integration in time and the bound on
∫ T
0

∥∥qm(·, t)
∥∥2
Tm

dt yield

lim
m→∞

∫ T

0

∫

Ω
(Kw,Tm − kw(Sm))2 dxdt = lim

m→∞
Ch2m = 0,

since hm → 0 for m → ∞. Due to the regularity of kw and the strong convergence of Sm the
assertion follows. Analogously, we can prove the convergence of Kg to kg(Ŝ) in L2(QT ).

Lemma 3.9. Let Hypotheses (K) hold and let Tm be a sequence of space-time discretizations

satisfying (T) with hm → 0 as m → ∞. Let p
(n)
g,m ∈ XTm , n = 1, . . . , N be such that

the function pg,m ∈ L2(QT ), defined by pg,m(·, t) = p
(n+1)
g,m for t ∈ (t(n), t(n+1)) is such that∫ T

0

∥∥pg,m(·, t)
∥∥2
Tm

dt remains bounded and X(pg,m) converges to some function X̂ as m → ∞
in L2(QT ). Furthermore define, for a.e. t ∈ (0, T ),

ΨK|σ(t)pg,K(t) =

∫ pg,K(t)

0
X(p) dp, ΨK|L(t)(pg,L(t)− pg,K(t)) =

∫ pg,L(t)

pg,K(t)
X(p) dp

and
ΨTm :=

∑

σ∈Eint

σ=K|L

ΨK|LχDK|L
+
∑

σ∈Eext
σ∈EK

ΨK|σχDK|σ
.

Then, (ΨTm)m∈N converges to X̂ in L2(QT ).

Proof. First, recall that X is monotone and non-decreasing such that we get by definition of
ΨK|L:

(ΨK|L −X(pg,K))2 =



∫ pg,L
pg,K

(X(p)−X(pg,K)) dp

pg,L − pg,K




2

≤
(
(X(pg,L)−X(pg,K))(pg,L − pg,K)

pg,L − pg,K

)2

= (X(pg,L)−X(pg,K))2

and analogously

(ΨK|σ −X(pg,K))2 =

(∫ pg,K
0 (X(p)−X(pg,K)) dp

pg,K

)2

≤
(
X(pg,K)pg,K

pg,K

)2

= X(pg,K)2

Analogously to the proof of lemma 3.8 we get
∫

Ω
(ΨTm −X(pg,Tm))

2 dx ≤ h2m
d

LX

∥∥pg,Tm
∥∥
Tm

.

Again, integration in time and the bound on
∫ T
0

∥∥pg,m(·, t)
∥∥2
Tm

dt yield

lim
m→∞

∥∥ΨTm −X(pg,Tm)
∥∥
L2(QT )

≤ lim
m→∞

Ch2m = 0,

which concludes the proof.
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We may now state and prove the convergence result.

Theorem 3.10. [Convergence of the scheme] Let Hypotheses (H) hold and let Tm be a

sequence of space-time discretizations satisfying (T) with hm → 0 as m → ∞. Let (p
(0)
g,Tm

)m∈N

and (p
(0)
w,Tm

)m∈N be a family of given initial conditions such that limm→∞

∥∥∥p(0)g,Tm
− p

(0)
g

∥∥∥
L2(Ω)

=

0 and limm→∞

∥∥∥p(0)w,Tm
− p

(0)
w

∥∥∥
L2(Ω)

= 0.

If pg,Tm and pw,Tm fulfill the scheme (3.1) for all m ∈ N, then there exist pg ∈ L2(QT ),
pw ∈ L2(QT ) and q = pw − pg such that (up to a subsequence), letting m → ∞,

1. (pg,Tm)m∈N converges weakly in L2(QT ) to pg ∈ L2((0, T );H1
0
(Ω)) and (∇mpg,Tm)m∈N

converges weakly in L2(QT )
d to ∇pg,

2. (pw,Tm)m∈N converges weakly in L2(QT ) to pw ∈ L2((0, T );H1
0
(Ω)) and (∇mpw,Tm)m∈N

converges weakly in L2(QT )
d to ∇pw,

3. (S(qTm))m∈N converges in L2(QT ) to Ŝ := S(q),

4. (X(pg,Tm))m∈N converges in L2(QT ) to X̂ := X(pg),

5. (Kw,Tm)m∈N converges in L2(QT ) to kw(S(q)) and (Kg,Tm)m∈N converges in L2(QT ) to
kg(S(q)),

6. (ΨTm)m∈N converges in L2(QT ) to X(pg).

and (pg, pw) is a weak solution of problem (1.2).

Proof. Thanks to Lemmas 3.2 and 3.5, we extract a subsequence such that items 1 and 2 of the
theorem hold (we then denote qTm = pw,Tm−pg,Tm). We now apply Lemma 3.6, which ensures

the existence of a subsequence, extracted from the preceding one, and of Ŝ, X̂S ∈ L2(QT ),
such that (S(qTm))m∈N converges in L2(QT ) to Ŝ, and (S(qTm)X(pg,Tm))m∈N converges in

L2(QT ) to X̂S . Using Smin ≤ S(qTm). Thanks to Lemma 3.7 applied with F = S and
um = qTm , we obtain that Ŝ = S(q), and item 3 is proved. Using Smin ≤ S(qTm), we
get that X(pg,Tm) = (S(qTm)X(pg,Tm))/S(qTm) converges in L2(QT ) to X̂ := X̂S/Ŝ. Again

applying Lemma 3.7 applied with F = X and um = pg,Tm , we conclude that X̂ = X(pg), thus
concluding item 4.

The application of Lemma 3.8 provides item 5 and that of Lemma 3.9 provides item 6.

Let now be ϕ ∈ C∞
c ([0, T )) and ω ∈ C∞

c (Ω) two test functions. Furthermore, writing
T instead of Tm and dropping the index m wherever confusion is excluded, we define the
approximations ωT and ∇̂T ωT of ω and ∇ω by

ωT =
∑

K∈T

ω(xK)χK

∇̂T ωT =
∑

DK|L

(
ω(xL)− ω(xK)

dK|L
nK|L +∇K|L,tω

)
χDK|L

+
∑

DK|σ

(
ω(xK)

dK|σ
nK|σ +∇K|σ,tω

)
χDK|σ

,

where ∇K|L,t denotes any tangential part of the discrete gradient in the diamond DK|L. It

is worth to note that the operator ∇̂T has two important differences with ∇T defined by
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3.10 (there is no factor d and there is a tangential component). Analogously, we define the
approximation ϕT of ϕ by

ϕT =
N−1∑

n=0

ϕ(t(n)) δT ϕT =
N−1∑

n=0

ϕ(tn+1)− ϕ(t(n))

δt(n+
1
2
)

Note that by consistency of the approximation ωT converges in L2(Ω) to ω and ∇mωT con-
verges in L2(Ω) to ∇ω. Analogously, ϕT converges in L2([0, T )) to ϕ and δT ϕT converges in
L2([0, T )) to ϕ′.

Multiplying (3.1a) by δt(n+
1
2
)ϕ(t(n))ω(xK) and summing over all K and n, we obtain

N−1∑

n=0

∑

K∈T

ΦK(S
(n+1)
K − S

(n)
K )ϕ(t(n))ω(xK) (3.16a)

−
N−1∑

n=0

δt(n+
1
2
)ϕ(t(n))[p(n+1)

w , ωT ]k(n+1)
w ,T

=

N−1∑

n=0

δt(n+
1
2
)ϕ(t(n))f

(n+1)
w,K ω(xK). (3.16b)

Reordering of the terms in (3.16a) yields

N−1∑

n=0

∑

K∈T

ΦK(S
(n+1)
K − S

(n)
K )ϕ(t(n))ω(xK)

= −
N−1∑

n=0

(ϕ(t(n+1))− ϕ(t(n))
∑

K∈T

ΦKS
(n+1)
K ω(xK)− ϕ(0)

∑

K∈T

ΦKS
(0)
K ω(xK)

= −
∫ T

0
δT ϕT

∫

Ω
Φ(x)ST ωT dxdt− ϕ(0)

∫

Ω
Φ(x)S(q

(0)
T )ωT dx.

And therefore

lim
m→∞

N−1∑

n=0

∑

K∈T

ΦKδ
(n+ 1

2
)

T SKδt(n+
1
2
)ϕ(t(n))ω(xK)

= −
∫ T

0
ϕ′(t)

∫

Ω
Φ(x)S(q(x))ω(x) dxdt− ϕ(0)

∫

Ω
Φ(x)S(q(0)(x))ω(x) dx.

We then remark that, since the weak gradient defined by (3.10) contains only a component
normal to the edges, the term in (3.16b) can be rewritten as

N−1∑

n=0

δt(n+
1
2
)ϕ(t(n))[p(n+1)

w , ωT ]k(n+1)
w ,T

=

∫ T

0
ϕT (t)

∫

Ω
Kw,T ∇mpw∇̂T ωT dxdt

We easily have

lim
m→∞

N−1∑

n=0

δt(n+
1
2
)ϕ(t(n))f

(n+1)
w,K ω(xK) =

∫ T

0
ϕ(t)

∫

Ω
fw ω dxdt,

and, due to the strong convergence of Kw,T ∇̂T ωT to kw(S(q))∇ω (using the L∞ bound of
Kw,T ), and the weak convergence of ∇mpw to ∇pw, we have

lim
m→∞

∫ T

0
ϕT (t)

∫

Ω
Kw,T ∇mpw∇̂T ωT dxdt =

∫ T

0
ϕ(t)

∫

Ω
kw(S(q))∇pw∇ω dxdt
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which shows the convergence of (3.1a) to (1.2b). To show that (3.1b) converges to (1.2c), we
follow the same steps as above.

Remark 3.11. We only state a weak convergence result for the pressures in Theorem 3.10.
A stronger convergence result could probably be expected by passing to the limit m → ∞ in
(3.5) and comparing this limit with the equation obtained by taking the solution pw, pg as
test functions in (1.2). But such a work implies quite long developments due to the need of
regularizing the test functions.

4 Numerical examples

To conclude the paper, we present two numerical example in one space dimension using the
following parameter.

Φ(x) = 0.2 Λ(x) = 10−12

ρw = 103
kg

m3
ρg = 10

kg

m3

fw(t, x) = 0 fg(t, x) = 0

D = 0.

This means that we examine the results obtained in the case where the gas diffusion in the
water phase is neglected. Furthermore, we specify the functions S, X, kg and kw as follows.

S(q) =
1((

max{−q,0}
p0

)n
+ 1

)m with n = 2,m = 1/3, p0 = 105Pa

X(pg) = min{cppg, X̄} with X̄ = 0.1

kw(S) = max{S
2

µw
, 10−5} with µw = 10−3

kg(S) = max{(1− S)2

µg
, 10−5} with µg = 10−5.

Both test cases will be performed with the same initial and boundary data, given by

pg(0, x) = 105Pa pw(0, x) = 105Pa

pg(t, 0) = 3 · 105Pa pg(t, L) = 105Pa

pw(t, 0) = 105Pa pw(t, L) = 105Pa.

To apply the algorithm (3.1), we define the values SK|L and SK|σ at the cell boundaries by

SK|L =
1

2
(SK + SL) SK|σ =

1

2
(SK + Sσ),

with SK = S(qK) = S(pw,K − pg,K) and Sσ = S(qσ). Hereby, qσ denotes the value of q at the
boundary, specified by q(t, 0) or q(t, L) respectively. Note that due to the initial conditions
we have S(0) := S(q(0)) = 1 in the whole computation domain. To take into account that this
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choice does not imply ki(S) ≥ kmin
i > 0 for the standard choices of ki, we bound ki artificially

from below by 10−5. All convergence results continue to hold in this case, provided S > 0 is
satisfied during the computations.

For the first test case, we define the parameter cp of the function X(pg) by cp = 3 · 10−7

and assume a length of the spacial interval of L = 103m. Figure 4 shows the distribution of
S, X(pg), pg and pw at different times t. Each line corresponds to a time step of dt = 1day,
the simulation ends at time T = 15days. In this example, the parameter cp is chosen such
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Figure 4: Test case 1: X does not attain its maximum value.

that the maximum fraction of dissolved gas in the water phase is not attained, X(pg) is
therefore less than X̄ in the whole computational domain [0, L] × [0, T ]. Table 1 illustrates
the convergence behavior of the variable pg for a sequence of different grid sizes. Therein, we

use a fine grid solution prefg (T ) computed on a grid of K = 240 cells as reference solution up
to time T = 2years. The comparison is done by averaging of the reference solution on the
coarse grid, i.e. we take the mean value of the fine grid solution on each coarse grid cell. The
simulations are scaled to the unit intervals in space and time, such that the definition of the
time step size dt = dx2 in relation to the space discretization is meaningful. Furthermore,
the pressure variables where scaled by 105, i.e. pg = p̃g · 105.

K 30 60 120

‖p̃g(1)− p̃refg (1)‖L2([0,1]) 2.992 · 10−3 1.430 · 10−3 0.587 · 10−3

Table 1: Convergence study for the gas pressure in experiment 1 for the grid sizes K = 30, 60
and 120.

Note that we do not report the convergence study for pw since it tends to a constant in
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the stationary solution and the deviations of the numerical solutions from this constant in
the numerical experiments are all below the accuracy of the simulations.

For the second test case, we chose cp = 3.5 · 10−7, and a length of the domain of L = 104.
In this case, the maximum value of X is attained. Figure 5 shows the distribution of S,
X(pg), pw and pg for time steps of dt = 10days, the simulation ends after T = 150days.
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Figure 5: Test case 2: The maximum value of X is attained.

In both test cases, we observe the profiles of the water pressure. They show a maximum
value inside the domain, due to the fact that some water has to be removed (by flows at the
two boundaries) in order to leave some porous volume for the apparition of the gas phase.
As long as the gas phase does not appear, the gas pressure remains equal to its initial value,
which simply corresponds to the initial gas concentration in the water phase (this remains
exactly true since we performed the simulations with the value D = 0). The gas pressure
leaves its initial value mainly in the cells where the gas phase appears. We also remark, in
the second case, that the moving front defined as the boundary of the domain X(pg) < X̄
has some influence on the profile of the saturation and of the gas pressure.

5 Conclusion

In this paper we have studied the convergence of a finite volume scheme with two-point flux
approximation, to a solution of two-phase flow in porous media in the case of the partial
dissolution of one phase into the other one. It is interesting to notice that the scheme which
has been chosen here was the only one on which we have been able to derive this study, due to
the need of nonlinear expressions of the primary unknowns as test functions. Further works
to overcome this difficulty seem to be necessary, although it is not clear whether they can be
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fruitful.
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