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ARTICLE

Linearized symmetrized quantum time correlation functions

calculation via phase preaveraging

M. Monteferrantea∗ and S. Bonellaa and G. Ciccotti a,b

aDipartimento di Fisica and CNISM Unità 1, Università di Roma “La Sapienza”, Ple A.
Moro 2 00185, Rome Italy ; bSchool of Physics, Room 302B EMSC-UCD, University

College Dublin, Belfield, Dublin 4, Ireland

(v4.5 released September 2009)

We recently introduced an iterative method to compute quantum time correlation functions
[Bonella et al. J. Chem.Phys 133 (16) 164105 (2010)]. There, the thermal part of the corre-
lation function is treated exactly and, similar to the linearization techniques, at zero order of
iteration only classical dynamics is required. In this work, we propose a new scheme for the
zero order iteration of the method which significantly improves the efficiency of the calcula-
tions for high dimensional model systems.

Keywords: approximate quantum time correlation functions; semiclassical dynamics;
linearized methods; Monte Carlo algorithm

1. Introduction

Approximate methods to simulate quantum dynamics for high dimensional sys-
tems are still limited by numerical instabilities, often due to rapidly oscillating
phase factors in the estimators of the observables. An interesting set of schemes
that eliminates these phase factors are the so-called linearization methods, usually
applied to compute time correlation functions

CAB(t, β) =
1
Z

Tr
[
e−βĤÂe

i

~ ĤtB̂e−
i

~ Ĥt
]

(1)

where Â and B̂ are the operators of interest, Ĥ is the Hamiltonian, and Z =
Tr
[
e−βĤ

]
the quantum partition function (β = 1/kBT ). The linearized expression

of the time correlation function is (see, for example, [1–5])

C lAB(t, β) =
1

2π~

∫
dr0dp0

[
e−βĤ

Z
Â

]
w

(r0, p0)Bw(rt, pt) (2)

where (rt, pt) are the final points of a classical evolution from the initial conditions
(r0, p0), and the subscript w indicates the Wigner transform of the operator, for
example Bw(rt, pt) =

∫
dze

i

~ptz〈rt+z/2|B̂|rt−z/2〉. Linearized methods are useful
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either for almost classical systems or in situations, not rare in the condensed phase,
in which the decay of the correlation functions is fast enough that it can be captured
by substituting quantum evolution with classical dynamics, an approximation valid
for sufficiently short times also for generic (i.e. non quadratic) potentials. In fact,
linearized methods are, at the moment, the only viable approach for systems with
more than a few degrees of freedom and have been successfully applied in some
interesting calculations, such as, for example, the dynamic structure factor of para-
hydrogen, [6], and helium above the supercondensation temperature [7], quantum
fluctuations in liquid neon [8], and the infrared spectrum of water [9]. Generaliza-
tions to the case of non-adiabatic dynamics have also been developed and tested
mainly on generalized spin-boson systems [10–12]. In these calculations, eq. (2) is
usually interpreted as an average value over a probability density obtained from
the absolute value of

[
e−βĤ

Z Â
]
w

and computed via schemes that combine Monte

Carlo sampling of the initial conditions (r0, p0) and classical molecular dynamics
to (rt, pt). The sampling of the initial conditions, however, is non trivial since the
Wigner transform of Â times the density matrix (or even just the Wigner transform
of the density matrix) is usually not known. Several approximate schemes exist,
based either on the Feynman-Kleinert [13] expression of the density matrix [3], or
on developments in Gaussian basis sets [14, 15] of the density matrix or, finally, on
procedures employing a generalized Bloch equation to determine the density at low
temperatures starting from its, classical, expression for high T [16]. These methods
vary in accuracy and numerical efficiency but they all introduce approximations
that hinder the usefulness of eq. (2) even for systems for which the use of the
linearized dynamics would be justified. Going beyond strictly linearized methods,
there are semiclassical schemes that do not require computing the Wigner trans-
form of the density operator. One interesting example is given by the so called
forward-backward dynamics. There a path integral expression (for example in co-
herent state representation as in [17]) of the density operator is employed for the
sampling of initial conditions. While interesting applications of these type of meth-
ods exist, also in this case the observable contains phase factors that eventually
compromize high dimensional calculations.

To attempt progress, in [18, 19], we proposed a scheme to compute the sym-
metrized time correlation function

GAB(t, β) =
1
Z

Tr
[
Âe

i

~ Ĥt
∗
c B̂e−

i

~ Ĥtc
]

(3)

where tc = t−i~β/2. The function above is equivalent, via a relationship among the
Fourier transforms, to the standard correlation function and has been considered by
many authors as the starting point of approximate schemes of various efficacy [20–
28]. Our method offers, in principle, an algorithm that can represent the quantum
effects via an iterative scheme. The correct thermal density is sampled at all order
of iteration, while quantum dynamical effects are introduced hierarchically with
the different orders of iteration. Unfortunately, the numerical cost of the method
grows very quickly with the iterations so effective schemes that include higher order
terms do not exist and are difficult to conceive. The zero order of the method, how-
ever, is interesting. As we shall see in more detail shortly, it requires only classical
dynamics to approximate the evolution, but it does not involve the Wigner trans-
form of the density matrix. This opens the possibility to derive a scheme which
maintains the advantages of the linearized methods without the problems related
to the sampling of the initial conditions. The lowest order approximation of the
symmetrized correlation function, see eq. (4), is obtained via a sequence of steps
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that, although notationally cumbersome, are not particularly difficult conceptu-
ally. The derivation is detailed in [19], here we simply summarize its main points
to illustrate the origin of the different sets of variables in eq. (4). To begin with,
the trace in eq. (3) is rewritten by introducing representations of the identity in the
coordinate basis and isolating the matrix elements of the operators Â and B̂ and of
the forward and backward propagators in complex time (e−

i

~ Ĥtc and e
i

~ Ĥt
∗
c , respec-

tively). Since tc = t− i~β/2, the real time, t, and the “imaginary time” β appear
together in the evolution. In our derivation, the real and imaginary propagations
are separated (again via resolutions of the identity) and treated differently. Let us
begin with the imaginary time evolution. A standard path integral representation
is employed first to express it using two sets of ν values of the coordinates (usually
referred to as “beads”) of the system, called the forward and backward imaginary
paths. The result is then identically rewritten, via a change of variables, in terms
of the semi-sum and the difference of the forward and backward imaginary time
paths1. (These new variables are indicated with rλ and ∆rλ, with λ = 0, ..., ν in
eq. (4).) This form of the imaginary time evolution (which accounts for all the
coordinate dependence of the function ρ(Γ) in eqns. (4) and (5)) is exact and re-
quires no further manipulation. Let us now move to the forward and backward
real time propagators. For these, the so called hybrid path integral representation
is employed [3, 29] to represent the evolution in terms of two sets of N values of
the momenta and coordinates of the system (the forward and backward real time
paths). The hybrid representation is introduced because it simplifies the transition
to classical dynamics. Similar to the treatment of imaginary time propagation, the
hybrid path integrals are rewritten in terms of semi-sum and difference paths in
coordinates and momenta. At this stage, however, a crucial difference is introduced
in the treatment of the real time propagation: it is approximated by expanding it
to first order in the difference paths. This expansion makes it possible to perform
all integrals over the difference variables analytically. The integral over the last
difference (real time) bead turns the coordinate representation of operator B̂ into
the Wigner transform of this operator. More importantly, the integrations over the
intermediate (real time) difference beads result in a product of delta functions that
effectively reduces the semi-sum paths to a classical trajectory evolving from time
0 to time t. The only integrals relative to the real time path left after use of the
delta functions are those on the initial momentum, indicated as p1, and the initial
coordinate. Due to the concatenation of resolutions of the identity used to isolate
real and imaginary time propagators, this coordinate coincides with the end point,
rν , of the thermal path integral in the semi-sum variables. In addition, the explicit
form of the path integral representation of the thermal propagators allows also to
perform the integral over the variable ∆rν analytically (see [19] for details). Thus
far, we have focused on the numerator of eq. (3). The denominator can however be
manipulated using similar steps to express the approximate symmetrized correla-
tion function as the ratio of two quantities that can, eventually, be computed via
Monte Carlo. Keeping all of the above into account, the expression of this ratio is
given by

G0
AB(t, β) =

∫
dΓe−

i

~p
1∆r(ν−1)〈r0 + ∆r0

2 |Â|r
0 − ∆r0

2 〉BW (rt, pt)ρ(Γ)∫
dΓe−

i

~p
1∆r(ν−1)

ρ(Γ)δ(∆r0)
(4)

1if rλ
f/b

is the λ-th “bead” along the forward/backward path, with λ = 1...ν, the change of variables is

rλ = (rλf + rλb )/2 and ∆rλ = rλf − r
λ
b
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where Γ = {p1, r0, . . . , rν ,∆r0, . . . ,∆rν−1} . The function ρ(Γ) is defined as

ρ(Γ) =
1

Q
√

2πσ2
p

e
− (p1)2

2σ2
p e−δβ

Pν
λ=1

[
V (r(λ−1)+ ∆r

2
(λ−1)

)+V (r(λ−1)−∆r
2

(λ−1)
)
]
×

e−
σ2
p

2

Pν−1
λ=1(∆rλ−∆r(λ−1))2

e
− 1

2σ2
r

Pν
λ=1(rλ−r(λ−1))2

(5)

where Q is its normalization factor, δβ = β/2(ν − 1), σ2
r = ~δβ/2m, σ2

p = m/2~δβ.
With this definition, ρ(Γ) can be interpreted as probability densities and sampled.
Similar to eq. (2), (rt, pt) in eq. (4) indicates the end point of a purely classical
propagation from the initial conditions (rν , p1). The expression above can then be
computed, in analogy with the standard linearized correlation function, via the
mixed Monte Carlo - molecular dynamics algorithm that was described in [19].
The form of the density ρ(Γ) avoids the need, and the troubles, of the Wigner
density, but the price for this is the presence of the phase factor e−

i

~p
1∆r(ν−1)

at
the numerator and denominator. The tests conducted in [19] indicated that, due
to this phase, even the zero order calculation had a very unfavorable scaling with
the number of degrees of freedom.

In this work, we describe a new algorithm that improves the convergence of cal-
culations of the zero order approximation to the symmetrized correlation function
and scales much better with the number of degrees of freedom. This result opens the
possibility to use this algorithm to compute properties of condensed systems with
efficiency comparable to that of standard linearized methods, but with higher ac-
curacy. The paper is organized as follows: In section 3, the zero order symmetrized
correlation function is rewritten as an average over a more convenient probability
density that will eventually be sampled via a new Monte Carlo based algorithm.
This probability density is obtained by preaveraging the phase factor in eq. (4).
The new probability density, however, does not have an analytic expression but
must be calculated numerically. This means that its values are known with sta-
tistical uncertainty and standard Monte Carlo cannot be used. We will then show
how to compute the average by combining in an original way the Kennedy [30] and
the penalty [31] Monte Carlo schemes for sampling ”noisy” probability densities.
The, non-trivial, new algorithm that results from this combination is described
in sections 3 and 4, while the Kennedy and penalty methods are summarized in
Appendix I. Finally, in section 5 we test the new method on simple benchmark
systems of up to fourty degrees of freedom and compare its performance to that of
our previous algorithm.

2. Formulation

In the following, we will use one dimensional notation for simplicity (the generaliza-
tion to the multidimensional case is essentially straightforward). We also assume
that the operator Â is diagonal in the coordinates basis. The case of more gen-
eral observables, discussed in Appendix II, is more involved notationally but has
practically the same complexity. For diagonal Â,

〈r0 +
∆r0

2
|Â|r0 − ∆r0

2
〉 = A(r0)δ(∆r0) (6)

so the integration over the variable ∆r0 in eq. (4) can be trivially performed. After
integration, the correlation function can be written as the ratio of two expectation
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values:

G0
AB(t, β) =

〈e−
i

~p
1∆r(ν−1)

A(r0)BW (rt, pt)〉ρ̂(Γ′)

〈e−
i

~p
1∆r(ν−1)〉ρ̂(Γ′)

(7)

where Γ′ is the set Γ minus the element ∆r0, and ρ̂(Γ′) =
∫
d∆r0ρ(Γ)δ(∆r0)/Q̂

(with Q̂ equal to the normalization over the reduced set of variables). The ex-
pression above was used in [19]. To proceed towards the new algorithm, let us
define r = {r0, . . . , rν} and ∆r = {∆r1, . . . ,∆rν−1}. We can isolate convenient
terms in the probability density by noting first that it can be identically rewritten
as the product of a Gaussian probability density for the momentum and a joint
probability density for {r,∆r}

ρ̂(Γ′) = ρG(p1)ρ̃(r,∆r) (8)

with ρG(p1) = (2πσ2
p)
−1/2e

− (p1)2

2σ2
p and

ρ̃(r,∆r) =
1
Q̂
e−2δβV (r0)e

− 1
2σ2
r

Pν
λ=1(rλ−r(λ−1))2

(9)

×e−δβ
Pν
λ=2

[
V (r(λ−1)+ ∆r

2
(λ−1)

)+V (r(λ−1)−∆r
2

(λ−1)
)
]
e−

σ2
p

2

Pν−1
λ=2(∆rλ−∆r(λ−1))2

e−
σ2
p

2
(∆r1)2

We can further decompose the joint probability ρ̃(r,∆r) as

ρ̃(r,∆r) = ρc(∆r|r)ρm(r) (10)

where ρm is the marginal probability density of the variables r and ρc is the con-
ditional probability density of ∆r given r. Thus,

ρm(r) =
1
Q̂
e−2δβV (r0)e

− 1
2σ2
r

Pν
λ=1(rλ−r(λ−1))2

(11)

×
∫
d∆re−δβ

Pν
λ=2

[
V (r(λ−1)+ ∆r

2
(λ−1)

)+V (r(λ−1)−∆r
2

(λ−1)
)
]
e−

σ2
p

2

Pν−1
λ=2(∆rλ−∆r(λ−1))2

e−
σ2
p

2
(∆r1)2

and

ρc(∆r|r) =
ρ̃(r,∆r)
ρm(r)

(12)

=
e−δβ

Pν
λ=2

[
V (r(λ−1)+ ∆r

2
(λ−1)

)+V (r(λ−1)−∆r
2

(λ−1)
)
]
e−

σ2
p

2

Pν−1
λ=2(∆rλ−∆r(λ−1))2

e−
σ2
p

2
(∆r1)2∫

d∆re−δβ
Pν
λ=2

[
V (r(λ−1)+ ∆r

2
(λ−1)

)+V (r(λ−1)−∆r
2

(λ−1)
)
]
e−

σ2
p

2

Pν−1
λ=2(∆rλ−∆r(λ−1))2

e−
σ2
p

2
(∆r1)2

Defining

F (p1, r) =
∫
d∆r e−

i

~p
1∆r(ν−1)

ρc(∆r|r) (13)
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and inserting the above factorization of the probability density in the expression
of the correlation function we get

G0
AB(t, β) =

∫
dp1drA(r0)BW (rt, pt)ρm(r)F (p1, r)ρG(p1)∫

dp1drρm(r)F (p1, r)ρG(p1)
(14)

Let us now consider more in detail the function F (p1, r): its logarithm is, by defini-
tion, the generating function of the cumulants of the random variable ∆rν−1 [32].
Indicating the k-th cumulant as 〈(∆rν−1)k〉cρc(∆r|r), we have in fact

∂k lnF (p1, r)

∂p1k

∣∣∣∣
p1=0

=
(
− i

~

)k
〈(∆rν−1)k〉cρc(∆r|r) (15)

from which it also follows

lnF (p1, r) =
∞∑
n=1

(− ip1

~ )n

n!
〈(∆rν−1)n〉cρc(∆r|r) (16)

The function F (p1, r) can then be formally expressed as

F (p1, r) = exp
[ ∞∑
n=1

(−ip
1

~ )n

n!
〈(∆rν−1)n〉cρc(∆r|r)

]
(17)

The conditional probability ρc(∆r|r), eq. (12), is an even function of ∆r. This
implies that the odd terms in the cumulant expansion are equal to zero. F (p1, r)
is then a real function and can be written as

F (p1, r) = e−E(p1,r) (18)

where we defined

E(p1, r) =
∞∑
n=1

(−1)n−1(p1/~)2n

(2n)!
〈(∆rν−1)2n〉cρc(∆r|r) (19)

Thus, if the cumulant expansion above converges, F (p1, r) is a positive definite
function that can be used, together with ρG(p1) and ρm(r) to define the probability
density

P(p1, r) =
ρG(p1)e−E(p1,r)ρm(r)∫

dp1drρG(p1)e−E(p1,r)ρm(r)
(20)

With this definition the zero order symmetrized correlation function can be written
as

G0
AB(t, β) = 〈A(r0)BW (rt, pt)〉P (21)

The average value defined above has the nice characteristic that no phase factors
are present in the observable. The convergence of a Monte Carlo scheme based on
sampling P should then be comparable to that of standard calculations. On the
other hand, standard Monte Carlo cannot be applied to sample this probability
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which can only be computed approximately. In the next section we discuss how to
overcome this problem.

3. Method

Let us start recalling that Monte Carlo samples a preassigned probability density
P (s) (s is a state of the system) by identifying a Markov process that performs
a random walk through the states of the system based on a transition probabil-
ity Π(s → s′). If the process is ergodic and detailed balance is satisfied, i.e. if
P (s)Π(s → s′) = P (s′)Π(s′ → s), the random walk will asymptotically sample
P (s). The most common way to ensure detailed balance, the Metropolis method,
writes the transition probability as the product of the (preassigned and usually
symmetric) probability to generate state s′ given that we are in s, T (s→ s′), times
the acceptance probability A(s→ s′) and defines

A(s→ s′) = min
[
1,
P (s′)T (s′ → s)
P (s)T (s→ s′)

]
(22)

For future reference note that if, as it is often the case, the probability is of the
form P (s) ∝ e−L(s), the equation above can be rewritten in the form

A(s→ s′) = min

[
1,
e−∆(s,s′)T (s′ → s)

T (s→ s′)

]
(23)

with ∆(s, s′) = L(s′) − L(s). The Metropolis scheme is well established when the
asymptotic distribution is known analytically. However, if P (s) has to be estimated
via some numerical method, the noise associated with the estimate can bias the
acceptance probability and compromise sampling. This is precisely the case for
P(p1, r) since the functions E(p1, r) and ρm(r) must be calculated via eqns. (19)
and (11), respectively. An effective strategy suggested in the literature to address
this problem is to modify the acceptance probability so as to account for the effect
of the noise. Two main algorithms, known as the Kennedy [30] and penalty [31]
methods, exist for that purpose. Due to the specific form of our probability, none
of these methods can be directly applied, but they can be combined to provide
an original Monte Carlo algorithm suitable to our purposes. Before doing that, we
quickly recall these schemes and introduce some definitions. A brief presentation
of [30] and [31] can be found in Appendix I.

The Kennedy method (see Appendix I) was devised to sample a probability
density the form P (s) ∝ e−L(s)f(s), where L(s) is an analytically known function,
and f(s) ≥ 0 is a function with noise. Assuming that an unbiased estimator,
U(s → s′), of the ratio f(s′)/f(s) exists, Kennedy et al. showed that a suitable
Monte Carlo can be constructed by choosing the probability to generate the move,
TK(s→ s′), and the acceptance probability, AK(s→ s′), as

TK(s→ s′) ∝ e−L(s′) (24)

and

AK(s→ s′) =

{
c+ + c−U(s→ s′) if “s > s′”
c− + c+U(s′ → s) if “s ≤ s′”

(25)
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The parameters c+, c− in the definition above must ensure that AK(s → s′) only
has values in the interval [0, 1]. The conditions “s > s′”, “s ≤ s′” imply the choice
of an ordering criterion of the configurations s, s′. The best choice of this criterion
depends on the problem, but the one usually adopted is “s > s′” equivalent to
e−L(s) > e−L(s′). An auxiliary, standard, Monte Carlo is used to generate states
according to eq. (24).

The penalty method (see Appendix I), on the other hand, was developed to
sample probability densities of the form P (s) ∝ e−L(s) when the function ∆(s, s′)
in eq. (23) is too expensive to be computed exactly at each Monte Carlo move.
Indicating with δi(s, s′) a specific value of the estimate of ∆(s, s′), and with

D(s, s′) =
1
Ns

Ns∑
i=1

δi(s, s′)

χ2(s, s′) =
1

Ns(Ns − 1)

Ns∑
i=1

(D − δi(s, s′))2 (26)

the estimates of the mean and of the variance associated to Ns evaluations, in [31]
it was shown that Monte Carlo sampling of P (s) can be performed using the
acceptance probability

aP (D(s, s′), χ2) = min
[
1, e−D(s,s′)−uχ2

]
(27)

where the function uχ2 has the following expansion in χ2 for χ2/Ns < 1/4:

uχ2 =
χ2

2
+

χ4

4(Ns + 1)
+

χ6

3(Ns + 1)(Ns + 3)
+ ... (28)

Let us now go back to the calculation of the average in eq. (21). To pave the way
for our algorithm, we rewrite P(p1, r) in a convenient form. Define

e−Vr(r) .= e
− 1

2σ2
r

Pν
λ=1(rλ−r(λ−1))2

,

e−V∆(∆r) .= e−
σ2
p

2

Pν−1
λ=2(∆rλ−∆r(λ−1))2

e−
σ2
p

2
(∆r1)2

, (29)

e−δβ V̄ (r,∆r) .= e−δβ
Pν
λ=1

[
V (r(λ−1)+ ∆r

2
(λ−1)

)+V (r(λ−1)−∆r
2

(λ−1)
)
]
e−2δβV (r0)

Substituting these definitions in eq. (11), ρm(r) can be written as

ρm(r) =
∫
d∆rρ̃(r,∆r)

=
1
Q̂
e−Vr(r)

∫
d∆re−δβ V̄ (r,∆r)e−V∆(∆r) (30)

.=
1
Q̂
e−Vr(r)ρ′m(r)

where the last line defines ρ′m(r). With this notation,

P(p1, r) =
1
Q
ρG(p1)e−E(p1,r)e−Vr(r)ρ′m(r) (31)
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Note that the variables p1 and r are not independent so they must be treated
together when sampling P. In the next section we describe a Monte Carlo suitable
to this purpose.

4. Algorithm

The Monte Carlo to sample P(p1, r) is constructed as follows. Begin by choosing,
with probability 1/2, if the state of the system is changed by attempting to sample
a new momentum or a new (set of) coordinate(s).

i) A move for the momentum p1 has been selected. In this case, detailed balance
takes the form

P(p1, r)T p(p1 → p1′)Ap((p1, r)→ (p1′ , r))

= P(p1′ , r)T p(p1′ → p1)Ap((p1′ , r)→ (p1, r)) (32)

Define the probability to generate a move as

T p(p1 → p1′) = ρG(p1′) (33)

Using the explicit expression of P, detailed balance can be simplified as

e−E(p1,r)Ap((p1, r)→ (p1′ , r)) = e−E(p1′ ,r)Ap((p1′ , r)→ (p1, r)) (34)

where E(p1, r) (and E(p1′ , r)) is evaluated via the estimator defined below. With
the identification L = E(p1, r), the relation above has the same structure of detailed
balance in the penalty method, which requires an appropriate estimate, Dp, of
the difference E(p1, r) − E(p1′ , r) and of χ2 (see equation (26)), to compute the
acceptance probability

apP (p1 → p1′) = min
[
1, e−Dp−uχ2

]
(35)

and accept and reject moves. To construct Dp, and then χ2, note that the differ-
ent terms in the definition of E(p1, r), eq. (19), are averages over the conditional
probability density ρc(∆r|r). E(p1, r) can be estimated, sampling via an auxiliary
Monte Carlo ρc(∆r|r), as

Ẽ(p1, r) =
nmax∑
n=1

(−1)n−1(p1/~)2n

(2n)!
G2n (36)

where G2n is an unbiased estimator of the cumulant of order 2n. For example,
remembering that the average value of ∆rν−1 is zero, G2 =

∑N
i=1(∆rν−1

i )2/N .
Computing also Ẽ(p1′ , r) we get δ = Ẽ(p1′ , r)−Ẽ(p1, r). Given a set of Ns estimates
of this difference, both Dp and χ2 can be calculated.

To sample ρc(∆r|r) we use

T (∆r→ ∆r′) ∝ e−V∆(∆r′) (37)

to generate the new configurations given the old ones 1 and accept or reject moves

1T (∆r→ ∆r′) is a product of Gaussians that can be sampled directly using relatively standard methods
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based on

A(∆r→ ∆r′) = min
[
1, e−δβ

(
V̄ (r,∆r′)−V̄ (r,∆r)

)]
(38)

ii) A move for the (set of) coordinate(s) r has been selected. Detailed balance
reads

P(p1, r)T r(r→ r′)Ar((p1, r)→ (p1, r′))

= P(p1, r′)T r(r′ → r)Ar((p1, r′)→ (p1, r)) (39)

which, using the explicit definition of P, becomes

e−E(p1,r)e−Vr(r
′)ρ′m(r)T r(r→ r′)Ar((p1, r)→ (p1, r′)) (40)

= e−E(p1,r′)e−Vr(r
′)ρ′m(r′)T r(r′ → r)Ar((p1, r′)→ (p1, r))

If E(p1, r) were known exactly, this relation would correspond to detailed balance
in the Kennedy method via the identification L = E+Vr and f = ρ′m (see Appendix
I). We could then satisfy eq. (40) generating moves according to the probability

T r(r→ r′) ∝ e−E(p1,r′)e−Vr(r
′) (41)

and using the acceptance probability of eq. (25), provided that an unbiased es-
timator for the ratio ρ′m(r′)/ρ′m(r) can be defined. In Kennedy, sampling of the
probability density in eq. (41) is realized via an auxiliary, standard, Monte Carlo.
When this Markov chain reaches the asymptotic distribution, the configurations
generated can be used in the Kennedy acceptance test. In our case this procedure
cannot be applied directly since the function L is given by the sum of an analytic
term, Vr(r), and of the noisy function E(p1, r). We can however tackle the problem
of generating trial moves distributed as T r by substituting the penalty procedure
to standard Monte Carlo in the auxiliary calculation. To that end, observe that
the detailed balance for sampling e−[E+Vr]

e−E(p1,r)e−Vr(r)t(r→ r′)ArP ((p1, r)→ (p1, r′))

= e−E(p1,r′)e−Vr(r
′)t(r′ → r)ArP ((p1, r′)→ (p1, r)) (42)

is satisfied choosing

t(r→ r′) ∝ e−Vr(r′) (43)

(this function is a product of Gaussians that can be sampled directly) and using
the penalty acceptance

arP (r→ r′) = min
[
1, e−Dr−ũχ2

]
(44)

to accept or reject moves. In (44), Dr is the estimator of the difference E(p1, r′)−
E(p1, r) and ũχ2 is defined as in eq. (28). They are obtained, via eqns. (26), using
Ns realizations of the stochastic variable δr = Ẽ(p1, r′)− Ẽ(p1, r). Note that each
estimate of δr requires two Monte Carlo calculations: ρc(∆r|r) to compute Ẽ(p1, r)

such as staging [33] or the Levy flight algorithm [34].
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and ρc(∆r|r′) to compute Ẽ(p1, r′). To proceed with the Kennedy acceptance test,
we must provide an unbiased estimator for the ratio ρ′m(r′)/ρ′m(r). Since

ρ′m(r′)
ρ′m(r)

=
∫
d∆r e−V∆(∆r)e−δβ V̄ (r′,∆r)∫
d∆r e−V∆(∆r)e−δβ V̄ (r,∆r)

=
∫
d∆r e−V∆(∆r)e−δβ V̄ (r,∆r)e−δβ

[
V̄ (r′,∆r)−V̄ (r,∆r)

]
∫
d∆r e−V∆(∆r)e−δβ V̄ (r,∆r)

= 〈e−δβ
[
V̄ (r′,∆r)−V̄ (r,∆r)

]
〉ρc(∆r|r) (45)

an unbiased estimator is

U(r→ r′) =
1
N

N∑
i=1

e−δβ
[
V̄ (r′,∆ri)−V̄ (r,∆ri)

]
(46)

In the equation above, {∆ri} is a sample of size N , with N large enough to guar-
antee good convergence, distributed as ρc(∆r|r) and calculated using the Monte
Carlo that employs eqns. (37) and (38) 1. Given U(r→ r′), moves are accepted or
rejected according to Kennedy’s acceptance probability, i.e.

ArK(r→ r′) =

{
c+ + c−U(r→ r′) if “ r > r′ ”
c− + c+U(r′ → r) if “ r ≤ r′ ”

(47)

Implementing eq. (47), we adopted the prescription, suggested in [30], c+ = 0,
c− = c < 1 . This is a convenient choice since it allows to compute the estimator
U only when “ r > r′ ”. The choice of the odering criterion also mimics [30] and

we set: “r > r′ equivalent to e−δβ V̄
(

∆r=0,r
)
> e−δβ V̄

(
∆r=0,r′

)
.

Note that, due to the auxiliary Monte Carlo calculations necessary to compute
ρ′m(r′)/ρ′m(r) and/or Dr,p, the total number, NT , of moves in this algorithm is
given by the number of steps in the main Monte Carlo, indicated as NMC in the
following, times the number of steps of the auxiliary Monte Carlo, indicated with
N .

5. Results

We test our algorithm on two typical benchmark models [35] for which exact re-
sults can be obtained via basis set expansion method (see [19] for details): the
multidimensional harmonic oscillator and the quartic potential in the Hamiltoni-
ans eq.(49) and eq.(50). These systems were also employed as benchmarks for the
first algorithm we proposed for the symmetrized correlation function. For both
systems, we compute the position-position correlation function Grr(t, β)

Grr(t, β) =
1
Z

Tr
{ d∑
j=1

r̂je
iĤt∗c r̂je

−iĤtc
}

(48)

1Given the exponential form of the observable, the convergence of this calculation might be difficult.
However, since the configurations r and r′ are close (in the spirit of a standard Metropolis move), this
should not be a problem.
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for a particle with unitary mass (arbitrary units, with ~ = kB = 1, will be used in
this section). Let us begin with a system of d noninteracting harmonic oscillators
with Hamiltonian

Ĥh =
d∑
i=1

[ p̂2
i

2
+
r̂2
i

2
]

(49)

at a temperature T = 1.0. As it is well known, for this system eq. (4), and in
general linearized methods, are exact so any discrepancy between the quantum
result and the results obtained with approximate methods is due to statistical
noise. We performed a set of calculations for increasing values of d to compare the
convergence properties of the new algorithm with those of the calculation of our
previous work. The new algorithm requires to fix three parameters: ν, the number
of beads in the path integral expression of the density matrix element (see eq. (5)),
the parameter c in the Kennedy acceptance probability (see eq. (47)), and nmax,
the number of terms in Ẽ(p1, r) (see eq. (36)). For harmonic systems, however, r
and ∆r are in fact independent random variables and the probability density for
the ∆r is a product of Gaussians. In this case, the cumulant expansion terminates,
analytically, at second order. A possible convergence tests on the function Ẽ for
non harmonic systems is mentioned in our next test calculation. Moving on, ν can
be chosen (independently of the other parameters) via a preliminary path integral
calculation of equilibrium, time independent, properties. For all systems studied
in this paper, we performed these calculations using a standard path integral code
and we fixed ν by computing the average of the position and of the square of the
position. In this first harmonic test, these quantities were converged with ν = 12
beads. The choice of the parameter c is more delicate. Its value is determined by
finding (numerically) a good compromise among two requirements: (1) c must be
small enough to guarantee that the r.h.s. of eq.(47) (being a probability) is less
than one; (2) c must be large enough to ensure a reasonable acceptance of the trial
moves in the Monte Carlo. Satisfying these requirements simultaneously may be
difficult. The most problematic case is when U(r → r′) is not bound everywhere,
so that it may not be possible to find a value of c that will satisfy condition (1) for
all configurations. While this is a known problem of the method, Kennedy showed
empirically in [30] that violations of this condition of order of one configuration in a
thousand or less do not affect the algorithm. For the harmonic systems considered
here, we found that c = 0.9 is a good choice. With this value we observed no
violations of condition (1) (referred to as the limiting condition in the following),
and accepted about 40% of the Kennedy moves for all values of d. In Table 1 we
compare the performance of the old and new algorithm for G0

rr(t = 3.14, β = 1),
results for different times show the same behaviour. In the Table, Gexrr indicates the
exact results and G[1]

rr those obtained with the old algorithm, while NT = N×NMC

is the total number of Monte Carlo steps necessary to converge to the exact result
with an accuracy of about 5% with the new algorithm. N [1]

T is the number of Monte
Carlo steps necessary to converge, with the same accuracy, with the algorithm used
in [19]. The data shows that the old algorithm is more efficient than the new one
for d ≤ 5. This is due to the computational cost of the auxiliary Monte Carlo
calculations that we now have to perform which, for low dimensional systems, is
not compensated by the absence of the phase in the observable. However, already
for d = 10, the new algorithm is about 3 times faster than the old one, and it gains
a factor of about 10 for the higher dimensional cases. The advantage becomes more
relevant if a higher precision is required. For example, if the error is reduced to
1% of the exact result, calculations with the old algorithm require about 40 times
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more Monte Carlo moves for 10 degrees of freedom.
In [19], we showed that the bad scaling of the original algorithm for the zero order

correlation function could be mitigated considerably via a stationary phase approx-
imation. In fact, for harmonic systems, we demonstrated that this approximation
reduces the scaling to essentially linear in d and does not affect the dynamics of the
system appreciably. Unfortunately, for general potentials, after stationary phase,
the time evolved correlation function differs from the one corresponding to the fully
linearized G0

AB. To see that, let us consider the system

Ĥq =
p̂2

2
+
r̂4

4
(50)

with T = 1 (this unidimensional case is already enough to show the problem that
we wish to discuss). In the left panel of figure 1 we compare Gexrr (t, 1) computed
via a converged basis set expansion (our exact benchmark, represented as the red
curve) with G0

AB(t, 1) calculated using the original algorithm (green crosses) or
the algorithm that includes the stationary phase (blue triangles) approximation.
The blue curve deviates almost immediately both from the exact result and from
the zero order approximation computed via the old algorithm, which is able to
reproduce the red curve up to t ≈ 2. The comparison of the full zero order ap-
proximation (green crosses) and of the result obtained with our new algorithm
(magenta dots), on the other hand, is shown in the right panel of the figure, where
we also report for reference the exact result (red curve). The green and magenta
symbols are essentially superimposed at all times showing that, contrary to the
stationary phase, the new algorithm does not disturb the time evolution. For this
system we employed the same values of ν and c as in the harmonic case (Kennedy
acceptance probability about 50% and about one violation of the limiting condition
every 106 moves) and we truncated the cumulant expansion in E(p1, r) at second
order. For non harmonic systems this truncation is not exact, however we tested it
by computing the correlation function at t = 0 first with nmax = 1 and then with
nmax = 2 in eq. (36) and verifying that the results of these calculations were equal
within error bars.

We used the quartic system also to verify that the favorable scaling of the algo-
rithm with dimensions is maintained for non harmonic models by looking at the
system Ĥd

q =
∑d

i=1

[
p̂2
i /2 + r̂4

i /4
]
. In Table 2 we report results for d = 1, ..., 40. As

before, Gexrr indicates the exact result and NT is the total number of steps neces-
sary to converge to within 5% of the exact result (in this case we do not report the
results with the old algorithm since the bad scaling observed in the harmonic cal-
culation does not change). The Table shows that the performance of the algorithm
is very similar to the harmonic case for d < 10. The, slight, increase in the cost for
higher dimensions, which is due mainly to the cost of computing accurately enough
the cumulants for this non-harmonic system, is still acceptable and well below the
estimated behavior of the old algorithm.

As a final check of the method, in Table 3 we report results for the quartic
system at the lower temperature T = 0.2. For these calculations, convergence
requires to increase the number of beads in the thermal path integral to ν = 24,
and we found that c = 0.6 is a convenient choice in the Kennedy acceptance
probability (acceptance probability of about 50% and about one violation of the
limiting condition every 106 moves). Also in this case the cumulant expansion in
Ẽ(p1, r) was converged for nmax = 1. While the cost of the calculations increases, as
do all path integral based calculations, with decreasing temperature, it is still much
cheaper than the previous algorithm. For comparison, not shown in the Table, for
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d = 10 the old algorithm was not converged after 109 steps.

6. Conclusions

In this paper, we presented a new algorithm for calculating the zero order expres-
sion of the symmetrized quantum time correlation functions introduced in [19].
By performing test calculations for model systems with up to 40 degrees of free-
dom, we demonstrated that the new algorithm is considerably more efficient than
the brute force Monte Carlo we used in that work. As discussed in [19], the ap-
proximate symmetrized correlation function is as accurate as the so-called Wigner
or linearized form of quantum correlation functions. Both our and these methods
sample the exact thermal density and approximate the quantum time propagation
via purely classical dynamics. Linearized methods, however, require sampling the
Wigner transform of the density matrix (times an operator), a task that cannot be
performed exactly for general high dimensional systems. While approximate meth-
ods to do this sampling exists, they increase the cost of linearized calculations and
often introduce further approximations in the correlation function. Our scheme, on
the other hand, employs a path integral representation of the thermal density that
can be sampled exactly. Memory of the Wigner transform is carried in the form
of a phase factor that had, so far, hindered high dimensional applications of the
method. The new algorithm domesticates the phase oscillations via preaveraging
and achieves reasonable scaling with dimensionality without loss of accuracy. The
results obtained so far are quite encouraging and open the way to applications to
realistic condensed phase problems. Moreover, work is in progress to extend the
method to compute higher order iterations of the method presented in [19].
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d Gexrr G
[1]
rr G0

rr NMC × 500 N NT × 105 N
[1]
T × 105

1 -0.96 -0.98 ±0.05 -0.99 ±0.05 18 140 12.6 0.25
5 -4.8 -4.6 ± 0.2 - 4.9 ± 0.2 22 200 22 15
10 -9.6 -9.7 ± 0.5 -9.5 ± 0.5 23 200 23 75
20 -19.2 -18.8 ± 0.7 -19.0 ± 0.7 52 300 78 1000
40 -38.4 -37 ± 2 -40 ± 2 101 600 303 2500

Table 1. Position autocorrelation function for the harmonic oscillator with unitary mass for different values of

the system dimension d. Gexrr are the exact results and G[1]
rr and G0

rr the results obtained with the algorithm

introduced in [19] and in this work, respectively. All correlation functions are computed at t = 3.14 and β = 1.

NT is the total number of Monte Carlo steps which, for the new algorithm, is given by the product of the (r, p1)

moves, NMC , times the number of steps, N , needed to estimate E(p1, r) and ρ′m(r). In the last column on the

right we report the total number of steps used in [19]. In all calculations, the total number of steps was fixed to

obtain a result within about 5% of the exact result.

d Gexrr G0
rr NMC × 500 N NT × 105

1 0.58 0.58 ± 0.03 18 100 9
5 2.9 2.8 ± 0.2 20 200 20
10 5.8 5.7 ± 0.3 30 200 30
20 11.5 11.5 ± 0.6 46 600 138
40 23 24 ± 1 100 1200 600

Table 2. Quartic potential with unitary mass and inverse temperature for different values of the system dimension

d. Symbols are as in Table. 1 but calculations were performed at t = 0 (note that the phase factor affects time

zero and subsequent times in the same way so even t = 0 quantities can be used to test the new algorithm). The

total number of steps in the table was fixed to obtain an error of about 5% with respect to the exact result.

d Gexrr G0
rr NMC × 500 N NT × 105

1 0.060 0.061±0.007 200 200 200
5 0.30 0.27±0.04 200 300 300
10 0.60 0.58± 0.03 1800 600 5400
20 1.2 1.15±0.06 2000 800 8000
40 2.4 2.3±0.1 2000 2000 20000

Table 3. Results for the quartic potential at the lower temperature T = 0.2. As before, the number of steps was

fixed to obtain an error of about 5% with respect to the exact result.
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Figure 1. Position auto correlation function for a one dimensional quartic potential with unitary mass
and inverse temperature. In both panels, we show in red (curve with no symbols) the exact result and in
green (curve with the empty squares) the one obtained with the method used in [19]. The blue curve with
triangles in the left panel is the result obtained via the stationary phase approximation. In the right panel,
we have added to red and green curves the results obtained with the algorithm (magenta curve with filled
circles) introduced in the present work. The green and magenta curves are superimposed.
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Appendix I

Kennedy

The definitions in eq. (24) and (25) are justified showing that, asymptotically, the
detailed balance relation

P (s)TK(s→ s′)AK(s→ s′)− P (s′)TK(s′ → s)AK(s′ → s) = 0 (51)

is satisfied. In fact, using eq. (24) and P (s) ∝ e−L(s)f(s) and simplifying, the
expression above can be written as

f(s)AK(s→ s′)− f(s′)AK(s′ → s) = 0 (52)

Now suppose that “s > s′” (the other case is completely analogous) and substitute
the appropriate acceptance probabilities in the above equation. Using eq. (25), we
have to satisfy

f(s)(c+ + c−U(s→ s′))− f(s′)(c− + c+U(s′ → s)) = 0 (53)

and, given that we have taken U(s→ s′)→ ρ′m(r′)/ρ′m(r) for N →∞ (see eq.(46)),
eq. (53) is asymptotically satisfied.

Penalty

As mentioned in the text, when using the penalty method, D and χ2 are stochastic
variable distributed according to some unknown probability that describes the
statistical noise associated to the calculation. The main idea in the method is that
the acceptance probability associated to the exact Monte Carlo sampling of P (s)
can be expressed as the expectation value

AP (s→ s′) =
∫ +∞

−∞
dD

∫ +∞

0
dχ2 P̃ (D(s, s′), χ2(s, s′))aP (D(s, s′), χ2(s, s′)) (54)

where P̃ (D,χ2), the so-called noise distribution, is the joint probability to realize
a given value of the difference D and of the associated variance.The definition
above is formal since the probability and the function aP are not known. Under
an appropriate hypothesis, however, this detailed balance expression can be used
to obtain an explicit form for aP . In fact, if the noise distribution is assumed to
be symmetric under exchange of s and s′, the detailed balance condition can be
expressed as∫ +∞

−∞
dD

∫ +∞

0
dχ2

{
P̃ (D(s, s′), χ2(s, s′))e−L(s) (55)

×
[
aP (D(s, s′), χ2(s, s′))− e−∆aP (D(s, s′), χ2(s, s′))

] }
= 0

Assuming also that P̃ can be written as the product of a Gaussian distribution
(with mean value ∆) for D times a χ-square distribution for χ2, the relation above
becomes an equation for aP (D(s, s′), χ2(s, s′)). The solution of this equation is non
trivial, but it has been shown in [31] that, for all ∆s, it is given by eq. (27) in
section 3. Thus, since with this form of aP the detailed balnce relation is verified,
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use of eq. (27) is a sufficient condition to generate a Markov chain that samples
asymptotically P (s).

Appendix II

Here we discuss how to extend our method to operators of the form Â = p̂mÂrp̂
n,

with Âr diagonal in the coordinates representation. This will be done in two steps:
First, assuming that all the required derivatives exist, we prove the identity

Ârp̂
n =

n∑
k=0

(i~)k
(
n
k

)
p̂n−kÂ(k)

r (56)

where Â(0)
r = Âr and Â

(k)
r indicates the k-th derivative of Âr with respect to r.

Second, we use this identity to write the matrix element 〈r0 + ∆r0

2 |Â|r
0− ∆r0

2 〉 (see
eq.(4)) as a linear combination of terms proportional to the product of a function
of r0 times δ(∆r0) (see eq. (6)). Using this result, the zero order symmetrized
correlation function is written as a sum of terms, each calculable with the algorithm
introduced in this paper.

Eq. (56) can be proved by induction. For n = 0, it is trivially Âr = Âr. Note also
that, for n = 1 it reads

Ârp̂ = p̂Âr + i~Â(1)
r (57)

Assume now that the identity holds for n, then we can write

Ârp̂
n+1 =

{
Ârp̂

n
}
p̂ =

{
n∑
k=0

(i~)k
(
n
k

)
p̂n−kÂ(k)

r

}
p̂ (58)

The product Â(k)
r p̂ at the end of the last equation above can be written using

eq. (57), with Â
(k)
r → Âr. Substituting the result in the equation above, we get

n∑
k=0

(i~)k
(
n
k

)
p̂n−kÂ(k)

r p̂ =
n∑
k=0

(i~)k
(
n
k

)
p̂n−k

(
p̂Â(k)

r + i~Â(k+1)
r

)
(59)

=
n∑
k=0

(i~)k
(
n
k

)
p̂n+1−kÂ(k)

r +
n∑
k=0

(i~)k+1
(
n
k

)
p̂n−kÂ(k+1)

r

Changing the summation index to j = k + 1 in the second sum of the last line
above we can also write this last line as

n∑
k=0

(i~)k
(
n
k

)
p̂n+1−kÂ(k)

r +
n+1∑
j=1

(i~)j
(
n
j−1

)
p̂n+1−jÂ(j)

r

“Resetting” j = k in the second sum and isolating the term with k = 0 in the
first sum and the term with k = n + 1 in the second, the line above can also be
rearranged as

p̂n+1Âr +
n∑
k=1

(i~)k
[(
n
k

)
+
(
n
k−1

)]
p̂n+1−kÂ(k)

r + (i~)n+1p̂n+1Â(n+1)
r (60)
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We can now use the fact that
(
n+1

0

)
=
(
n+1
n+1

)
= 1 and Pascal’s rule

(
n+1
k

)
=(

n
k

)
+
(
n
k−1

)
to perform the last steps of the proof. Using these results in fact, the

line above can be trivially written as

(i~)0
(
n
0

)
p̂n+1Âr+

n∑
k=1

(i~)k
[(
n
k

)
+
(
n
k−1

)]
p̂n+1−kÂ(k)

r +(i~)n+1
(
n+1
n+1

)
p̂n+1−(n+1)Â(n+1)

r

(61)
or, writing everything as a single sum and remembering that we arrived at this
expression via a sequence of equalities that started with eq.(58)

Ârp̂
n+1 =

n+1∑
k=0

(i~)k
(
n+1
k

)
p̂n+1−kÂ(k)

r (62)

which completes the proof by induction.
Let us now consider the matrix element

〈r0 +
∆r0

2
|Â|r0 − ∆r0

2
〉 = 〈r0 +

∆r0

2
|p̂mÂrp̂n|r0 − ∆r0

2
〉 (63)

=
n∑
k=0

(i~)k
(
n
k

)
〈r0 +

∆r0

2
|p̂m+n−kÂ(k)

r |r0 − ∆r0

2
〉

=
n∑
k=0

(i~)k
(
n
k

)
A(k)
r (r0 − ∆r0

2
)〈r0 +

∆r0

2
|p̂m+n−k|r0 − ∆r0

2
〉

Inserting a complete set of states in the momentum representation we can write
the last line above as

n∑
k=0

(i~)k
(
n
k

)
A(k)
r (r0 − ∆r0

2
)
∫

dp

2π~
pm+n−ke−

i

~p∆r
0

(64)

=
n∑
k=0

(i~)k
(
n
k

)
A(k)
r (r0 − ∆r0

2
)(−i~)m+n−k ∂(m+n−k)

∂∆r0(m+n−k)

∫
dp

2π~
e−

i

~p∆r
0

=
n∑
k=0

(−1)m+n−k(i~)m+n
(
n
k

)
A(k)
r (r0 − ∆r0

2
)δ(m+n−k)(∆r0)

With this expression for the matrix element, see eq. (4), G0(t, β) is given by the sum
of n terms of the same structure. Let us consider the generic term “k”. Neglecting
constant multiplicative factors we have

G0
k(t, β) ∝

∫
dΓe−

i

~p
1∆rν−1

ρ(Γ)A(k)
r (r0 − ∆r0

2 )Bw(rt, pt)δ(m+n−k)(∆r0)∫
dΓe−

i

~p
1∆r(ν−1)

ρ(Γ)δ(∆r0)
(65)

Using the definition of the derivative of the delta function (remembering that
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Bw(rt, pt) does not depend on ∆r0), we get

G0
k(t, β) ∝ (66)

(−1)(m+n−k)

∫
dΓ′e−

i

~p
1∆rν−1

Bw(rt, pt)
[

∂(m+n−k)

∂∆r0(m+n−k)

(
ρ(Γ)A(k)

r (r0 − ∆r0

2 )
)]

∆r0=0∫
dΓe−

i

~p
1∆r(ν−1)

ρ(Γ)δ(∆r0)

Given the exponential form of ρ(Γ) (see eq. (5)), we have, for any l and j,(
∂lA

(j)
r (r0 − ∆r0

2 )ρ(Γ)
∂∆r0l

)
∆r0=0

= Q̂Ol,j(Γ′)ρ̂(Γ′) (67)

where Γ′ is the set Γ minus the element ∆r0 and Ol,j(Γ′) is a function which can
be analytically calculated and contains the derivatives up to order l of both the
potential and the function A

(j)
r . Using the the result above in all terms of the

expression for the symmetrized correlation function, we finally obtain

G0
AB(t, β) =

n∑
k=0

{
(i~)(m+n)

(
n
k

)
(68)

×
∫
dΓ′e−

i

~p
1∆rν−1

ρ̂(Γ′)O(m+n−k),k(Γ′)Bw(rt, pt)∫
dΓ′e−

i

~p
1∆r(ν−1)

ρ̂(Γ′)

}

=
n∑
k=0

(i~)(m+n)
(
n
k

)
〈O(m+n−k),k(Γ

′)BW (rt, pt)〉P

Each term in the sum above can be computed via the generalized Monte Carlo
scheme introduced in this work (in fact, a single Monte Carlo in which the n
different averages are accumulated and then summed is sufficient), so the method
we presented is in principle valid also for the more complex observables discussed
here. Calculations of this kind will be more expensive than those of the test cases
we discussed due to the structure of the observable. On the other hand, to close on
an encouraging note, several interesting physical observables are defined with no,
or very low order, powers of the momentum operator.
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