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5.

ON CARLEMAN ESTIMATES WITH TWO LARGE PARAMETERS

JEROME LE ROUSSEAU

ABSTRACT. A Carleman estimate for a differential operator P is a weighted energy estimate with a weight of
exponential form exp(7Tp) that involves a large parameter, 7 > 0. The function ¢ and the operator P need to
fulfill some sub-ellipticity properties that can be achieved for instance by choosing ¢ = exp(a1)), involving a
second large parameter, a > 0, with 1) satisfying some geometrical conditions. The purpose of this article is to
give the framework to keep explicit the dependency upon the two large parameters in the resulting Carleman
estimates. Carleman estimates of various strengths are considered and the associated geometrical conditions for
the function v are proven necessary and sufficient. Some optimality aspects of the estimates are also presented.

KEYWORDS: Carleman estimate; Weyl-Hormander calculus with parameters; pseudo-convexity.

AMS 2000 SUBJECT CLASSIFICATION: 35A02; 35B45 ; 35S05.
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1. INTRODUCTION
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1.1. Setting and results. Carleman estimates are an important tool in subjects in analysis of partial differ-
ential equations (PDEs) such as unique continuation, control theory and inverse problems. They are weighted
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2 JEROME LE ROUSSEAU

L?-norm estimates of the solution of a PDE where the weight takes an exponential form
T e™u| 2 < ||e7? Pul| Lz, T>7, u€ C(X),

with X a bounded open set and some v € R. Here P is a differential operator, ¢ is the weight function. The
exponential weight involves a parameter 7 that can be taken as large as needed. Additional terms in the Lh.s.,
involving derivatives of u, can be obtained depending on the order of P and on the joint properties of P and ¢
on X. For instance for a second-order operator P such an estimate can take the form

(L.1) Tlle™ulls + 7lle™Voulfe < e Pulls, T 2170, u€ E(X).

This type of estimate was used for the first time by T. Carleman [Car39] to achieve uniqueness properties
for the Cauchy problem of an elliptic operator. Later, A.-P. Calderén and L. Hérmander further developed
Carleman’s method [Cal58, Hor58]. To this day, Carleman estimates remain an essential method to prove unique
continuation properties; see for instance [Zui83] for an overview. On such questions more recent advances have
been concerned with differential operators with singular potentials, starting with the contribution of D. Jerison
and C. Kenig [JK85]. The reader is also referred to [Sog89, KT01, KT02]. In more recent years, the field
of applications of Carleman estimates has gone beyond the original domain. They are also used in the study
of inverse problems (see e.g. [BK81, Isa98, 1IY03, KSU07]) and control theory for PDEs. Through unique
continuation properties, they are used for the exact controllability of hyperbolic equations [BLR92]. They
also yield the null controllability of linear parabolic equations [LR95] and the null controllability of classes of
semi-linear parabolic equations [FI196, Bar00, FCZ00].

The work of L. Hérmander in [H6r58, Hor63] provided large classes of operators for which such estimates can
be derived. He introduced the notion of pseudo-convexity and strong pseudo-convexity that provides a sufficient
condition to achieve such estimates. In particular, choosing the weight function of the form ¢ = exp(aw), with
1 satisfying the strong pseudo-convexity condition and « > 0 chosen large, yields for an operator of order m an
estimate of the form:

‘B‘Z: TQ(m_‘B‘)_lﬂewauHia < CHeT"’PuH%Q, T > 710, u€ E(X).
<m

In this type of estimate the parameter 7 plays the same role as a differentiation. One may notice that the
1

number of such “differentiations” in the Lh.s. amounts to m — 5. For such an inequality one usually speaks
of an estimate with a loss of a half derivative. This is connected to the terminology used in the study of
sub-ellipticity; in fact the study of the conjugated operator P, = €"?Pe~ "% is central in the derivation of such
an estimate and one precisely exploits its sub-elliptic property induced by the strong pseudo-convexity of the
function .

The parameter « can be viewed as a convexification parameter. As shown in Proposition 28.3.3 in [Hor85a]
this allows one to obtain the proper sub-ellipticity condition on the conjugated operator P, from the strong
pseudo-convexity of the function .

With this choice of weight function, ¢ = e®¥, one introduces a second large parameter, o« > 0. Several
authors have derived Carleman estimates for some operators in which the dependency upon the second large
parameters is explicit. See for instance [FI196]. Such result can be very useful to address applications such as
inverse problems. On such questions see for instance [E1100, EI00, IK08, BY12]. For a second order estimate

the resulting Carleman estimate can take the form (compare with (1.1)):
(1.2) (ar)3(|@*2e™ul|22 + aT||pt 2™V ul|2: < |l€7P Pul|2s, T > Ty, > ap, u€ ECTX).

In the case of an operator of order m the estimate that we obtain under strong pseudo-convexity condition is
of the general form

(1.3) S (ra)* I om81=5 e DB 2, < 676 Pu s
|B]|<m
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In the present article, we provide a general framework for the analysis and the derivation of Carleman estimates
with two large parameters. It is based on a pseudo-differential calculus of the Weyl-Hérmander type that
resembles the semi-classical calculus and takes intro account the two large parameters 7 and a as well as
the weight function ¢ = exp(at). We introduce Sobolev spaces associated with this calculus and provide
boundedness results for pseudo-differential operators in this calculus. The notions of pseudo-convexity and
strong pseudo-convexity are revisited in this framework. We prove how estimates of the form of (1.2) follow
from these properties of the function ¢ used to build the weight function. Moreover, we prove that they are
necessary and sufficient for estimates of the form (1.2) to hold. This result is in contrast with the existing
results in the literature: see [Hor63, Chapter 8] and [Hor85a, Chapter 28].

If one consider an operator such as the Laplace operator the associated Carleman estimate with two large
parameters is given by

(1.4) a47'3||<p3/26wuH%2 + a27'||301/267“’VIUH%2 < HeT“’AuH%Q, T>7T0, @ > ap, u€ LX)

Here we simply require ¢/ # 0 in a neighborhood of X and o and 7y to be sufficiently large. This estimate
is still characterized by the loss of a half derivative, yet we have an additional power of the parameter a as
compared to (1.2). In Section 1.4 below, we show that such a stronger estimate can turn out to be useful for
unique continuation considerations. For an operator of order m the estimate takes the form

(L5) o« ¥ (ra) " g E e DRl S 7 Pulle.

|B]<m
We investigate this type of estimate. Under conditions stronger than the strong pseudo-convexity condition
on the operator and the weight function we show that such Carleman estimates can indeed be achieved. The
condition we put forward concerns the simplicity of the characteristics of the conjugated operator e™® Pe™7%. We
moreover prove that this simple-characteristic property is necessary and sufficient for such a stronger estimate
to hold. The question of the optimality of this additional power in the parameter « is also discussed.

1.2. Further perspectives. The results we present here only concern local Carleman estimates, i.e., applied
to smooth functions with compact supports. In particular we do not address boundary problems. Considering
such questions require a specialization in the type of operators to be considered, which we chose not to carry out
here. However, we believe that the calculus framework we present here can be used when tackling the problem
of deriving Carleman estimates for boundary problems or transmission problems. For instance, one should be
able to extend the techniques and results of [LR10, LR11, LL12] and obtain Carleman estimates with two large
parameters for elliptic and parabolic transmission problems across a smooth interface.

As mentioned above, we consider Carleman estimates with the loss of a half derivative here. It would be
interesting to carry out a similar analysis for estimates with a larger loss of derivatives. such estimates can be
very important in some classes of inverse problems See for instance [KSU07, DSFKSU09].

The case of quasi-homogeneous operators, as studied in [Deh84, Isa93] is also of interest for an extension of
the results presented here.

Here we focus our attentions on weight function of the form ¢ = e®¥. Other convexification procedures can
be carried out, for instance by choosing ¢ = ¥ + %an. An analysis similar to the present one would be of
interest.

1.3. Notation. Here, 2 denotes an open subset of R". Estimates will be derived for function in €>°(X) with
X an open subset of €2 such that X &€ (), i.e., X has a compact closure contained in 2.
We recall the definition of the Poisson bracket of two functions in phase-space:

{f,9y =2 (8£jfawj9 - 81].f85jg).

J
It is associated with the symbol of the commutator of two (pseudo-)differential operators (see e.g. (A.4)), which
will be used at many places in the present article. A review of some aspect of pseudo-differential calculus is
provided in Appendix A.
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We shall use the standard notation A < B that stand for A < C'B with a positive constant C' that does
not depend on the parameters involved in the analysis. Moreover, when the constant C' is used, it refers to a
constant that is independent of those parameters. Its value may however change from one line to another. If
we want to keep track of the value of a constant we shall use another letter.

1.4. A motivating example. Consider the Laplace operator A = —A and the bi-Laplace operator B = A?
in Q C R™, for n > 2. For the Laplace operator, for a properly chosen weight function ¢(z) (see e.g. [LL11] or
Theorem 4.13 below) we can obtain the following Carleman estimate: for an open subset X € Q there exist
C > 0 and 19 > 0 such that

(1.6) > e DJul|7: < Clle™f AullFa,  w e GX(X), T >0
|B]<2
Applying this estimate twice we can then write,
S P S Mgty $ S e AD ulZ = X 792717 DY Aulls
[8/]1<2 |B]<2 [B/]<2 [8"]<2
< lle™ Bull2.,

which reads
(L.7) > 2T DYull72 < €7 Bul7.

|B]<4
If you compare with results that can be obtained for some other elliptic operators of order 4 this is a much
weaker estimate. For the operator P = D} + D3 in R? we have
(1.8) > 7 e Diul|: < [l Pull7a.

[B]<4

for a properly chosen weight function (see Examples 4.2 and Theorem 4.13 below). The powers in the large
parameter 7 are one order lower. Estimate (1.8) is characterized by a loss of a half derivative, where as (1.7)
exhibits the loss of a full derivative. This situation cannot be improved because of the following result.

Proposition 1.1. Let n > 2. Let ¢ € €(Q) be a weight function and X be an open subset such that X € €.
Assume that there exist C >0, 19 >0, v; > 6, and j € {0,...,4} such that

4 .
(1.9) _ZO Wz‘; e Dful|72 < Cle™? Bul 7,
J=018l=j

for allu € €°(X) and T > 19. We then have v; = 6, for all j € {0,...,4}.
We refer to Appendix B.2 for a proof.
Let us now consider a nonlinear problem of the form

(1.10) Bu = g(u,u',u®,u®) in Q,

with the nonlinear function g satisfying the estimation

3
(1.11) 19(y0, Y1, y2,93)| S 2 lyj-
j=0

Let 29 € Q and let f be a smooth function such that f/(z¢) # 0. A unique continuation problem is then:
Does (1.10) and w = 0 in {z; f(z) > f(zo)} imply that u vanishes in the vicinity of z(?
A wide range of unique continuation results are available in [Hor85a, Section 28.3] and [Zui83]. For a simple
presentation the reader can consult [LL11].
Because of the nonlinearity involving the third-order derivative of the solution u, and observing that the power
in 7 for the derivative of third order in (1.7) is zero, a fact that cannot be repaired according to Proposition 1.1,
we may face an obstacle to a direct proof of the unique continuation property. We shall however see that
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replacing the Carleman estimate (1.6) for A by its counterpart estimate with two large parameters allows one
to circumvent this difficulty.

By Theorem 4.13 below, for any r» € R (see Corollary 3.9 and the remark that follows), there exist C' > 0,
70 > 0, and ag > 0 such that

(1.12) a 3 (ar) P2 e DUz, < Ollg"em™ Aullza,  w € €2 (X).
|BI<2

if 7> 75 and « > ag, for ¢ = e*¥®) with 1) smooth such that 1) > 0 and [¢/| > 0 in Q, with X € Q. The
parameter o quantifies the convexity of the weight function. Applying this estimate twice, we then obtain

o 3 (ar)P A S (ar)328l|| B BB e pBHATy 12,

[8/1<2 |B1<2
Sa Y (ar)? 2 Neme s IPTADE u| 2,
|B7]<2
=a Y (ar)?2N)eeps TP D Au|2. < ||e7? Bul2,
|8'1<2
which reads
(1.13) a? wlz (ar)®= 218113~ 18le7e DB |2, < (|7 Bul2..
<4

The explicit dependency upon the parameter o including a gain of the factor a? on the Lh.s. of (1.13) as
compared to (1.7) allows us to simply conclude to the unique continuation problem stated above, as we shall
see now.

Proposition 1.2. Letu € H*(Q) be such that Bu = g(u,u’,u® u®) and such thatu = 0 in {z; f(x) > f(xo)},
for some xo € Q and f smooth such that f'(xo) # 0. Then, there exists a neighborhood By of xo such that
up, = 0.

Proof. We pick a function 1 whose gradient does not vanish near a neighborhood V' of zy and that satisfies
(Vf(xo), Vib(z0)) > 0 and is such that f — ) reaches a strict local minimum at z¢ as one moves along the level
set {x € V; ¢(x) = (x0)}. For instance, we may choose 1(z) = f(z) — c|r — x¢|?> + Cp. The constant Cj is
chosen such that 1 is locally positive. We then set ¢ = e®¥. In the neighborhood V the geometrical situation
is illustrated in Figure 1.

We call W the region {z € V; f(z) > f(xo)} (region beneath {f(x) = f(x¢)} in Figure 1). We choose V'
and V" neighborhoods of z( such that V" € V’ € V and we pick a function x € €>°(V’) such that x = 1 in
V"”. We set v = xu and we then have v € H;(V). Observe that the weak Carleman estimate (1.13) applies to
v by a density argument. We have

Bv = B(xu) = x Bu+ [B, x]u,
where the commutator is a third-order differential operator. For 7 > 75 > 0 and a > «ag > 0 we thus obtain

a? | ; (ar)* 2P *Ple? DR (xu)l|72 S llem xg(u,u',u®  u®) |22 + |7 [B, xul 2.
BI<3

< X lle™xD7ullze + e7¢[B, x]ull
1B1<3

S X e DIz + X le™?Quull7s,
[B]1<3 JjEJ
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FIGURE 1. Local geometry for the unique continuation problem. The striped region contains
the support of [B, x]u.

with J finite and each @); is a differential operator of order less than 3, whose coefficients have support in
supp(x’). For a sufficiently large we find!
a® 3 (an)* 2 Wljp* Wlee DR (xu)|[72 S X (|79 Q;ull72,
1Bl1<3 jed
As x =1 1in V" we then write
DY (O‘T)G;QW||S037|ﬁlengU||2L2(V~) S > ||€T@qu||%2(5)7
[B]<3 JjeJ

where S = V' \ (V" U W), since the supports of Q;u, j € J, are confined in the region where x varies and u
does not vanish (see the striped region in Figure 1).

For all e € R, we set V. = {z € V; p(z) < ¢(x¢) —€}. There exists € > 0 such that S € V.. We then choose
a ball By with center xg such that By C V" \ V. and obtain, for 7 > 79,

€780 @ |ul| s gy S €75 P |uf (s,
Since infp, ¢ > supg @, letting 7 go to +00, we obtain u = 0 in By. [ |

Estimate (1.13) is a weak form of Carleman estimate, with the loss of a full derivative. We improved upon
(1.7) with the introduction of the second parameter «. It is then natural to question the optimality of the
power of « in (1.13). The same question holds for the Carleman estimate for the Laplace operator (1.12). The
following two propositions provide positive answers to these questions.

Proposition 1.3. Let n > 2. Let v € €>(Q) be a weight function and X be an open subset such that X € €.
Assume that there exist C >0, 19 > 0, ap > 0, and v > 1 such that

(1.14) @ ¥ (a7)* o2 Vleme DRu| 72 < Cle™ Aul3s,
|BI<2

where ¢ = ¥, for allu € €2°(X), T > 10 and a > ag. We then have v = 1.

This result is proven in a more general setting in Proposition 5.11. An explicit proof similar to that of the
following proposition can also be carried out. To ease the reading of this introductory section we have placed
this proof in Appendix B.3.

IThis is the precise point where estimate (1.7) is not sufficient.
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Proposition 1.4. Let n > 2. Let ¥ € €(Q) be a weight function and X be an open subset such that X € .
Assume that there exist C >0, 19 > 0, ag > 0, and v > 2 such that

(1.15) a7 33 (ar) 2Pl PPleT D7 < Clle™ Bul7e,
|B1<4

where p = e, for allu € €°(Q), 7 > 19 and a > . We then have v = 2.
We refer to Appendix B.3 for a proof.

1.5. Outline. In Section 2 we present the Weyl-Hérmander pseudo-differential calculus with two parameters
and the associated Sobolev function spaces. Section 3 is devoted to the study of Carleman estimates with two
large parameters under strong pseudoconvexity assumptions such as the estimate presented in (1.3). In Section 4
we investigate conditions that lead to stronger estimates. The simple-characteristic property leads to estimates
of the form of (1.4). We also investigate the impact of the ellipticity of the operator on the Carleman estimate,
either under the pseudo-convexity condition or under the simple-characteristic condition. In Section 5 we prove
that that strong pseudo-convexity is necessary and sufficient for a Carleman estimate of the form of (1.3) to
hold. We also prove that the simple-characteristic property is necessary and sufficient for a Carleman estimate
of the form of (1.5) to hold. Finally, we discuss the optimality of the power of the parameter « in the different
types of estimates presented here. In Appendix A we present some elements of pseudo-differential calculus. In
Appendix B we collected some technical computations and proofs.

2. A PSEUDO-DIFFERENTIAL CALCULUS WITH TWO LARGE PARAMETERS

We set W = R™ x R™, often referred to as phase-space. A typical element of W will be X = (z,¢), with
r € R" and £ € R™.
Let ¢ € €°°(R™; R) be such that
(2.1) Y >C >0, [/ >0, and ¢ < 0.
We then set
o(z) = @), with « > 1.

We observe that |¢'| > 0. We make the following further assumption on the function .
Assumption 2.1. There exists k > 0 such that

supy < (k+ 1)inf ).
R"L R"L

As a consequence we find

(2.2) Va,y €R", p(y) < p(a)F

2.1. Metric and order function on phase-space. We consider the metric on phase-space:
|d¢|?

p?

(2.3) g = a?|dx|* + with p? = p?(z,&71,0) = (Toap(x))Q + €%, and7>1, a>1.
We shall refer to p as to the order function below. The explicit dependency of p upon the parameter 7 and «
is dropped to ease notation.

The first result of this section shows that this metric on W defines a Weyl-Hérmander pseudo-differential
calculus.

Proposition 2.2. The metric g and the order function p are admissible, in the sense that,
(1) g satisfies the uncertainty principle, with Ay = h;l =a lp.
(2) w and g are slowly varying;
(3) w and g are temperate.
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For a presentation of the Weyl-Hérmander calculus we refer to [Ler10], [H6r85b, Sections 18.4—6] and [Hor79).

Proof. The dual quadratic form of g is
|dé|?

a?

97 = p?|da|* +

We then have

[N

N (X) = (hg) 7 (X) = il (9%(T)/gx(T))" =™ u(X) = rp(@) = 1.

The uncertainty principle is thus fulfilled.
We now prove the slow variations of g and pu, viz., there exist K > 0, r > 0, such that

{gy (T) < Kgx(T),

2
=5 =

We thus assume that gx (Y — X) < r2, with 0 < r < 1 to be chosen below. With X = (,¢) and Y = (y,7),
this gives

& — )

alr —y| + <Cr.
=yl )

Under this condition, we observe that we have
(2.4) o(z) = 4@ = () (@YW < (y)elm =yl 1Vl < () LTIV e < o).
Similarly we have
(2.5) e(y) S o).
We also have
(2.6) Inl < n— &+ €] < Cru(X) + [¢] < p(X).

Next, we write
€l < In =&l + Inl < Cru(X) + In| < Cr(ra(z) + [€]) + Inl.
Hence, for r sufficiently small, with (2.4), we have
(2.7) €l S Ta(@) + [0l S u(Y).
With (2.4) and (2.7), resp. (2.5) and (2.6), we find
W(X) S (Y, resp. u(Y) S pl(X).
Then if T' = (t,0) € W we find
02 _ 102 _ o
p(Y)? ™ p(X)2 ™ p(Y)?

and this gives gy (T) < gx(T) < gv (7).
We now prove the temperance of g and pu, viz., there exist K > 0, N > 0, such that

gx (T) N
VX,Y, T € W, <C(+g%(X -Y))",

av(T) ( 9% ( ))
VX,Y € W, X <C(+g%(x-v)".

pw(Y')
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For X = (2,§) and Y = (y,7n) we have
€ —nl?
0% (X~ ¥) = (X — gl + BT

‘We note that

Bl cap(u) £ (14 g% (X — V) E) )

(2.8) Sl < Il + 1§ —nl < Inl +
First, if o]z — y| < 1, then ¢(z) < ¢(y), arguing as in (2.4). We thus have

Top(z) S pY).

Second, if oz — y| > 1 we write

rap(r) S p(X) < p(X)=— < |z — ylp(X)uY) S 1+ g% (X = Y)2)u(Y).

In any case, we have Tap(z) < (1+ g% (X — Y)%)u(Y) and along with (2.8) we obtain the temperance of p:

W(X) S (14 g% (X = Y)H)u(Y) < (1+ g% (X —Y))u(Y).

For the temperance of g we need to prove

16| ” 16| _
Mﬂ+m§5§u+gﬂX—Y» (M+ Oﬁ) T =(t,0)eW.

To conclude it suffices to prove
- N
p(¥) S (1+9%(X =Y)) " pu(X).
We have

€ - m

(2.9) Il < €]+ 1€ =l < €]+ S—Trap(@) S (14 9% (X = Y)3) u(X).

It thus remains to prove
o N
(2.10) Tap(y) S (1+ 9% (X - Y)) u(X).

First, if ajz—y| < 1, then ¢(y) < ¢(x), arguing as in (2.5). Estimate (2.10) is then clear. Second, if a|x—y| > 1,
with Assumption 2.1 and (2.2) we write

k+1
ra(y) < rag(@) < HEEE < (BN 00 < (- Y 00 5 (04 g0 - 100 ),

~ (ta)k To T

since 7 > 1. In any case, we thus have

rap(y) S (1+ 9% (X = Y)2) u(X),

which concludes the proof. |

2.2. Sobolev Spaces. We shall define Sobolev spaces associated with the calculus defined by the metric g.
Note that the semi-classical setting of the metric g allows us to introduce such spaces without relying on the
more intricate analysis of [BC94]. The proofs of all the results listed below can be found in Appendix B.

We set 7(x) = Tap(x).

Lemma 2.3. Let k,s € R. For 7 sufficiently large, H = Op™ (7 *u~%) Op™ (7*u*) is an homeomorphism of
L2(R™) onto itself.
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We now define, for k,s € R,
S, o(R™) = {opW(%*smk)v; ve LZ(R”)}.

Note that because of the boundedness of the function ¥ (see Assumption 2.1) this space is in fact algebraically
equal to the usual Sobolev space H*(R").
For u € /4, s(R™) we set

ks = |l OPW(%S#k)UHLQ(Rw
With Lemma 2.3 we see that |.||x s is a norm on % ;. Moreover, for u € 5, s(R"), if v € L*(R™) is such that
u = Op% (7 *u~")v, then v is uniquely defined.

[Ju

Lemma 2.4. Let k,s € R. There exist C > 0 and 11(k,s) > 0 such that for all u € S (R™) there exists
v € L2(R"™) such that u = Op™ (F~*u~*)v and

1/Cllulles < llvllze < Clluflr,s, 7 =71(k,s).
Proposition 2.5. Let k,s € R and 7 > 11 (k, s).

(1) The function space /G, s(R™) equipped with ||.||k,s is a Hilbert space with #(R™) as a dense subspace.
(2) There exists C > 0 such that if u € 4 s and uw = Op™(F*u~F)v, with v € L?(R™), we have

1/Cllullg,s < [vllz2 < Cllullk,s
(3) Let k,k',s,s' € R. Fora € S(7u*,g) there exist C >0 and 71 > 0 such that for all 7 > 71, we have
1OD™ (@l < Cllullishasss € Hiprasw (RT).

In particular, if ¥ < k and s’ < s we have
L (R™) C H,.s(R™") C o (R™).
We finally sharpen the result of Lemma 2.4.

Lemma 2.6. Let k, k', s,s" € R. There exist C > 0 and 71(k, k', s,s") > 0 such that, for 7 > 11 (k,k’',s,") > 0
we have:

(1) For all u € #(R") there exists a unique v € L*(R™) such that u = Op™ (7 *u=F)v;
(2) Moreover, v € Ay o (R") and

CHullksrrstst < Nollirst < Clluallbnr,ss-
Lemma 2.7. Let s,k € R and a € S(7°1*, g). There exists C > 0 such that, for T sufficiently large,
|(Op™ (a)u,u)| < CHuHQ%%, ue S (R").
Proposition 2.8. Let s,k € R. There exists C > 0 such that, for T sufficiently large,
(Opw(%suk)u,u) > C||u|\2g , ue S (R").

5
3. CARLEMAN ESTIMATES UNDER STRONG PSEUDOCONVEXITY ASSUMPTIONS
Let P(x, D,) be a differential operator of order m, with homogeneous principal symbol p(z, £).

Definition 3.1 (Principal normality [H6r85a, Definition 28.2.4]). The operator P(x, D,) is said to be principally
normal on (Q if for all open subset X & 2, there exists some C > 0

(3.1) {5, p}(2,6)| < Clp(=, )] "7, z€X, £eR™

Elliptic operators and operators with real coefficients in the principal part are typical examples of principally
normal operators.
We shall now revisit some consequences of the pseudo-convexity and strong pseudo-convexity properties.
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{to(x) = (o)}

FIGURE 2. Geometry of the bicharacteristics in the case the function v is pseudo-convex.

3.1. Pseudo-convexity properties and symbol estimates. Let ¢ € €°(Q,R). We recall the following
definitions [H6r63].

Definition 3.2 (pseudo-convexity). We say that 1 is pseudo-convex at z € Q w.r.t. P(z, D,) if ¢/(x) # 0 and
if

(Pe) VE e R™M0, p(z,&) =0and {p,¢}(2,§) =0 = Re{p,{p,¢}}(x,&) >0.

The function v is said to be pseudo-convex w.r.t. Q and p if ¢/’ # 0 in Q and (¥c) is valid for all x € Q.

In the case of a real principal symbol, we have {p,v} = Hy¢ and {p,{p,¢}} = H2¢, i.e., first and second
derivatives of the function v along the bicharacteristics associated with p. Then the pseudoconvexity implies that
if the function ¥ (x) goes through an extremum along the bicharacteristics then it needs to be a non-degenerate
minimum. This implies a convexity for the bicharacteristics as illustrated in Figure 2.

We note that

(3.2) {p,}(2,6) = (pe(x,6),¢'(2)), and  Re{p,{p,v}}(x,&) = by (z,6),
with
(3.3) Op,y(,€) = Z; 07,0, (@) 0, D(, €) O, p(, ) + Re 3 8,4 («) {P, Og,p} (2, €).

Observe that 6, (z, &) is homogeneous of degree 2m — 2 in &.

Definition 3.3 (strong pseudo-convexity). We say that v is strongly pseudo-convex at © € Q w.r.t. p if

(1) 4 is pseudo-convex at x w.r.t. p;
(2) if for all £ € R™ and 7 > 0,

(s-We)
) . 1, ) )
px, € +irg/(2)) = 0 and {p, ¢} (2, {+ir¢ () =0 = APz, & — iy (@), p(z, § + iy () } > 0.
The function ¢ is said to be strongly pseudo-convex w.r.t.  and p if items (1) and (2) are valid for all = € Q.

We note that

l{ﬁ(%& — ity (x)), p(a, € + 19’ (x)) } = { Rep(x, & + 79/ (2)), Imp(z, £ +i7¢'(2)) } = Oy (2,€,7),

(34)
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with
(3.5) Opyp(z,&7) =7 Zk aijka(z) De,p(x, & + it (2)) Og, P, & — it (2))
J,

+ Im Z Oz, p(x, &+ i (2)) O, Pz, € — iT¢' (x)).
j

Observe that ©, ,(x,&,7) is homogeneous of degree 2m — 1 in (£, 7).

Remark 3.4. Note that there are operators for which no weight function can be strongly pseudo-convex. This
is for instance the case of the bi-Laplace operator P = A? in dimension greater than or equal to two. In fact,
observe that with p(£) = |£]* then

Pl +iry) = (S +imd)?) s Apvdw €+ i) = (G + i) (€ +imdd ),

and

Opy(z,&,7) = 167p(x, & +iTY)") ZI:C (‘ﬁjlkw(x) (fj + ZT¢;) (fk + 17'1%)
7,

Then if £ L ¢/(z) and [§| = |7¢'(x)| we have p(z,& + ity") = {p, Y} (z,{ + iT¢’") = 0 and yet O, 4 (z,§,7) = 0.
In fact, this obstruction makes sense: a Carleman estimate of the form of (3.10) in Theorem 3.7 below cannot
be achieved for the bi-Laplace operator because of the optimality result of Proposition 1.1.

The following result sharpens the estimate of Proposition 28.3.3 in [Hor85a] in the case of a weight function
of the form ¢ = e®¥.

Proposition 3.5. Let P be principally normal on  and let ¢ be a strongly pseudo-convex function w.r.t. )
and P. We set ¢ = e*¥ and

(=((z,&7) =& +irg'(x) =& +if(x)Y (), T(2) = Tap().
Let X be an open subset such that X € Q. There exist C >0, 19 > 1, ag > 0 such that we have

(3.6) Fa)p2m=b < C(|p(x,§)|2 + %{p(m,ﬁ),p(m@)}), T>17, a>ag, (,6) € X x R".

Remark 3.6. The following computations will be useful in the proof and at various places in the article. With
(3.3) we find

0o (€)= 0% 1, 9(2) Deu (2, ) O (2, €) + Re 3 0r, 0(0) B, 0,0} (0, €)
Js J

which, as ¢ = e®¥ yields
(3.7) Op.p(,€) = by (. ) + a0l (p(2,€), ' ().
With (3.4) we find

3 P00, 0) = €.00,6.7) = 7 D08, 0(0) 060, 06,0 + 1 509, €) 9 7, ).
which yields
B P00 O} = ) D, V) 060000 06,7, T) + 7@l ke, 0.4 )
1 00,0, C) 9 P 0)

= (2,6, 7(2)) + F(@)al(pe (x,C), ¥/ (2))*.
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Proof of Proposition 3.5. The proof is along the lines of that of Proposition 28.3.3 in [Hor85al.
On the compact set {(z,£) € X x R™; |£| = 1} the pseudo-convexity of ¢, with (3.2) and (3.3), implies

v(Ip(a, )| + (P (@, €), %' @) ) + 0y (2, ) = C > 0,
for v sufficiently large. By homogeneity, with (3.3), we find
v (Ip( 116 + k2, W @D ") + 0y, &) 2 P, weX, ceR
We first consider the case 7(z) < [£]. With the form of 6, , in (3.3) we then obtain

v (I LT + (5 )0/ @G ) + 2, (2) 0P ) e ()
+ Re Y 0., %(2) {p. O, p} (. ) 2 ("2

Since p(z, &) is principally normal, Lemma 28.2.5 in [H6r85a], with N = ¢’(z) and 7(x) in place of 7, yields
[#(@) " T 3 0, pl, )0, p(2,C) — Re Y- 0. () {B, 0, p} (2, €)|
j j

C (7@ (@) 1™ + #(@) (e, QL™ + (P, O,/ (@) I,

Using that 7(z) < [£], we then obtain
(@) p(x, OIS + [{pe (@, ©), ¥ (@) [¢™ 7 + Z 0, 0(@) Og, B2, €) Og, p(x, )
+7(x) " I Y 9, p(, )0, B, C) 2 [P 2.
j

With the Young inequality, for 7(z) and « sufficiently large, i.e., for 7 and « sufficiently large, we obtain

(3.9) (@) p(z, OF + al(pe(2,¢), ' (@) * + 7(2) 71Oy (2,€,7(2)) Z |72
With (3.9) and (3.8) we thus obtain (3.6)

e OF + 5P, ), plz, O} 2 @)D 2 7D,

using that 7(z) < |[.
We now treat the case || < 07(z), for some fixed 6. We introduce 7 > 0 and place ourselves on the compact
set

€ ={(x,6,7); P2+|EP =1, |¢| <7, zeX}).
As 1) is strongly pseudo-convex, we have

a(F pla, & + 70 (@) + (ko € + 70 (2), 0/ (@) 2) + Op(@,6,7) 2 €. (@,6,7) €,
for « sufficiently large. By homogeneity we find

o (#7 ol €+ 9 @) + 2 pk(a, €+ (2)), 0 (@) ) + O, €,7) Z (171 + 16D,

for all z € X, 7 > 0 and ¢ such that [£] < 67(z).
We apply this last inequality to 7 = 7(z) in the case [¢] < §7(x). As a/7(x) =1/(1¢(x)) < 1, this yields

p(, QI + 7(2)al(pe(x,¢), ' (@))* + Opy(, &, 7(x)) 2 ¢,

We have [¢[*™~! > 7(x)u?™=1). Hence, recalling (3.8) we also obtain (3.6) in this second case. [ |
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3.2. Carleman estimate. Based on the pseudo-convexity properties we presented above and the pseudo-
differential calculus of Section 2, we shall now prove a Carleman estimate with two large parameters.

Theorem 3.7. Let P = P(x, D) be a principally normal operator in Q0 of order m and ¢y € €°°(Q2), v > C >0
on Q, be a strongly pseudo-convexr function w.r.t. Q and P. We set o = e®¥. If X is an open subset, X € (2,
there exist C' > 0, oy > 0, and 71 > 1 such that

(3.10) > (ra) "I gmolii-bere DR, < Ol Pull3s,
|Bl<m

forallu e €°(X), o> ay, and 7 > 1.

Proof. Let Y be an open subset of € such that X € Y € ). Proposition 3.5 applies in Y.

Carleman estimates of the form (3.10) can be handled locally and can be patched together (see [H6r63]).
Hence, there is no loss of generality in restricting ourselves to a small neighborhood V' of a point zy € X, with
V €Y. We also choose a small neighborhood W such that Ve W € Y.

There, the function 1 can be used as a coordinate function. We can then modify the function ¢ outside
W so that it satisfies Assumption 2.1. This allows us to use the calculus that we presented in Section 2. We
assume u € €°(V).

We denote by p = p(x,&) the principal symbol of P. We set P, = e"Pe "% and v = e”?u. We have
P, = P(z,D, +it¢'(z)) € ¥(u™,g). Its principal symbol in S(u™, g)/S(au™ 1, g) is given by

Pp = Py(x,§,7) = p(z,§ +iT¢' (7).

By Lemma 2.4, there exists w € L*(R") such that v = Op™ (pu!~™)w. We set Q = Op™(p,) Op™ (u'~™) €

U(u,g) (we consider only the principal part of P, at first). We then write
HQw”i2 = (Q*Qwv w)L2a

where the Weyl symbol of Q*Q € ¥(u?,g) is given by

1
(3.11) p= ;12_27”(|py,|2 + Z{p?,,m,}) mod S(a?, g).

by (A.2) and (A.3).
By Proposition 3.5, for 7 and « sufficiently large, we have p — Cragp > 0 in W. Let x € €2°(W) such that,
0 < x <1and yxy=11in a neighborhood of V. We then write

p=p+r,  p=px+pF1-x), r=(p—p)1-x).
Then p € S(u?, g) and p—C7agp > 0 in the whole phase-space. Recalling that )\3 = p?/a?, the Fefferman-Phong
inequality (see [FP78] and Theorem A.4 below) then yields,

(3.12) 1QulZ2 = (Tapw,w)r2 — Cllaw||7. + (Op™ (r)w, w) 2.
As p = e with ¢ > C > 0 on Q we find, for « sufficiently large,
|Qul32 > Cll7 w7z + (Op" (r)w, w)a.
Lemma 3.8. For any N € N, we have
1Op™ (r)wl| Lz < Cnt V(0|2

See Appendix B.10 for a proof.
For 7 sufficiently large, with Lemma 2.6 we thus obtain

~ L1 _
10p™ (py)vllze = [Qullzz Z [|Op™ (72 1™ Mol L2 = [[0]ln-1,1-
As P, — Op“(p,) € ¥(au™ !, g), for a sufficiently large we obtain

1PovllL2 Z [|vllm-1,1-
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For any £, with |3| < m — 1, observe that

(rag) "~V DE = FEFMTIDTIDE c w(Fh Tt g),
and thus by Proposition 2.5 we have
(m=1BD=3 (m—|8)—4
[Pevll 2 32 (1) 2|l 1072 DYl .
[Bl<m.
The conclusion of the proof is then classical. |

Note that the power of the function ¢ that appears in the estimate can be shifted easily, as stated in the
following corollary.

Corollary 3.9. Let r € R. Under the same assumption as in Theorem 3.7 there exist C > 0, o > 0, and
71 > 1 such that

(3.13) > (ra)* "D plmI8D b ere DRu|2, < Ol e Pul 2,
|Bl<m
forallu € €°(X), a > ay, and 7 > 1.

Note that similar results can be achieved for the Carleman estimates proven in the section below. We shall
omit to write these results below.

Proof. We assume r # 0. Let s € R* and let Q = ¢(z, D,) be a differential operator of order ¢ € N*. The
symbol of the commutator [Q, ¢*] in the standard quantization is

18l

S S ? S

qog® —¢'q= 3 —0lq(x,£07(¥").
1<yl T

(See Appendix A where notation related to the pseudo-differential calculus is presented.) Observing that
102 (¢*)| < alp® we find that

(3.14) Q¢']= X a,@DZ with |a,(@)] S ol

~v=0
Let w = ¢"u. Starting from the Carleman estimate of Theorem 3.7 for w we derive (3.13).
For |8] < m — 1 we write

™21 e™ e DBy 12 < ™ E T le™ DEw] 12 + || 2P DS o w12,
which by (3.14) gives

(ra)m=1=28 | gm=h-I81rere Dy, S (ra)?m 1281 ([l A= 12leme D w2,

TS azwmm||<pmfé—w|ewmw”%2)
IvI<IBl-1 ‘
< Lh.s. (3.10),

if « >0 and 7> 1. We thus obtain

(3.15) S (ra) 2T [ gmarlBl= eme py|2, < e w2,
|Bl<m

With (3.14) we obtain
le™ Pw|[7. < ll¢"e™ Pullg + €™ [P, ¢ Jull7

Sleme™Puliz+ 3 oM |preT Dyulf7..
[y|<m—1
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As a < () for a large we can “absorb” the sum on the r.h.s. of the previous estimate by the Lh.s. of (3.15). W
We finish this section with some remarks.

Remark 3.10. (1) As we pointed out in the introductory section, Carleman estimates are central tools for
the quantification of the unique continuation property. See [Zui83] for manifolds results. A natural ques-
tion concerns the necessity of the pseudo-convexity conditions with respect to the unique continuation
property. Answers to such question can be found in [Ali83], where for example it is proven that if the
pseudo-convexity condition of Definition 3.2 is strongly violated then unique continuation does not hold.
A mild violation of the pseudo-convexity condition as presented in [LR85] (see also [Hér85a, Section
28.4]) can yet preserve the unique continuation property with an additional compactness property.

(2) Here, we chose to use the notion of principal normality introduced by L. Hérmander and N. Lerner.
In [CDSZ96b] the authors propose a generalization of this notion. That work was motivated by the
counter-example to uniqueness of [CDS95] in which the principal normality is replaced by the (P)
condition of Treves-Nirenberg. In [CDSZ96b] Carleman estimates are derived for operators satisfying the
generalized principal normality property and unique continuation results are obtained. Their derivation
of the Carleman estimate is based on a generalization of the Fefferman-Phong inequality [CDSZ96a],
a technical point that we preferred to avoid here. Note also that the uniqueness result that is proven
in [CDSZ96b| corresponds to a stronger condition on the weight function than the pseudo-convexity
condition we use here. It coincides with the simple-characteristic property presented in Section 4.1.
Note finally that nonuniqueness may also result of a strong violation of their generalized principal
normality condition with a zeroth-order perturbation of the operator.

4. CASES OF STRONGER ESTIMATES

In this section we present classes of operators for which stronger Carleman estimates with two large param-
eters can be derived as compared to the result of Theorem 3.7.
As in the previous section p(z, &) denotes the homogeneous principal part of the differential operator P =

P(z,D,).

4.1. Simple characteristics. We introduce the map
pze : RT = C,

(4.1) b pla, €+ iF(2)),

where x €  and £ € R™.

Definition 4.1. Given a weight function ¢ and an operator P we say that the simple-characteristic property
is satisfied in Q if, for all z € Q, we have £ = 0 and 7 = 0 when the map p, ¢ has a double root.

Note that the case & = 0 is particular, as the root 7 = 0 has of course multiplicity m. Note also that we have

(4.2) P ¢ (7) = ipg (2, & + i7" (), (x)) = i{p, ¥} (x, & + i7" (2)).
We can thus formulate the condition of Definition 4.1 as
(4.3) p(x, & +iry' (2)) = {p, Y}z, E+ it (x) =0 = £=0,7=0.

Note that this implies that the hypersurface {¢) = Cst} is not characteristics, that is p(z,v’(x)) # 0.
Otherwise choosing ¢ collinear to ¢'(x) we find p, ¢ identically zero. In particular this implies that |¢'| # 0.

With the simple-characteristic property we shall obtain below a Carleman estimate with an additional power
in the second large parameter .

Examples 4.2. If P(z, D,) is a first-order operator then p, ¢(7) is a first-order polynomial in 7. If the leading
coefficient does not vanish then the simple-characteristic property is clearly fulfilled.
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For a second-order elliptic operators with real coefficients then p, ¢(7) is a second-order polynomial in 7
where the leading coefficient does not vanish if ¢'(z) # 0. Property (4.3) holds. Indeed, complex roots of
o +— p(x, & + o'(x)) come in conjugated pairs. They can only be double if they are real. For the roots of
T pg,e(7) this means 7 = 0, that is p(x,§) = 0.

Evidently, if p(x, ) and ¢(z, ) are such that their respective maps (4.1) satisfy property (4.3), with different
roots, then their product will also satisfy this property.

Note that elliptic operators with real coefficients of order higher than two may however not satisfy this
property, e.g. the bi-Laplace operator A% in ) € R" with n > 2, independently of the choice of the weight
function. An example of an elliptic operator of order greater than two satisfying the simple-characteristic
property (4.3) is D;‘l + D;ﬁ2 in Q C R? for any function ¢ whose gradient does not vanish in €.

An example of a second-order operator that is not elliptic satisfying the simple-characteristic property (4.3)
is D2 + Dy, Dy, in Q C R?, with (z) = 1(21 — a)?, where a is such that [¢/| # 0 in Q, e.g., if @ C {z1 > a}.
Another example is P = D,, D,, in Q C R?, with ¢(x) = 21 + 25. We shall go back to this example at the end
of Section 5.

Note that the examples we have just given are principally normal (see Definition 3.1) as they have real
coeflicients.

Remark 4.3. The simple-characteristic property (4.3) implies that v is strongly pseudo-convex with respect to
Q and P. However there exist operators and weight functions that satisfy the strong pseudo-convexity conditions
without fulfilling the simple-characteristic property (4.3). Such an example is given by P(D,,) = D,, in Q C R?
with the weight function 1 (z) = 22 /2 + x.

Details on some of the examples and remark above can be found in Appendix B.11.

Remark 4.4. The simple-characteristic property is independent of the notion of principal normality. Consider
the operator P(z, D,) = Dy, + i(x1Dy, + D,,) with symbol p(x,&) = & + i(z1&2 + &3). With ¢(x) = 21, the
simple-characteristics property is fulfilled. However the operator is not principally normal. Observe that we
have

{p.p}(x, &) = 2i{Rep, Imp} = {{1, 21& + G5} = &,
which implies that (3.1) cannot be achieved if 1 = & = &5 = 0.

Proposition 4.5. Let P be principally normal on Q and let ¥ be such that the simple-characteristic property
(4.3) is fulfilled. We set ¢ = e*¥ and

(=((z,&7) =E+irg (x) = +if(x)y (), T(2) = Tap().
Let X be an open subset such that X € Q. There exist C >0, 19 > 1, ag > 0, and vy such that we have

(44) F(x)*pmY < C(V|P($>O|2 + %(;C){p(w,@,p(w,()})’ T>7, a>ag, v, (7,6) € X xR

Proof. On the compact set L = {(x,£) € X x R"; |¢| = 1} the simple-characteristic property (4.3) with (4.2)
yields, for v sufficiently large,

vlp(a, &)| + [(pk(,€), 9" (2))[* > C > 0.
For «a sufficiently large we find (see the definition of 8, ,(z, &) in (3.3))

valp(@, €)| + al(pe(z,6), ¥ (@)* + Opy(2,) = aC" > 0, (2,6) € L.

By homogeneity, recalling that 6, ,(x,§) is homogeneous of degree 2m — 2 in £, we then obtain

valp(a, OIIE™ ™ + al(pe (@, ), 9" (@)* + Opp(2,€) 2 al€™ %, 2 € X, E€R™
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We first consider the case 7(z) < |£]. We then obtain
valp(z, O)I[CI" ™2 + al(p (x, ¢), v/ (2)) * + Z 0 ¥ (%) 0, D(, Q) O, pla, C)
+ Re;%w(w) {P.0¢,p}(w,8) 2 al¢" 2.

Since p(z, €) is principally normal, Lemma 28.2.5 in [H6r85a], with N = ¢’(z) and 7(x) in place of 7, yields

|7 ()" Im Y 0y, p(, )0, B, C) — Re 3 0, 00(x) {P, O, p} (, €)

< C(F@)' (@) P + #@) " ple, QL™ + (phle, O,/ (@) ™).
We thus find

valp(a, O[¢]™ 2 + al(pg(x, ), 9" (x))[*
+ 2}2 82J_Ikw(x) ¢, p(z, Q) Og;p(x, C) + 7(z)" ' Im E 0z, p(, )0, B(, Q)
3,

C (7@l @) I[P + (@) pla, O™ + (B, O, (@) ¢ ) = Clal¢2m2,
After a multiplication by 7p(z)7(x) we thus obtain, with (3.4),

v (2)?[p(a, OIICI™ ™ + 7(2)*| (P (2, ), ' (2))* + T0(2)Op,u (2, €, ())JrC(Tsﬁ(fﬂ)?(ﬂf)zIw’(I)IICIQ’"’3

+1p(@)p(z, O™ + ()7 (2) (P (2, ), ¥ () ¢ 1) 2 C'7(x)?|¢lm 2.
With the Young inequality we observe that we have
v (@)?|p(a, OIICI™ 2 S vlp(, O + v 7 (2) ¢,
—_——

<F2c[em =2
()7 (@)Y (@) P72 S ()PP < PP as > 1,

To(@)Ip(z, O™ < le( SO+ v ()¢ 2,

=v—1la—272|¢|2m—2
(@) (@) (pe (. O, ¢ (2)) [ S 7(@) (P (2, O, ¥ (2))|* + @727 (2)?[¢]*™ 2.
With « large these estimates yield
vip(z, Q)1 + 7(2)?[(pe (2, C), ' (@) + 79 (2)Op,p (2, &, T(2)) Z 7(2)?[¢]*" 72,
which by (3.8) reads

(e, OF + T (e, 0. (2. )} 2 7(@)Ic 2

We now treat the case || < §7(z), for some fixed §. Let 7 > 0 and consider
2

F(2,6,7) = vip(z,§ + it (@)* + 72 |(pe (2, € + 79 (2)), ¥ (2))] -
We place ourselves on the compact set
¢ ={(2,6%); P2+ 6P =1 z€X, E€R", #>0, | <7}
By (4.3)-(4.2) we have
V(,§,7) €%, plx,{+ify' () =0 = F(pi(e,{+ i (), 4" (x)) # 0.



CARLEMAN ESTIMATES WITH TWO LARGE PARAMETERS 19

For v sufficiently large, we then obtain f > C' > 0 on %. By homogeneity we deduce
(4.5) f@,6,7) 2 (2 +1€*)™, 2€X, E€R, # €RY, ¢ < 57(x)
With (3.8) we have
To(x)

(0,00, (. )} = vl OF + Tap(@)(w) | (o (), () + 7p(2) Ops (€, 7))

= f(sc,E,i‘(x)) + T(,D(:L‘)@pw(x,fﬂz(l‘))
> Cﬂ2m + T@(I)@pﬂp(m,f,%(ﬂf)),

v|p(z, Q)* +

with C' > 0. Observing that 7¢o(2)|0, 4 (z,&, 7(x))| < Tp(z)p?™ 1 (x,&,7), by choosing « sufficiently large we
also obtain (4.4) in the case |£| < 07(x). [ |

With Proposition 4.5 we obtain the following Carleman estimate.

Theorem 4.6. Let P = P(x, D,) be a principally normal operator in 2 of order m and ¢ € €°°(Q), v > C >0
on Q, a function such that the simple-characteristic property (4.3) is fulfilled. We set p = e®V. If X is an open
subset, X € €, there exist C >0, ag >0, and 71 > 1 such that

“ (ra) 2"V Gm=IBI=% ¢me DB Y2, < Ol Pul 2,
Bl<m

forallu € €°(X), a > ay, and 7 > 1.
We observe that we have gained a factor a on the L.h.s. in contrast to the Carleman estimate of Theorem 3.7.

Remark 4.7. If ¢y’ # 0 in Q and P = —A then the simple characteristic property is fulfilled. With Proposi-
tion 1.3 we can conclude that the power of a just obtain the Lh.s. of the estimate is optimal. We shall refine
this consideration at the end of Section 5.

Proof. Let Y be an open subset such that X € Y € Q. Proposition 4.5 applies in Y. As in the proof of
Theorem 3.7 we restrict ourselves to a small neighborhood V. C W € Y of a point ¢y € X, where W is an open
subset. The function ¢ then satisfies Assumption 2.1. We assume u € €°(V).
We denote by p = p(x,&) the principal symbol of P. We set P, = e™Pe™ "% and v = e"?u. We have
P, = P(xz,D, + ity (x)) € ¥(u™, g). Its principal symbol of given by
Pp = Py(x,§,7) = p(z,§ +iT¢' (7).
We first consider only the principal part and set @ = Op¥(p,) and introduce
Q2 = Op"(g2) € ¥(u"™,g), with g2 =Rep,,
Q1 =0p"(q1) € ¥(u™,g), with ¢ =Imp,.
We have @) = Q2 + iQ)1 with both @2 and @1 selfadjoint.
We have [|Qu]|3. = [|Q2v]17 + [|Quv|3 2 +i([Q2, Q1]v,v) ,. With v such that v(Tp(x)) ™! <1 we then write
1 1 .
TlQulZ: = vlleTZQ2v] 22 + VT2 Qi 72 +iT([Q2, Quv,v) 1,

= ((1@207'Q> + Qup™' Q1) +7[Q2, Q1)) v, )

=Be¥(p~1p2m,g)

L2

With (A.3) and (A.4) we have

aite "= ¢7'q) mod S(a*p PR g), j=12,

i(@ia — aitee) = {@2, @} mod S(a®p>" 73, g).
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We thus find B = By + By with By € U(p~1u?™, g) and By € U(a?p~1u?m=2 g), and
_ w _ T,
By = Op" (v (a3 + ¢3) + {2, a1}) = Op” (v~ Ipyl* + Z{pwm})-
By Lemma 2.4, there exists w € L2(R™) such that v = Op™ (2 u>~™)w. We obtain
TlQullZ > (Bow, w) + (Byw, w),

with By € U(a?,g) and By € ¥(u2,g). By (A.3) the Weyl symbol of By is given by

~ —om T _

bo = p*~? (Vngal2 + fo{pwm}) mod S(a?, g),
By Proposition 4.5 we have bo — 7(x)?2 > 0in W for v, a and 7 sufficiently large. Arguing as in the proof of
Theorem 3.7 with the Fefferman-Phong inequality (see [FP78] and Theorem A.4 below) we obtain

7QullZ: = CllFw||Z> + (Op™ (r)w, w)

with || Op¥ (r)w||r2 < Cn7 V|v||z2. For 7 sufficiently large, with Lemma 2.6 we find 7||Qu||2, = || Opw(%cp*%,um’l)szLz,
which gives

1

10p™ (po)vl 72 = 1QullZ2 2 al Op™ (72 ™ )u[[Z> = aflvll;

m—1,4"

We conclude as in the proof of Theorem 3.7. |

4.2. Elliptic operators. For elliptic operators stronger results can also be achieved. First, we shall consider
elliptic operators and weight functions under pseudo-convexity conditions and, second, we shall consider elliptic
operators along with weight functions such that the simple-characteristic property holds.

4.2.1. Elliptic operators under strong pseudoconvexity condition. Let P be an elliptic operator of order m. We
first note that if ¢ is a smooth function such that |¢)'| > 0 on €, then it is a pseudo-convex function on 2 for
the operator P.

Proposition 4.8. Let P be elliptic on Q and let ¢ satisfy (s-Wc) (point 2 in Definition 3.3) for all x € Q. We
set ¢ = ™Y and

(=((a, &) =E+iry'(z) =E+if(a)Y'(z),  F(2) = Tap(@).
Let X be an open subset such that X € 2. There exist C > 0, 19 > 1, ag > 0 such that we have

1 om 1 — -
(46)  (rap) 2 < C(Ip(@, O + 5 {p(@ Oop(@.Q)}), =70, a2 a0, (@,6) € X xR
Proof. We have |p(z,£)|? 2 [£]*™. We first consider the case 7(z) < |£|. We then obtain

p(z, O Z ¢
With (3.8), by homogeneity we have |5 {p(z,(),p(z,()}| < @|¢[*™~!. For 7 sufficiently large we obtain

1 _
We now treat the case || < 67(x), for some fixed §. We introduce 7 > 0 and place ourselves on the compact
set
€ ={(z,&,7); P+ |67 =1, [¢(]<o7, ve X}
As 1) is strongly pseudo-convex, we have

aIple,€ + it @) 2 + 72/ (2, € + 70/ (2), ¥/ (@)) + 70p0(2,6,7) 2 €, (2,6,7) €F,
for « sufficiently large. By homogeneity we find

oIple,€ + 76 (@) 2 + 72|, € + 70/ (2)), 0/ (@) ) + 70,0, £,7) 2 (17] + €)™,
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for all z € X, 7 > 0 and ¢ such that [¢| < §7. We apply this last inequality to 7 = 7(z) and find

o(7@) Mol O + 7@ 0, .8 @) + Oyl € 7(2)) 2 7)™ (7] + [€),
in the case |¢] < §7(z). As o/T(x) = 1/(Tp(z)) < 1, this yields
(. O + 7(@)al(pe(z,¢), ' (@) [* + Opp(,€, 7(x)) 2 7(2) THC™ 2 7(2) " ™.

Hence, recalling (3.8) we also obtain (4.6) in this second case. [ |
With Proposition 4.8 we then obtain the following Carleman estimate.

Theorem 4.9. Let P = P(x,D,) be an elliptic operator in Q of order m and ¢ € € (Q), v > C >0 on Q,
be a strongly pseudo-convex function w.r.t. Q and P. We set ¢ = e®¥. If X is an open subset, X € Q, there
exist C' >0, oy >0, and 71 > 1 such that

(4.7) T (ra) 2T g8l eme pBY|2, < e PulZs,
[B]<m

forallu e €°(X), o> ay, and 7 > 1.

We observe that we have gained an additional term, for |3| = m, in the sum on the L.h.s. in contrast to the
Carleman estimate of Theorem 3.7.

Remark 4.10. From an estimate of the form of (4.7) by fixing the values of 7 and « we obtain

[ullgm@eny = > I1DJullL2 < C||Pul e,
|B|<m
which implies that P is elliptic. The additional term we have obtained in the previous theorem is thus a privilege
of elliptic operators.

Remark 4.11. Note that ellipticity is not sufficient for a Carleman estimate of the form (4.7) to hold. Pseudo-
convexity and strong pseudo-convexity are also needed (see Section 5 for the necessity of these conditions). The
bi-Laplace operator is a typical example of elliptic operators for which this type of estimate cannot be achieved.
See (1.7), Proposition 1.1, (1.13) and Proposition 1.4, in the introductory section for the weaker estimate that
can be obtained for the bi-Laplace operator.

Proof. The proof goes along that of Theorem 3.7. We only point out differences. For the symbol p obtained
in (3.11) we have p — p%/(Tap) > 0 by Proposition 4.8. The counterpart to (3.12) is then

Qw72 > (12 /(raw)w,w)rz — Cllaw|Z: + (Op™ (r)w, w) 2.

By Proposition 2.8 we have (u?/(Tap)w,w)p: 2> |jw||? Since flwlly,—1 Z llwllo,z 2 lpzazwl|2, we obtain

- 2

1
2
IQul|Z> > Cllw|? _y + (Op™ (r)w, w) 2.
for « sufficiently large. The conclusion of the proof is then as in the proof of Theorem 3.7. |

4.2.2. Elliptic operators under the simple-characteristic property. Combining the simple-characteristic and el-
liptic properties we obtain the following estimate.

Proposition 4.12. Let p(x, &) and ¥(x) be such that (4.3) holds. Assume moreover that p(x,§) is elliptic. We
set ¢ = ¥ and

(=C@,§7) = +irg (x) = E +iTad (w)p(x).
Let X be an open subset such that X € 2. There exist C >0, 190 > 1, ag > 0, v9 > 0, such that we have

@8 w2 < O(viple P + A2 G O 0)), T2 a2 a0, v 2w, (0,6 €X xR
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Proof. Let 7 > 0 and consider
2

f(2,6,7) = vlp(a, & + ity (2))]* + 72| (pe (2, € +i7¢' (), 4 (2))] -
We place ourselves on the compact set
¢ ={(z,67); P2+[fP=1, z€X, £€R”, FeRT}.

By (4.3) and the ellipticity of p we find

V(@,&7) €€, plx, &+t (2)) =0 = Hpi(z, &+ Ty (2)),¢'(x)) # 0.
For v sufficiently large, we then obtain f > C' > 0 on %. By homogeneity we deduce
(4.9) f@,68) 2 (P +16P)", zeX, £eR", 7R
With (3.8) we have

(e, OF + T2 (5 0, )} = vlpl OFF + gl () 9, ), 0/ (2) [ + 7)., €,7(a)
= f(z,£,7(x)) + 7¢(2)Op (., £, T())
> C/LQM + Tsﬁ(ﬂf)@p,w(% 3 7:(1'))’

with C' > 0. Observing that 7¢(z)|0, 4 (2, &, 7(2))| < Tp(z)p?™ ! (x, &, 7) we conclude by choosing « sufficiently
large. |

With Proposition 4.12 we then obtain the following Carleman estimate.

Theorem 4.13. Let P = P(x, D,) be an elliptic differential operator in Q of order m and ¢ € €°°(Q2), be such
that the simple-characteristic property (4.3) holds. We set o = eV, If X is an open subset, X & (Q, there exist
C>0,a; >0, and 71 > 1 such that

2 — —1 _ _ 1
2 B ()" e e Dl < Ol Pl
<m

forallu e €°(X), a > ay, and 7 > 1.

We observe that we have gained a factor a and an additional term in the sum on the Lh.s., for |5| = m, in
contrast to the Carleman estimate of Theorem 3.7. Note that elliptic operators of order two with real coefficients
fit the framework of this result if ¢/’ does not vanish in 2. This was used in the introduction for the Laplace
operator (see (1.12)).

Proof. Let Y be an open subset of € such that X € Y & ). Proposition 4.12 applies in Y.

As in the proof of Theorem 3.7 we restrict ourselves to a small neighborhood V' of a point zg € X with V € Y.
We also choose a small neighborhood W such that V"€ W € Y. The function 1 then satisfies Assumption 2.1.
We assume u € 6°(V).

We set P, = e’ Pe” "% and v = e"¥u. We have P, = P(z, D, +it¢'(x)) € ¥(u"™, g). Its principal symbol
of given by

Py = pga(xa & T) = p(x, §+ iﬂpl('r))'
We introduce the selfadjoint operators
P, — P
20

P+ P
2
with principal symbols g2 = Rep, and ¢; = Imp,.

Q2 and Q=
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We have [|P,v||7. = |Q2v]17. 4+ Q1v]132 +i([Q2, @1]v,v) . With v such that v(7¢(x)) "t < 1 we then write
1 _1 .
7l|Ppolle > vlioT2 Qa7 + vlioT2Quol 7 +i7([Q2, Qi]v,v) 1.
= ( (M(Q207' Q2+ Q1™ ' Q1) +i7[Q2, Q1) v, U) L

=Be¥(p~p?m,g)

By Lemma 2.4, there exists w € L2(R™) such that v = Op™ (o2 2z ~™)w. We then have
w(, s t-m w(, s Lom
7||Ppol72 > (Op™ (2= ™"™) BOP™ (02 p2 ™) w,w)

L2

=Be¥(u,g)
From pseudo-differential calculus (see (A.2)) the principal symbol of B is
- Com —om TY
b= i (gl + vias + Tolazar}) = 12 (vlpl + SHFG P ).
We thus have b — Cp > 0 in W by Proposition 4.12. Let x € €>°(W) such that, 0 < y < land x = 1in a
neighborhood of V. We then write
b=b+r, b=bx+u(l—x), r=0b-p(-x).

Then b € S(p,g9) and b — Cp > 0 in the whole phase-space. Recalling that A\, = p/«, the sharp Garding
inequality (see Theorem A.3) then yields,

7| Povll3z > (Op* (i, w)zz — Cllatw|7z + (Op™ (r)w, w)re.
By Proposition 2.8 we then have
T||PpullEs > Cllwll} , - C'la%w|s + (Op™ (r)w, w) 2.
and, as ¢ = e*¥ with 1 > C > 0 on W, for «a sufficiently large we obtain
PPyl = Cllwl} o + (Op" (r)w,w) .
With Lemmata 2.6 and 3.8 we then find
|Psvllz2 2 l1(re)~20l3 0.
The conclusion of the proof is then as in the proof of Theorem 3.7. [ |
5. NECESSARY CONDITIONS ON THE WEIGHT FUNCTION AND OPTIMALITY

Starting from Carleman estimates L. Hormander derived necessary conditions on the weight function [Hor63,
Hor85a]. We apply the same approach in the case of Carleman estimates with two large parameters and weight
functions of the form ¢ = .

Lemma 5.1. Let P be a differential operator of order m with smooth principal symbol p(x, &) and let ¥ € €= (Q).
Let X be an open subset of €.
(1) If the following estimate holds,
(5.1) > (ra) "IV g Bl ere D2, < K| Pull?s, o = e,
[Bl<m
form>19>0and a > apg >0 and u € €°(X), we then have
2(m—|B|)—1 K _ = . .
62 2 (ropl@)" " IOR < @ Op@ 0} =6+ ing @) = 6+ inad (@)pla),
Bl<m

for >0 and a > ag and (x,8) € T*(X), if p(x,{) = 0. If m > 2 we have ¥’ # 0 in X. Moreover
p(x, &) does not vanish at second order at any point of T*(X) \ 0.
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(2) If the sum in (5.1) is replaced by 3 5<,, (resp- &7 32 5, O @7 30 52, with y > 0) then the same is
true for (5.2).
This lemma is the counterpart with two large parameters of Theorem 28.2.1 in [H6r85a]. The proof is along
the same lines and we refer to Appendix B.12 for it.

In Lemma 5.1 the case of first-order operators stands out. Then, in fact, the Carleman estimate (5.1) does
not imply ¥’ # 0 in . This illustrated by the following result.

Proposition 5.2. Let P = D, and let ) € €°°(Q2) be such that 92 ¢ > Cy > 0 in Q. Let X be an open subset
such that X € Q). We then have

|e7% Pul3. > ZTaCOHgo%ewuH%g, o= uwe?>®(X), 7>0, a>0.
A possible choice for the function v is ¢ = 22 whose gradient vanishes at 21 = 0.
Proof. With v = ue™ we write

HeTtpPuH%2 = HDI1U + iTUaIﬁD”%Q = ||D$1U||%2 + HTUaﬂCﬁDH%? —27 Rean (8I190)(a'1/’1v)6dx
= ||Dyyv — iT004, 0|72 + QTan 92 plv|*dx > QTan 92 olv|*da

with an integration by parts. We have 8%1@ = a?(0,,0)%p + a@ilwgo > aCyyp, which yields the result. |

Remark 5.3. In the light of Section 4.1 and Theorem 4.6 one however hopes to have stronger estimates than
(5.1) for first-order operators. We shall prove below that such stronger estimates then imply that ¢’ # 0,
regardless of the operator order.

Note in particular that the proof of Proposition 5.2 yields an estimate of the form given in Theorem 4.6, i.e.,
with an additional factor « if we further assume that 9,,% # 0 in Q.

Lemma 5.4. Let P be a principally normal differential operator of order m with smooth principal symbol p(z, )
and let ) € €°°(Q) be such that ¢’ (x) # 0. We set p = e*¥. If (5.1) holds then

(5:3) " > ap(a)|€”? < 2K Re{p, {p, 0}} (. €),

=m—1
for a > ag if (z,§) € T*(X), p(z,£) = 0 and {p, p}(z,§) = 0. If the sum in (5.1) is replaced by a3 4, then
the sum in (5.3) is replaced by oy g, ;-

The proof of Lemma 5.4 can be adapted from that of Theorem 28.2.1" in [Hoér85al.

We next prove that the strong pseudo-convexity condition on the function v is in fact necessary for the
Carleman estimate (5.1) to hold.

Theorem 5.5. Assume that estimate (5.1) holds for all open subsets X € Q and assume further that P is
principally normal. In the case of a first-order operator, we also suppose that ' # 0 in Q. Then the function
1 is strongly pseudo-conver w.r.t. P and €.

Along with Theorem 3.7 we then obtain the following result.

Corollary 5.6. Let P be a principally normal operator. The strong pseudo-convexity of 1 in §) is necessary and
sufficient for the Carleman estimate (5.1) to hold for every open subset X @ Q (with the additional assumption
that ¥" # 0 in Q in the case of a first-order operator).

Remark 5.7. Note that this result is in contrast with L. Hormander’s work where there is a gap between the
necessary and the sufficient conditions on the weight function ¢ to have a Carleman estimate (compare Theorem
28.2.1 and Theorem 28.2.3 and the connection that is made with pseudo-convexity in Section 28.3 in [Hor85a]).
Here, of course we impose a particular structure on the weight function ¢, viz. ¢ = e®¥.
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Proof of Theorem 5.5. We have ¢’ # 0 in Q (this is assumed if m = 1 or this follows from Lemma 5.1 if m > 1).
We first prove that (¥c) holds everywhere. Let x € Q and £ € R™ \ 0 such that p(z,£) = 0 and {p,¢}(z,§) =
(pe(,€),¢"(x)) = 0. Then {p, p}(x,§) = 0. Lemma 5.4 then yields 0, ,(2,§) = Re{p, {p, p}} > 0. By (3.7) we
have here

Re{D, {p,¥}} = Op.u(2,€) = (ap) " Opp(2,€) > 0.
We next prove that (s-¥c) holds everywhere. Let x € Q, £ € R™ and 7 > 0 such that
p(z,§ + i (2) = (pe(2,€ + 7Y (2)), ¥ (2)) = 0.
We then choose 7 > 0 and o > ag such that 7 = Tap(z) = 7(x). We set ( =+ i7¢/'(x) = +it¢'(x), and we
have p(z,€ + it¢’'(x)) = 0. With (5.2) and (3.4)—(3.5) we then have

Opp(z,8,7) =7 Ek 032,90 (@) O¢,p(, C) D, B2, C) + Im Y- 0y,p(w, ¢) D¢, B(x, ¢) > 0,
Js J

Le, Opy(r,&,7) = 5 {B(a, & — it/ (x)), p(x, € + 19/ (x)) } > 0 by (3.8) as (pi(z,( ¢’ (x)) = 0. u
We shall now obtain necessary conditions for a stronger Carleman estimate as in Theorem 4.6 to hold.

Theorem 5.8. Let P be a principally normal differential operator of order m with smooth principal symbol
p(x, &) and let p € €(Q) be such that the following estimate holds, for all open subsets X € €2,

(5.4) o7 Y (ra) TV IS s ere DB, < KT Pul3s, g = e,

[Bl<m
form>19>0and a>ay >0 andu € €°(X) and v > 0. Then the function ¢ is such that ¢¥'(z) # 0 in Q
and the simple-characteristic property (4.3) holds in €.

Note that in the case of a first-order operator, the stronger estimate (5.4) implies ¢’ # 0 as opposed to the
“regular” Carleman estimate with two large parameters (5.1). See also Proposition 5.2 and Remark 5.3.
With Theorem 4.6 we have thus obtained the following result.

Corollary 5.9. Let P be a principally normal operator and v be a weight function. The simple-characteristic
property (4.3) is necessary and sufficient for the Carleman estimate of Theorem 4.6 to hold for every open subset
X €.

Proof of Theorem 5.8. Assume that ¢'(z) = 0 with 2 € Q. Choosing ¢ = 0, i.e., ( = 0 we have p(z,() = 0 and
thus Lemma 5.1 yields

TP S 0y (w,0,7(@)) S F@PY, F) = rag(x)

~

by (3.5) and (3.8) for & > ap and 7 > 0, which is clearly impossible if v > 0.

First, we prove that property (4.3) holds for 7 > 0. Let x € Q and £ € R™ and 7 > 0 be such that
Pae(T) = p(x, & +i7¢Y'(x)) = 0. For e > o we set 7 = 7(a) = 7/(cwp(z)). We then have 7 = 7(x). Note that 7
goes to zero as a goes to co. Yet 7 remains fixed. By Lemma 5.1 and (3.5) and (3.8) we have

AT O (2,6,7) + 0| (P (2, € + i (2)), 9 (2)) .
It pl ¢ (7) = i{pi(a,€ +i70/(2)), % (2)) = 0 we reach the same contradiction as above,
QP S0, (2,6, 7),

since here the value of 0, ,(x,&,7) is kept fixed and « is free to increase. The root 7 is thus simple.
Second, we consider the case 7 = 0. Let x € Q and £ € R™ be such that p(z,£) = 0 and let us assume that
Plye(0) = ilpg(x,§), 9" (x)) = 0. Then {p, p(x)} = 0 and with Lemma 5.4 we obtain

W) © IS 2K Rep (1) 0. )
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With (3.2) and (3.7) we get al T/ p(x) P — 1€812 < apl, (2, €), yielding as above a contradiction if we let
« go to oo, if £ #£ 0. This concludes the proof. |

We finish this section with some consideration regarding the optimality of the powers in «. As a direct
consequence of Theorem 5.8, we have the following proposition.

Corollary 5.10. If the simple-characteristic property does not hold one can only hope for an estimate of the
form (5.4) with v = 0. In such case the powers of « in the Carleman estimate of Theorem 3.7 is optimal.

The following proposition gives an optimality results when the simple-characteristics property holds.

Proposition 5.11. Let P be a differential operator of order m with smooth principal symbol p(x,&) and let
P € € () be such that the following estimate holds,

. |ﬁ|Z ()" o=t eme DR, < Kle Pullfe, = e,
<m

fort>19>0and a>ag >0 and u € €°(Q) and v > 1. If there exists (,£,7) € Q x R™ x RY such that
p(z, & +i7Y (x)) = 0 with 7 # 0, then we have vy = 1.

Note that the Laplace operator, in dimension greater than or equal to two, fits the assumption of this
proposition with ¢ such that ¢’ does not vanish in . This (further) justifies the result of Proposition 1.3 in
the introductory section. If P = —A then p(z,& + i7¢/'(x)) = 0 if £ L ¢'(z) and |£] = |7¢'(2)].

Proof. The proof is contained in that of Theorem 5.8. If p, ¢(7) = p(x, & + i7¢' (x)) = 0 we have
VP S Op (w6, 7) + af [(pg (2, € +i7 (2)), ¢ (@))%,
where a > «g. This implies v < 1. [ |

Remark 5.12. Note that the proofs of Theorem 5.8 and Proposition 5.11 show that the powers of 7 are also
optimal under the assumptions of these two results.

In Proposition 5.11 the condition on the existence of a non-zero root for pg¢(7) = p(z,& + i7¢'(z)) = 0
cannot be avoided, as explained by the following examples.

Example 5.13. We place ourselves in R” with 2 = (2/,z,,). For the operator P = D, and op(z) = e*¥(*) with
P(x) =z, + f(2'), we have p(x, € + it (x)) = &, + i7 which vanishes if and only if &, = 0 and 7 = 0. Here
&= (¢,&,) and £ can take any value. Note that the simple-characteristic property (4.3) is fulfilled. However
we have a stronger estimate than that of Theorem 4.6:

(a7)?[lpe ™ ulz2 < [le7 PulL.,
for 7 >0 and a > 0 and v € €°(R™). More generally, if j > 0 we have
(ar)?|[@UtD2eeu| . < [lpU=D/2eTe Pul|Z,.
Note that this is not an ellipticity result as D, is not elliptic in R™.
Proof. Here the conjugated operator is P, = e¢"?Pe™ 7% = D, + iTgogn (x). For v = e"™u we compute
Re(Pg,v,igajv)Lz =i([Dy, , cpj]v,v)Lz + TRe(w;"v,i(pjv)
= ajlle??v]|7: + ar|pUtH 0|2,
> ar|pUtD 2|7,
We thus find
ar |V 20|72 + (o) T UVR Poo||. > 2ar VD 20| 7.,

yielding the result. u
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Such strong estimates are not limited to the order one. In R? we have the following example.

Example 5.14. For the operator P = D, D,, of order two in R? and ¢(z) = e*¥®) with (x) = z1 + x5 the
simple-characteristic property is fulfilled (see Examples 4.2 and Appendix B.11).
However, we have the following strong estimate:

(ar)le®e™ull7z + 3 (ar)?|pe ™ Dy ull7z < 3[le7? Pull,
k=1,2

for 7> 0 and @ > 0 and v € €2 (R").

This operator D,, D,, is nothing but the wave operator in the particular coordinates ¢ = x; + z2 and
y = x1 — x2. The level sets of the weight function correspond to space-like surfaces.
Proof. The result of Example 5.13 gives, for j > 0 and k = 1,2,
(a7)?| U F D 2eTow||72 < [V D 2eme Dy w7,
for 7> 0and a > 0 and w € €°(R™). If set w = Dy, u or w = Dy,u we thus obtain (for j = 1)
(a1)?||pe™® Dy, u|22 < ||e™ Pul)3., k=1,2.
If we set w = u with j =3 and k£ = 1 we have
(ar)?llp®e™ull: < [lpe™ Dy, ull 7z
A linear combination of these inequality yields the result. |
Remark 5.15. (1) The cascade proof used for the previous example does not yield a proper estimate for
the operator P = D,, D,,D,, in R? and the weight function 1 (z) = 21 + 2 + 23 as one could naively
think: one cannot obtain estimates for the weighted norm of D?cj u, j = 1,2, 3, as should be in a Carleman
estimate for a third-order operator. In fact, note that the weight function v is not pseudo-convex. If
p(x, &) = {p,¥}(z,€&) = 0 then {p, {p,%}} = 0. However for the wave operator D? + A, in R"*! such a
strong estimate can be derived with the weight function (¢, x) = t.

(2) Note that in one-dimension the operator P = DY with (z) = z fulfills the simple characteristic
property (4.3) and arguing (by induction) as in the proof of Example 5.14 we find

Zk(OéT)Q(’“*j)||<P’“’j6“"D§QUII%z < klle™ Pul|7,
1<

for 7> 0 and a > 0 and u € €>°(R").

APPENDIX A. SOME FACTS ON PSEUDO-DIFFERENTIAL OPERATORS

A.1. Symbols. Here, we consider the following metric on phase-space W = R" x R™:

e

p*

g= a2|d:10|2 + with ,ug = ug(.%',f,T) = (Taga(x))Q + |§\2, and 7> 1, a > 1,
and 7 and « are two parameters.

A positive function m(X; 7, «), with X = (z,£) € W, is called an admissible order function if it is slowing
varying and temperate, meaning that we have:

(1) There exist C' > 0 and r > 0 such that

IN

VX, Y €W, gx(X-Y)<r? = C!

(2) There exist C' > 0 and N > 0 such that
m(X; 7, «a)

(i, a) < COHA 1),

VX,Y €W,
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where the dual metric is given by g7 = p?|dz|? + %%‘2.
We also introduce h2(X) = supgx /g% = o*u~ 2
0<hg <1
With an admissible order function m we may then define the following symbol class.

Definition A.1. Let a(z,&;7,a) € €°(R" x R® x RT* x R™*; C). We say that a € S(m, g) if
vp,yeN", 3Cz, >0, |8582a(1:,£;7’, a)| < Cﬁﬁalﬁlufhlm(x,ﬁ;r, a), (x,&)eWw, 7>1, a>1

Here, the uncertainty principle is fulfilled as we have

We define the principal symbol of a as its equivalent class in S(m, g)/S(hgm, g).
A.2. Standard quantization. With a € S(m,g) we can define the following pseudo-differential operator
Op(a)u(x) = a(z, Dy)u(z) = (2m) " [[ " VD a(z, &7, a)uly) dyds,  uwe S (RY),

in the sense of oscillatory integrals (see e.g. Section 7.8 in [H6r90]).

We have the following composition formula: for m; and msy two admissible order functions then mims is
also an admissible order function and if a € S(mi,g) and b € S(ma,g) we have Op(a) Op(b) = Op(c) with
¢=aobe S(myma,g) with moreover

aob(z, &1 0) — > :

0<j <Nj'(<D D>) ( ) (y £)| zGS(OZ H Nm1m27g)

for all N € N.
A.3. Weyl quantization. With a € S(m, g) we can define the following pseudo-differential operator
Op(a)u(z) = (2m) " I e 1) o (T2

in the sense of oscillatory integrals. Connection with the standard quantization is as follows: Op“(a) = Op(a)
with

Y &ra)uly) dyds,  ue (R,

a(xz, &) = e P=P)2q( €),  or equivalently a(x,€) = e “P=P/2G(z €),

yielding in particular

A6~ Y i (iDe, D)) a(r.€) € S Vm,g),
0<j<N ']
and
a(x, &) — %( — i(Dx,D5>)j&(x,§) € S uNm,qg).
0<j<N 4]

In particular, the principal symbols coincide in both quantizations.

We have the following composition formula: for m; and msy two admissible order functions, with a € S(m1, g)
and b € S(ma, g), by Theorem 18.5.4 in [H6r85b] we have Op™(a) Op™(b) = Op™(c) with ¢ = afib € S(mima, g)
and

(A1) a9~ 5 5(io(DaDe Dy D,) 2) al blan)

0<j<N

= €S Npp',g), NEN,
n=¢§

where o is the symplectic form: o(x,&y,n) = (£, y) — (z, 7).
With this formula we find

(A2) ath(z,) = ab(z, ) — a1z, €) mod S(a*u~0p,9),
and it follows that
(A.3) biatb(x,§) = ab*(z,€) mod S(a’u"?pp”,g),
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From (A.1) we also find
(A.4) (atb — bta)(x, &) = —i{a,b}(x,€) mod S’ pp’,g).

Concerning the boundedness of the pseudo-differential operators we have just defined we have the following
result (See Theorem 18.6.3 in [H6r85b]).

Theorem A.2. Let a € S(1,g). Then Op¥(a) maps L*(R") into L*(R™) continuously.

In the main text, we shall invoke two important inequalities, viz., the sharp Garding inequality and the
Fefferman-Phong inequality. With h; =supgx/g9°(X) = au~! here, the statements read as follows.

Theorem A.3 (Sharp Garding inequality). Let a € S(h;',g) be such that a > 0. Then
(Op™ (a)u,u) > —C|lul3, u e L (R").

Theorem A.4 (Fefferman-Phong inequality). Let a € S(h,?,g) be such that a > 0. Then

(OpY (a)u,u) > —C||u||%2, u € S (R").

We refer to Theorems 18.6.7 and 18.6.8 in [H6r85b] for proofs. The Fefferman-Phong inequality is obviously
stronger than the sharp Garding inequality. Yet, as can be easily seen, for the sharp Garding inequality result
only the principal symbol needs to be nonnegative. This is not the case for the Fefferman-Phong inequality.
Moreover the sharp Garding inequality extends to the case of systems, which does not hold for the second
inequality [Bru90]. We also refer to [Bon99] for refined statements of these inequalities (see also [Ler10].

For a presentation of the Weyl-Hérmander calculus we refer to [Ler10], [H6r85b, Sections 18.4-6] and [Hor79].

APPENDIX B. PROOFS OF SOME INTERMEDIATE TECHNICAL RESULTS

B.1. Useful computations for the proofs of necessary conditions and optimality. Let iy € € (Q)
and p(z) = V(@) Let 2y € Q and & € R”. Without any loss of generality we shall assume that zq = 0. We
set (o = &o + i’ (7o) and ¢(z) = @(x) — p(0).

We then introduce w(zx) = (x, (o). We note that

(B.1) 6(x) — Imw(z) = G(@) + o Oa (1),
with
(B.2) Gla) = 3 02, ol

7,k

We then pick f € €°(R"™), f # 0, and set
(B.3) ur(z) = @ f((Ar) 2 ),

For applications we shall make various choices for \. It will either be constant or a function of o and xg.
For p € R, we then write

lPemu, |2 = I 2 (G20 1)) o(2)? | F () da) [Pda

_n -1 SR A—3/2)3 _ 2 2
= (A1) /ZR[L e2A TGy +T 2 [yl ﬁa(l))@(()ﬂ.) 1/2y) p|f(y)| dy

B.4 ~ T2
( P

T—00

with the change of variables y = ()\T)%(E and the dominated convergence theorem, and where

I, = X" (o) | W 1) dy.
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We note that
e_”“’(x)DfuT = (D + TCo)Bf(()\T)%,T) = T‘B‘Cgf(()m)%x) + 7"’8|_%ﬁ,\(1)7
which gives, arguing as above,
(B.5) l"em Diurl[3s_~_ 720120,
with
Ios = X""2p(ao) I | W ()] dy.
B.2. Proof of Proposition 1.1. We pick 29 € X and & € R" such that |§] = |¢'(x0)| and (&o, ¢’ (z0)) =0

which is possible as n > 2, and we set (o = & + i¢'(z9) and w(z) = (z,(p). We set ¢(x) = @(x) — p(xo).
Observe then that V,w = (y is constant and that we have

(B.6) > (05,w)? = 0.

J

We may assume that 29 = 0 without any loss of generality. We then pick a test function u, as in (B.3). For 7
sufficiently large supp(u.,) is sufficiently close to z to apply estimate (1.9).
With (B.4) in Appendix B.1 (in the case A = 1) we find

(B.7) e u |7e ~ T7F [ YW (y)Pdy.
T—00 Rn
With (B.6) we obtain Aur = (TAG(74) +2irH (Vow, Vao(riz)) )7 and
A%y, = (TzAzd)(T%fE) + 42’7'%<wa, VxA(;S(T%.T)) — 47'3¢”(7%x) (Vw, wa))ei””(z),
With (B.1) we obtain
HeﬂpBuTHQLz = eQT(G(x)Jrl:rDﬁa(l))|T2A2¢(T%I) + 4ZT%<VTU},VTA¢(T%I)> . 47_3¢//(7_%x) (Vmw,vzw)|2dx.
R’”

As vy, > 6, with estimate (1.9), (B.7), the change of variables y = 722, and the dominated convergence theorem,
we find that ¢"(V,w, V,w) does not vanish identically and
(B.8) lle™? A2u, |2, . 167572 an e2GW) ’¢”(y)(vww, Vw) ‘Qdy.

This implies that 79 = 6 and V,w # 0. In particular ¢'(z¢) # 0 and &, # 0.
With (B.5) we find

4 . 4 n
(B.9) > O i TE e DR~ S S TR |G| ] W g(y) [ dy,
J=018|=j TTO0 =0 |8|=j R
which by estimate (1.9) implies v; =6, j =1,2,3,4. [ |

B.3. Proofs of Propositions 1.3 and 1.4. We start with the proof of Proposition 1.3. We choose =g € X
and &, € R™ and define w(zx) as in the proof of Proposition 1.1. We may assume that zp = 0 without any loss
of generality. We then pick f € €°(R") and set

ur(@) = 7 f(r) ), A= alp(ag) = a2V,
For 7 sufficiently large supp(u.) is sufficiently close to xo to apply estimate (1.15). This test function differs
from that in proof of Proposition 1.1 with A7 replacing 7.
With (B.4) we find

ra el v e with Lo =a®P (e AT S W g (y) [Fdy.
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We then find
. ’ 2
(B.10) I rv a®F 7 T(a0)* "2 el 00 g (y) |12 # 0,
as
1 1
Glz) =5 Zlgaiﬂk@(xo)mjxk =3 le (@282, 9(20) 0z (20) + D 4, P(20)) (o) T j-
Js J»

With (B.6) we obtain Au, = ()\Ad)()\%x) + 2iTAZ (Vw, quzﬁ()\%a:»)eim(m), yielding arguing as above
He“"AuTHQLz o rinl2g with Jy = 4a2_"<p(x0)1_”/2 an 2 TGW) [V w, Vz¢(y)>|2dy.

Since Vyw ~ iagp(zo)y' (x0) as o — oo, we find
(B.11) Jo o 4002 e @O0 (4 (o), Vo6 (1) 12,

From (1.14) we have I, < CJ,. With (B.10) and (B.11), we find that v < 1, thus concluding the proof of
Proposition 1.3.
We now prove the result of Proposition 1.4. Arguing as above we have

ettt L 7RG, Ko =t (o) [ €W g (y) [y,
and
(B.12) Ko~ a0 " p(2g) 2 |e@V @0 g (y) 72 # 0.
We have
A%, = (X% (M a) + 4imA (Vow, VA0 (A a)) — 47206 (M) (T, V) ) e,
yielding
e™? A2u. |2, o -2 with L, = 16a4_"<p(x0)2_"/2 an e TIGW) ‘qﬁ"(y)(vxw, wa){zdy.
We have
(B.13) Lo~ 160° (o) "2 [l o) g () (0 0) .

From (1.15) we have K, < CL,. With (B.12) and (B.13), we find that v < 2, thus concluding the proof of
Proposition 1.4. |

B.4. Proof of Lemma 2.3. From the symbolic calculus we find H = Id+ Ry with Ry € U(hgy,g). As hy = a/p
we observe that S; = 7Ry € V¥(1,g), uniformly in 7. From L? boundedness (see Theorem A.2) we have
S1 : L2(R™) — L2(R™) continuously and 1S1ll(z2,2) < C, uniformly in 7. Hence, for 7 sufficiently large,
Id +7-1S; is invertible in L(L2(R™), L(R™)). n

B.5. Proof of Lemma 2.4. Let r,7/ € R. We first prove that Op™ (7" u") : L2(R™) — 2'(R™) is injective. Let
w € L2 be such that Op™ (7" u")w = 0. By Lemma 2.3 Op™ (7" p=") Op™ (7" u") is invertible in L(L2, L?). It
follows that w = 0.

Let u € .Z(R") and set H = Op™ (7 u*) Op¥ (7 *1~%). By Lemma 2.3 and its proof, the operator H =
Id +R;, with Ry € U(a/p, g), is invertible in L(L?, L?) for 7 sufficiently large. We set S; = 7Ry € V(1 /i, g) C
U(p~t,g) C ¥(l,9). We set v = H-1Op™(7*pu*)u which is in L2(R"), since w = Op™ (7*u*)u € S (R") C
L?(R™). Moreover, for some C > 0,

1/Cllwlz> < lvllze < Cllwl|La-
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We have v = H ™ w = lim,, o > im0 7778w in L2(R™). Let s,k € R and a € S(7* 1i¥ | g). Since Op™(a)
is continuous from L?(R") into 2’'(R™) we see that

(B.14) OpY(a)v = lim Z 77 0p¥(a)Siw in 2'(R").

TL*}OO

Set k& = max(|k'| +1,0) and § = max(|s'| +1,0). For j >k + 5+ 1 we write

777 0p¥(a)S] = AR Op¥ (a)(ra) F—5gk+s aF s, i

€V (1,9) €¥(lL,9) €v(l,g)

as Taf+5+1 /11 is bounded. We thus have
(B.15) I7=7 Op™ (a)S{wl| 2 < 77T HFHC, CoC 0w e,
with
O = 10p™ (@) (re) F S5 2 2y, Co = Sl wa a2y, Co = ISl we,zo.

For 7 sufficiently large, from (B.15) it follows that the series in (B.14) actually converges in L?(R") and thus
for any k', s’ € R we have Op¥ (7% u¥')v € L2(R™). In particular, Op™ (7~ *u~*)v € L2(R™).

Observe now that Op™(75u*) (Op™ (7~ *pu~*)v) = Op™(7*p*)u. We conclude that u = Op¥ (7~ *n~")v with
the injectivity of Op™(7*u*) from L?(R") into 2'(R"). [ |

B.6. Proof of Proposition 2.5. Point (1). Setting (u,u’) ., . = (Op™ (7*u*)u, Op™ (7*u*F)u’) we obtain an
inner product for .77, s(R™).

Let us now consider (uy,), a Cauchy sequence in (5 s(R"),|.|lr.s). We have u, = Op%(7~*u~*)v,, with
v, € L2(R"). Define H = Op™(7*u*) Op¥(7—*u~%). By Lemma 2.3, the sequence v, = H ! Op™ (7 uF)u,,
n € N, is a Cauchy sequence in L?(R"™) which converges to v € L?(R"). Introducing u = Op% (7 *u~*)v €
H:.s(R™), since ||un, — ul|k,s = ||H (v, — v)|| 12, we see that (uy), converges to u in (I s(R™), ||.||k.s)-

Density and point (2). Let now u € 4. (R") be such that u = Op™ (7 *u~*)v with v € L*(R")
and let (v,), C Z(R") be convergent to v in L?(R"). We set u, = Op“ (7 *u~F)v, € Z(R"). Then
[lwn, —u|lk,s = |[H (v, —v)|| L2 and we see that the sequence (uy,), C ' (R™) converges to u in (A5 s(R™), ||.|k,s)-
Moreover the inequality

1/Cllunllk,s < llvallze < Cllunllk,s, 7= mi(k,s).

given by Lemma 2.4 yields, 1/C|ul|x,s < [[v]|z2 < C||ullx,s, by passing to the limit.

Point (3). We first prove that Op“(a) maps % s into L? continuously if a € S(7*u¥, g). We choose 7 >
71(k, s) so as to apply Proposition 2.5. Let u € 7%, s(R™). There exists v € L?(R") such that u = Op™ (7~ *u~*)v
and |[v]|zz < || Op™(7*1*)ul| 2. Then
(B.16) 10p™ (a)ul| 2 = | Op™ (a) Op™ (F~ "1 vl L2 < [|vllze < | Op™ (74" )ull 2,
by the L? boundedness of Theorem A.2 since Op¥(a) Op™ (7 ~*u~F) € ¥(1,g).

Next, we let u € .7(R™). We have Op¥(a)u € ./ (R™) and

10D (a)ullur,sr = | OP™ (7° 1*) O™ (@) ull 2 < [lullisnr st

EW(Fots! ph ! g)

by (B.16). We then conclude by density. [ |
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B.7. Proof of Lemma 2.6. Let u € . (R") and v € L*(R") such that u = Op™ (7~ *u~*)v. We saw in the proof
of Lemma 2.4 that Op¥ (a)v € L*(R") for all a € S(7¥ u*', g), if 7 > 7 (K, &'). In particular v € N} .er4 . (R™).

We set H = Op™ (7 *u~%) Op%(7*u*) € ¥(1, g). For any ¢, € R, with Proposition 2.5, the operator H maps
7 -(R™) into itself continuously and is invertible, for 7 sufficiently large, arguing as in the proof of Lemma 2.3.
We thus set @ = H tu € ,.(R"). We have

(B.17) Corllller < llulle,r <

In fact, recall from the proof of Lemma 2.3 that H~! can be expressed as a Neumann series. Here, we obtain
the convergence of the series in any space ¢ ,.(R™).
We then observe that

Op™ (7 ~*u~") Op™ (71" )i = Hit = u = Op™ (7~ F)o.
As Op¥ (7*uF)i € L*(R™) the injectivity of Op™ (7 ~*u~") from L? into 74 ((R™) (see Lemma 2.3) we obtain

Op% (7°uk)@ = v. In particular, as £,r € R are chosen arbitrarily we find v € S o (R") for any k', s’ € R, if 7
is chosen sufficiently large and we have by (B.17)

[v]xr,s = [|OP™ (7 1) OP™ (7 u*)itl 2 S Nl svsr S Nullirrr srsr-
As v e N er,(R"), we also have
ullisnr svsr = [1OP™ (FF 15 Y 12 = || Op™ (7 ) Op™ (775 )|z S o]l -

B.8. Proof of Lemma 2.7. With Lemma 2.6, let v € L? be such that u = Opw(%%su%k)v with [|v]|p2 <
||u||g§ We then have
~=s =k w wi~=S =k
|(Op™ (a)u, u)| = |(Op™ (7= 1) Op™(a) Op™ (7= p7= Jv,v)| < vllZ> < [lulli

]
12

by Theorem A.2, as Op¥ (72 2 ) Op™(a) Op™ (72 p2 ) € U(1,g). |

B.9. Proof of Proposition 2.8. We write 7°uF = 73 glj I 54+ withr € S(a7*u*=1 g). We thus have
(Op (7Y u) = lul}, , + (O™ (ryu,w) > ull}, — Callullis .

We conclude by choosing 7 sufficiently large. |

B.10. Proof of Lemma 3.8. Set H = Op™(u™ 1) Op¥(u!~™). By Lemma 2.4, for 7 sufficiently large, we
have w = H=tOpY (u™ Y)v, with H=1 : L? — L? continuously. We then write

Op“(ryw=H '"HOp™(r)w =y1 + 21, y1=H '[H,O0p"(r)lw, 2z =H 'Op“(r)Huw
We have
= H "' Op™(r) Op™ (1™ ")v = H~" Op™(r) Op™ (1™ ") xv.

Where y € €°(R") with ¥ = 1 in a neighborhood of V' and such that y = 1 in a neighborhood of supp(x). As
supp(r) Nsupp(¥) = 0 we find Op™(r) Op™ (L™ 1)x € U((u/a)~™,g) for any N € N. We thus obtain

(B.18) lzallze S 77N v e
We have [H,Op™(r)] = Ry € ¥((u/a)™t,g) and y1 = H2HRyw = ya + 22 with
yo = H?[H,RiJw, 2o =H *R;Op™ (1™ "),

Similarly we have an estimate for |z2|r2 of the same form as that of |z1|r2 in (B.18) and by induction for any
k > 2 we find Op¥(r)w =y + 21 + - - - + 25 with z3,..., z; also satisfying such an estimate and

Y = H_kRkwa
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with Ry € ¥((u/a)™", g). With Lemma 2.6 we obtain
lyellce S IRwwllzz S o*wll-ko S @*vllm-1-k0,
with k arbitrary. Hence,
N < kN <
T wkllze S @ |vllm-1-k0 S llvll2s

m—1+N—k
)

for k sufficiently large, as o7V ™= 1=% € S(u g) since o* < (ap)V, for a > 1. [ |

B.11. Details on Examples 4.2 and Remark 4.3. Consider the bi-Laplace operator with symbol p(§) = |£[*
in an open subset of R”, n > 2. Then

2
prs() = (206 +76))%) = (16 = P/ + 20746, 0))
J
We then have
Plog () = 2( = 2710 + 2i(€, 4") (|67 — |79 + 207 (€, 0")).
There exist roots since p; ¢(7) = 0 is equivalent to § L 9" and [§| = |7¢'|. Then p, ¢(7) = 0 implies o], .(7) = 0.

Roots are always (at least) double.
We now consider the elliptic symbol p(¢) = &} + &5 in R2. We have

pre(P) = (€ +iFuL )+ (€ +iPul,) phe(F) = 40(h, (€ +iF0L, ) + 0, (6 +700,)°).

and we assume that p, ¢(7) = 0. Observe that 7 = 0 implies £ = 0. We may thus assume 7 > 0. Observe also
that & + 79}, = 0 is excluded as it implies &; + i7¢), = 0, and we then have 1’ = 0. We may thus write
(& +ityl,)* -1
(& + i%1/)§:2)4 ’
or equivalently

i
m =l @D/4 2 0,1,2,3.
2 TWey

We then obtain
p/z7§ (72) = 42(52 + ”ﬁwgz)g( ;1ei3(2k+1)ﬂ-/4 + w/mz)’
which cannot vanish if ¢/’ # 0.

We now consider the operator with symbol p = £&% + &, along with ¢(z) = %(a:l — a)?, in the case
Q C {x1 > a}. We then have

Pae(T) = %(51 +it(x —a))® + (& + i (r1 —a)&a,  ple(F) = i(x1 — a) (&1 + &2 + i7 (21 — a)),

Let us assume that p; ¢(7) = pl, (7) = 0. From pf, ((7) = 0 we have 7 =0 and & + & = 0. From p, ¢(7) =0
we find 0 = —%5%. Hence £ = 0. Property (4.3) is thus fulfilled.

We now consider the operator with symbol p = &€, along with ¥(z) = x1 + 22, in the case  C R%. We
then have

Pag(F) = (G +i7)(E2 +i7),  poe(F) = i(& +if) +i(62 +47).

We have p, ¢(7) = 0 if and only if 7 = 0 and & &> = 0. Assume that §; = 0 we then have p) |7—o = i€>. If the
root is double we then have £ = 0 and 7 = 0. The simple characteristic property (4.3) is thus satisfied.

We finally prove the statement of Remark 4.3. Let £ € R™ \ 0. By (4.2) Property 4.3 precisely prevents
to have p(x,£) = 0 and {p,¥}(x, &) = 0 simultaneously. The implication in the definition of pseudo-convexity
(Definition 3.2) is thus clearly fulfilled.
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Similarly let ¢ € R™ and let 7 > 0. Property (4.3) precisely prevents to have p(z,£ + iT¢’(z)) = 0 and
{p, ¥} (z, & + i)' (x)) = 0 simultaneously. The implication in the definition of strong pseudo-convexity (Defini-
tion 3.3) is thus clearly fulfilled.

Consider now the operator P(D,) = D, in Q C R? and the weight function 1 (z) = 2% /2 + x5. The gradient
and the Jacobian matrix of the weight function are given by

w=(3) #=(0 o)
and we have
p) =&, {pvr==, {p,{pv}}=1, %{p(é — i), p( +iTY)} = Opy =7 > 0.

We thus see that strong pseudo-convexity is fulfilled. Set p,¢(7) = p(§ +i7¢’) = & +iT21. We have p), (1) =
ix1. We thus see that 7 # 0 is a double root if we have z1 = & = 0.

B.12. Proof of Lemma 5.1. Let 29 € X and & € R™ such that p(zg, & + i’ (x0)) = 0. If ¢'(zg) = 0 we
can simply choose & = 0. We shall come back to this case bellow and prove that ¢'(z9) = 0 does not occur if
m > 2. Without any loss of generality we may assume that xg = 0. We set (o = & + i¢’(zg). For all 7 > 0 we
have p(xg,7¢p) = 0. We set ¢(z) = ¢(x) — ©(0). We have

(8.19) S (ra) " Pt Dul ., < K7 Pulfs.
[Bl<m
for7>719>0and o> oy >0and u € €°(X).
We use the computations carried out in Section B.1 with the test function u, as introduced in (B.3) with

A =1 here. We choose 7 sufficiently large so that supp(u,) is close enough to xg to apply (B.19).
With (B.4) and (B.5) we find

(B.20)
2(m—|p])—1 m—|8l—1 -+ m—1—1 2(m—|B])—1
> (ra) T g B s D2, ~ 2R S (ap(0) XTIV R S () 2y
[B|<m—1 Treo |8|<m—1 R"

With the Taylor formula we observe that

efi-rw(w)p(x, Dz)eirw(z) =p(x, Dy + 7¢) = p(x,7¢0) + <pé(ﬂ$, 7Co), Dy) + kz2pék‘)(x, 7C0) (Dgy ...y Dy) .
k times

18]

As fo(T%:c) =172 O(1) we have pék)(:L',TCO)(Dm, cee D$)f(7‘%l') = 7m=5¢/(1), we then find
e~ iTw(@) py = p(l‘,TCo)f(T%ZL‘) + <pé(l‘,7‘<0),Dx>f(T%$) +7rmo(1)

=77 (hp(e, o) (750) + (b, o), (Daf) (7H2)) + 772 0(1) ).

Next, we write

p(l'7 CO) = p(O7CO) +<x7p;:(07 C0)> + % }<1 - U)pg)(om,@)(%aj)do,
N—— 0
=0

which gives

=
S
S~—
+
N | =
\]\
Nl
/N

TEp(z, Co) f(T3x) = (2, p,(0,¢0))) f (T

= (2,p,(0,¢0))) f(T3z) + 772 0(1),
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as [ has compact support. We have thus obtained
e Py = 7 (7R, 0 (0,6 (7Ha) + (e, o), (Daf) (ha)) + 770 (1)),

We then obtain

3 1 1 1 1
le™ Pur|f = 77" | 7 (R 0 0) (b 1y (0,60)) f (r¥2) + (0, o), (D) (r22)) + 75 0(1) P

— ot g W) Gy 5 0,60) 7 0) + B H o), (Da)u) + TR0,

with the change of variable y = 722. The dominated convergence theorem yields
T [ P 2
B21) Pl v R LSl (0,60 f(0) + (400 Go), (Da D))

with (B.20) and estimate (B.19), where the integral does not vanish. In particular, if m > 2 this yields (o # 0
which rules out the possibility of having ¢’(zg) = 0, i.e., ¥’ (x0) = 0 (see the first observations at the beginning
of the proof).

With (B.19) we obtain

S (o) "GP [ SNy < K [ ECD G, 04,0.60)) ) + 00, G0), (Da )W) .

[B|<m

Changing f into e~C f yields

= (ap(0)) "B R £112. < K|L(w, Do) F22,
<m

with L(z, D;) = (z,p,(0, o)) + (P(0,C0), D — (D2 G)). We compute
1 — _ _
Js J
Lemma 28.2.2 in [H6r85a] gives

(B22) 5 (ap(0)™" VT (g + i (0)) 12 < 2K (02, 0(0) 9, p(0. 8 + i (0)) e, B0, &0 — i (0))

[Bl<m Jrk

+1m Y 0, p(0. & + i (0)) 9, B0, &0 — i (0))).

Let now 7 > 0, x € X, and £ € R™ be such that p(z,& + 7¢'(z)) = 0. Setting z¢g = z, § = &/7 we can use
(B.22). By homogeneity we then have

(B.23)
z (rap(@) ™"V (e 4 irg (@) < 2k (7 3202 1, 9(@) O 0, + 179 (2) e, € — 7 (2)

+1m 3 0, (2, € + Tied () O, Bl € — i (1)),

We conclude to (5.2) thanks to (3.4)-(3.5).
The last statement of of the first part of Lemma 5.1 is proven in [Hoér85a, Theorem 28.2.1]. The different
statements in the second point of the lemma follow as above. |
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