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ABSTRACT 
 
In the context of content-based indexing applications, the 
automatic classification and interpretation of visual content 
is a key issue that needs to be solved. This paper proposes a 
novel approach for semantic video object interpretation. The 
principle consists of exploiting the a priori information 
contained in categorized 3D model data sets, in order to 
transfer the semantic labels from such models to unknown 
video objects. Each 3D model is represented as a set of 2D 
views, described with the help of shape descriptors. A 
matching technique is used in order to perform an 
association between categorized 3D models and 2D video 
objects. The experimental evaluation shows the interest of 
our approach, which yields recognition rates of up to 92.5%. 

Index Terms— 2D/3D indexing, object classification, 
video indexing, 3D model, shape descriptors 
 

1. INTRODUCTION 
 
Over the last decades, digital technologies have known a 
spectacular evolution, which made them more and more 
accessible for the general public. Thus, the amount of 
multimedia content (still images, videos, 2D/3D graphics) is 
increasing exponentially. Within this context, the access to 
the material of interest for a user became a real challenge. 
Disposing of powerful search and retrieval methods becomes 
mandatory for efficient indexing and intelligent access to 
audio-video material. In this context, content-based indexing 
methods propose an interesting alternative to classic, textual 
annotations. Their main advantage is that they overcome the 
linguistic barriers by focusing on the content information. 
Also, automatic indexing avoids the tedious and highly 
subjective process of manual annotation.  

The objective of automatic object categorization is to 
determine, without human interaction, the semantic meaning 
of an object present in an image or video. Most  popular 
approaches are based on machine learning (ML) techniques 
[1], [2] in order to accomplish the object classification 
purpose.  

Difficulties arise, however, when a large number of 
categories is involved. In order to guarantee the 
discrimination capacity, a large amount of features has to be 

exploited. However, such a solution has a strong impact on 
the associated computational complexity, which may become 
intractable [3]. As it is difficult to extract features with a 
large generalization capacity, this issue has to be overcome 
with the use of a large variety of examples in the training 
phase. In addition, a given object may present very different 
appearances due to the pose variation. Thus, the amount of 
training examples is further increased because different 
instances of the same object are needed.  

The aim of our work is to avoid the ML techniques by 
exploiting the information contained in categorized 3D 
models. In this paper we proposed a new recognition 
framework designed to automatically assign semantic labels 
to video objects.  

The rest of this paper is organized as follows. Related work 
is briefly presented in the second section. In Section 3, we 
present the 2D/3D indexing principle and the adopted 
methods. The model-based video object recognition 
framework is presented in Section 4, while the experimental 
results are detailed in Section 5. Finally, Section 6 concludes 
the paper and opens perspectives of future research. 

 
2. RELATED WORK 

 
Research on automatic object classification is mainly based 
on ML techniques [4]. ML approaches can be divided into 
two main families: supervised and unsupervised techniques. 
In the first case, the system aims at finding the function 
which better discriminates between several sets of labeled 
data. This function is further employed to classify new 
cases. For some examples of supervised ML approaches, the 
reader is invited to refer [5], [6], [7]. Supervised approaches 
may be very accurate [8], but their main limitation is related 
to the over-fitting problem [9]. In addition, sufficiently large 
training sets with already classified objects are requested. 

The second family of ML methods allows training from 
partially or completely unlabelled data. Some commonly 
used unsupervised machine learning methods are K-means, 
mixture methods, K-Nearest Neighbor… Several 
unsupervised ML methods are proposed in [10] and [11]. In 
terms of performances, the unsupervised methods are less 
accurate than the supervised machine learning methods.  



Even if most object recognition approaches rely on ML 
techniques, the idea of using categorized 3D models for 
recognition purposes has been also investigated more 
recently.  

In [12], authors use textured 3D models in the recognition 
process. For each class, a visual codebook of K=2000 
clusters is constructed by extracting appearance features 
from the views of the 3D models. The obtained codebooks 
are used in the still image recognition process.  

In [13], authors use non-textured 3D models in order to 
categorize 2D objects segmented from videos and 
represented by a set of frames. Each 3D model is also 
represented by a set of 20 views, determined by k-means 
clustering of 500 evenly distributed projections. Finally, a 
matching procedure is used in order to determine the 
relation between the video objects and the 3D model’s 
projections and to estimate the pose of the visual object in 
each one of the selected frames.  

In this paper we propose a different recognition 
framework which aims to associate semantic labels to video 
objects and which extends our previous work on still image 
object recognition, introduced in [14]. Similarly to the work 
presented in [12] and [13], we exploit in the recognition 
process the information contained in 3D models. In contrast 
with the approach introduced in [12], we use only non-
textured models and rely the recognition process exclusively 
on shape features, because the texture of real objects may 
present important intra-class variations. Compared to the 
work presented in [12] and [13], our approach makes it 
possible to deal with a larger number of categories, which 
are in the same time more complex in terms of shape.   

Different 2D/3D shape-based indexing methods are 
considered, as described in the following section.  
 

3. SHAPE-BASED 2D/3D INDEXING 
 
Let us first recall the general principle of 2D/3D indexing 
methods. 
 
3.1. The principle of 2D/3D indexation 
The basic principle of 2D/3D indexing approach is to 
represent a 3D model, denoted by M, as a set of 2D 
projections {Pri(M)}, obtained from different angles of 
view. The main advantage of using 2D/3D indexing 
techniques is that they allow comparing a 3D model with 
other 3D models but also with 2D objects extracted from 
still images or videos, based on the following hypothesis: if 
two models are similar, then they should present similar 
views. 

The set of views that represent the 3D model is obtained 
by considering a set of viewing angles (i.e. positions of the 
camera in the 3D space). In order to obtain a unique set of 
views, whatever the object's size, position and orientation, 
each model M is first centered in the origin of the Cartesian 
system and resized to fit the unit sphere. Then, a Principal 

Component Analysis (PCA) [15] is performed in order to 
compute the axes of inertia of the 3D model. The rotation 
invariance is achieved by aligning the 3D model’s axes of 
inertia with the Cartesian system. 

 The model is then projected and rendered in 2D from NPr 
different viewing angles, thus resulting the set of 2D 
projections {Pri(M)}, where i=1..NPr. Each projection is a 
binary image, which is also called silhouette or view. Two 
silhouettes of a 3D model obtained from opposite directions 
represent one the mirror reflection of the other. Thus, in 
order to reduce the redundancy, the viewing angles should 
cover only half of the bounding space. 

Finally, each projection is described with the help of a 2D 
shape descriptor. The set of all descriptors is associated to 
the 3D model.  

In order to fully implement a 2D/3D indexing approach, 
several aspects have to be specified.  

First, the number NPr of viewing angles used to obtain the 
projections has to be carefully chosen, since a large number 
of silhouettes provides a more complete description while 
increasing the computational and storage costs. Also, there 
are several strategies for the repartition of the viewing 
angles around the 3D model. Two main hypotheses are used 
for the repartition. The first one assumes that the most 
important views are those corresponding to the projection on 
the principal planes. The second hypothesis is to consider all 
the views equals by uniformly distributing the cameras 
around the 3D model.  

In the next section we present different strategies of 
projection and description retained in our work. 

 
3.2. The proposed 2D/3D indexing methods 

 
3.2.1. The viewing angle selection 
Several viewing angle selection strategies may be 
considered. 

Let us start with the MPEG-7 approach [16], which relies 
on PCA and assumes that the most significant views of a 3D 
model are those corresponding to the first three principle 
planes. In the following, this strategy will be referred to as 
PCA3. For a more complete description, the four bisectors 
of the eight octants defined by the principal planes are also 
considered, resulting in a total of seven views (PCA7 
strategy). 

The second strategy uses the vertices of a regular 
dodecahedron in order to obtain a uniform distribution of 
the viewing angles. This distribution strategy was first 
introduced in [17] where the authors present the Light Field 
Descriptor (LFD). Thus, this strategy will be denotes 
byLFD. Here, we can have two subcases. In the first one the 
3D model is aligned w.r.t. the coordinate system (and 
implicitly to the dodecahedron used for camera distribution). 
This case will be referred to as LFDPCA. In the second 
case, the 3D model has an arbitrary position in the virtual 
space (strategy called simply LFD). 



Finally, the third strategy uses as angles of view the 
vertices of a regular octahedron, whose faces are recursively 
subdivided [18]. According to the subdivision level, 3, 9 and 
respectively 33 views are obtained. These strategies are 
referred to as OCTA3, OCTA9 and OCTA33. As the 
octahedron is aligned w.r.t the coordinate system, the first 
three views corresponds to the projections on the first 
principal planes, so OCTA3 and PCA3 strategies are 
equivalent.  

By using the above-presented viewing angle distribution, a 
set of NPr projections is obtained. Further, each projection is 
described by using a 2D shape descriptor. Let us now briefly 
recall the 2D shape descriptors retained in our work. 
 
3.2.1. The 2D shape description 
The choice of the 2D shape description methods relies on our 
previous evaluation [14] that proved that the contour-based 
descriptors outperform those exploiting the support region of 
the object. Thus, we chose to retain only the Contour Shape 
and the Angle Histogram descriptors.  

The Contour Shape (CS) descriptor [19], proposed by the 
MPEG-7 standard [20], [21], [22] uses the contour scale 
space (CSS) representation. The contour of the shape is first 
filtered using different Gaussian kernels, resulting in a set of 
several smoothed contours. For each of them, the curvilinear 
positions of the inflexion points are computed. The curvature 
peaks are determined and for each peak the corresponding 
curvature value and curvilinear position are retained as CS 
descriptor. The associated similarity measure used to 
compare two images represented by their CS descriptors is 
based on a matching procedure that takes into account the 
cost of fitted and unfitted curvature peaks [20]. 

The second retained descriptor is the so-called Angle 
Histogram (AH) introduced in [14]. The contour of the 2D 
object is first extracted and then sampled in a fixed number 
of points {Si}. Further, the angular distribution of sets of 
three samples (Si-α, Si, Si+α) is computed and represented as a 
histogram. Depending on the distance α between the 
considered samples, the angular histogram encodes the local 
or the global behavior of the shape. Thus, five different 
angular histograms (representing local and global features) 

are computed and concatenated in order to obtain the AH 
descriptor. The associated similarity measure is the L1 
distance computed between the two AH representations.  

The 2D/3D indexing methods are further integrated in the 
recognition framework described in the next section.  
 

4. VIDEO OBJECT RECOGNITION FRAMEWORK 
 
The goal of the video object recognition framework is to 
associate semantic labels to the objects present in a video.  

Figure 1 represents an overview of the video object 
recognition framework. A 3D model categorized database is 
supposed to be available. Each model is described using a 
2D/3D indexing technique. 

In order to reduce the computation complexity, for an 
input video V. a set of NF frames {Fi(V)} (presenting the 
object of interest in different poses) is selected. Such a 
selection may be done by considering a frame-clustering 
algorithm such as those introduced in [23], [24].  

Further, the object of interest is segmented from each one 
of the NF retained frame, resulting a set {Pi(VO)} of poses 
that represent the video object VO. For object extraction, we 
have considered an image segmentation algorithm similar to 
the one presented in [25].  

Each pose Pi(VO) of the video object VO is described 
using the same 2D shape descriptor that was used for the 3D 
model’s projections Pri(M) and further compared with each 
projection of the 3D model by computing the distance 
d(Pi(VO), Prj(M)) associated with the considered descriptor. 
The distance between a pose Pi and a 3D model M is given 
by the minimum distance between that pose and all the 
projections of the model, as described in equation (1).  

.N:1=j ,N:1=i  ));(Pr),((Pmin)),((P PrFjiji MVOdMVOd =
 
,  (1) 

Where Npr is the number of projections and NF is the number 
of poses (appearances) of the video object VO.  

The similarity between a video object VO (represented by 
the set of poses {Pi(VO)}) and a 3D model is defined as the 
sum of the distances between each pose and the model: 

Figure 1: Video object recognition framework 
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Finally, the results analyzer module uses these distances in 
order to establish which are the most probable categories 
that fit the input video object. First, the N most similar 3D 
models from the database are retrieved. Then, for the N 
retained models we count the number of occurrences for 
each class. Finally, the NC most represented classes are 
proposed to the user.  

The performances of the proposed recognition framework 
are analyzed in the next section. 
 

5. EXPERIMENTAL EVALUATION 
 
The experiments have been carried out on a database of 40 
videos selected from Internet and including the following 8 
object categories: airplanes, cars, chess pieces, helicopters, 
humanoids, motorcycles, pistols and tanks. Each category is 
present in 5 different videos with different appearances, and 
for each video NF=3 frames were selected (Figure 2).  

 

    

    

    

Figure 2: Sample of video frames and extracted objects 

For the categorized 3D content, we have considered the 
MPEG-7 3D model dataset [16], which consists of 362 
models divided into 23 semantic categories (humanoids, 
airplanes, helicopters, cars, race cars, trees (with and 
without leafs), rifles, pistols, missiles, letters…).  

The performance measure adopted is the recognition rate, 
denoted by RR(NC), and defined as the percentage of cases 
where the correct category is proposed within the top NC 
most represented categories. In our experiments we have 
considered Nc=1, 2, 3.  

First, we have evaluated the performances when 
performing the recognition process from a single image. In 
this case, we have considered each pose of the video object 
independently from the others.  

The algorithm has been run on an Intel Xeon machine with 
2.8GHz and 12GB RAM, under a Windows 7 platform. 
When the AH descriptor was employed, the still object 
recognition process took between 40ms and 260ms for 
PCA3, respectively OCTA33 viewing angle selection. In the 
case of CS descriptor, the time was between 150ms with 

PCA3 and 510ms with the OCTA33 projection strategy. The 
recognition process includes the extraction of the still object 
descriptor, the distance computation and analysis of the 
proposed output categories.  

TABLE I. shows the recognition rates obtained for the 120 
still image objects when employing the CS (TABLE I.a) and 
the AH (TABLE I.b) descriptors. 

As in our previous work [14], here again we observe that 
in most cases LFD and OCTA33 viewing angle selection 
strategies provide maximal performances, with RR(3) scores 
up to 76.67% for the CS descriptor and 75.0% for the AH 
descriptor.  

TABLE I.  STILL IMAGE OBJECTS RECOGNITION RATE  

a. 

 

CS PCA3 PCA7 LFD LFDPCA OCTA9 OCTA33 
RR(1) 38,33 50,83 55,83 45,83 50,00 53,33 
RR(2) 55,00 65,00 68,33 64,17 60,83 64,17 
RR(3) 65,83 73,33 75,00 71,67 68,33 76,67 

b. 

 

AH PCA3 PCA7 LFD LFDPCA OCTA9 OCTA33 
RR(1) 29,17 43,33 43,33 45,83 40,00 38,33 
RR(2) 40,83 60,83 66,67 61,67 54,17 62,50 
RR(3) 50,83 70,83 75,00 72,50 66,67 68,33 

 
In a second time, we have applied the recognition process 

with three different poses per video object. The obtained 
recognition rates are presented in TABLE II. We can 
observe that increasing the number of views for each query 
from one to three leads to a gain of up to 16%. Thus, a score 
RR(3) of 92.5% is obtained for the CS descriptor, with the 
OCTA33 projection strategy. When using the AH 
descriptor, the best recognition rate is of 90.00% with the 
PCA7 projection strategy. 

TABLE II.  VIDEO OBJECTS RECOGNITION RATE  

a. 

 

CS PCA3 PCA7 LFD LFDPCA OCTA9 OCTA33 
RR(1) 47,50 67,50 70,00 65,00 70,00 72,50 
RR(2) 65,00 75,00 80,00 77,50 80,00 82,50 
RR(3) 77,50 80,00 85,00 82,50 85,00 92,50 

b. 

 

AH PCA3 PCA7 LFD LFDPCA OCTA9 OCTA33 
RR(1) 32,50 55,00 45,00 52,50 50,00 55,00 
RR(2) 45,00 77,50 70,00 60,00 70,00 80,00 
RR(3) 57,50 90,00 85,00 75,00 75,00 82,50 

 
The recognition rates detailed per object category are 

presented in TABLE III. Here, we have considered only the 
two best performing projection strategies (i.e. LFD and 
OCTA33) with the CS descriptor. The classes airplane, car 
and humanoid present 100% recognition rates even when 
considering only the first retrieved category (i.e. RR(1) 
score).  

The pistol class achieves recognition rates of only 40% for 
the LFD projection strategy and 60% for the OCTA33 
projection strategy. 



The proposed approach uses very compact descriptors, 
with low complexity similarity measures. Thus, it allows us 
to reduce the searching space from 23 to Nc=1, 2, 3 
categories in a very simple yet effective manner. Thereby, 
the proposed approach can be exploited as a searching space 
reduction phase for more complex recognition algorithms.  

 
6. CONCLUSIONS AND FUTURE WORK 

 
In this paper we have address the issue of video object 
categorization. We proposed a new recognition algorithm, 
which exploits the a priori information contained in 
categorized 3D models. Two contour-based representations 
have been used (CS and AH descriptors), for describing the 
shape information.  

The experiment proved that high recognition rates (up to 
92.5%) can be achieved by selecting from the video only 
three instances of the object.  

In our future work we intend to use additional information, 
such as internal edges and/or interest points in order to 
obtain a more discriminant description. 
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TABLE III.  VIDEO OBJECTS RECOGNITION RATE 

CS LFD OCTA33 
 RR(1) RR(2) RR(3) RR(1) RR(2) RR(3) 

airplane 100 100 100 100 100 100 
car 100 100 100 100 100 100 

chess 80 80 80 80 80 80 
helicopter 60 80 100 80 100 100 
humanoid 100 100 100 80 100 100 

motorcycle 60 60 60 20 40 100 
pistol 0 40 40 60 60 60 
tank 60 80 100 60 80 100 

 


