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# SHARP LOWER BOUNDS FOR THE ASYMPTOTIC ENTROPY OF SYMMETRIC RANDOM WALKS 

SÉBASTIEN GOUËZEL, FRÉDÉRIC MATHÉUS, FRANÇOIS MAUCOURANT


#### Abstract

The entropy, the spectral radius and the drift are important numerical quantities associated to any random walk with finite second moment on a countable group. We prove an optimal inequality relating those quantities, improving upon previous results of Avez, Varopoulos, Carne, Ledrappier. We also deduce inequalities between these quantities and the volume growth of the group. Finally, we show that the equality case in our inequality is rather rigid.


## 1. Introduction and main results

Let $\Gamma$ be a finitely generated group and $\mu$ a probability measure on $\Gamma$. The right random walk associated with the pair $(\Gamma, \mu)$ is the Markov chain on $\Gamma$ whose transition probabilities are defined by $p(x, y)=\mu\left(x^{-1} y\right)$. A realization of the random walk starting from the identity is given by $X_{0}=e$ and $X_{n}=\gamma_{1} \cdots \gamma_{n}$ where $\left(\gamma_{i}\right)_{i}$ is an independent sequence of $\Gamma$-valued $\mu$-distributed random variables. The law of $X_{n}$ is the $n$-fold convolution $\mu^{* n}$ of $\mu$.

Several numerical quantities were introduced to describe the asymptotic behavior of $X_{n}$. The asymptotic entropy $h$, the spectral radius $\rho$ and the drift $\ell$ of the random walk with respect to a given finite set $S$ of generators are defined by

$$
\begin{aligned}
h & =\lim _{n}-\frac{1}{n} \sum_{g} \mu^{* n}(g) \log \mu^{* n}(g), \\
\rho & =\lim _{n} \sup _{n}^{n} \sqrt[n]{\mu^{* n}(e)} \leqslant 1, \\
\text { and } \quad \ell & =\lim _{n} \frac{1}{n} \sum_{g}|g| \mu^{* n}(g),
\end{aligned}
$$

where $|\cdot|$ is the word length with respect to $S$.
Denote by $F$ and $G$ the functions defined, for $x \in[0,1)$, by

$$
\begin{equation*}
F(x)=x \log \left(\frac{1+x}{1-x}\right) \quad \text { and } \quad G(x)=1-\sqrt{1-x^{2}} . \tag{1.1}
\end{equation*}
$$

In this paper, we prove the following:

[^0]Theorem 1.1. Let $\Gamma$ be a finitely generated group and $\mu$ a probability measure on $\Gamma$ such that $M_{2}(\mu):=\left(\sum_{g}|g|^{2} \mu(g)\right)^{1 / 2}$ is finite. Let $A, B:[0,1) \rightarrow \mathbb{R}$ be two nondecreasing functions such that

$$
A+B \circ G \leqslant F \text {. }
$$

Then one has

$$
A\left(\frac{\ell}{M_{2}(\mu)}\right)+B(1-\rho) \leqslant h .
$$

If $A=0$ in the above statement, then $B(1-\rho) \leqslant h$ holds for any nondecreasing function $B$ such that $B \circ G \leqslant F$ and for any symmetric probability measure $\mu$ without any moment condition.

Remark 1.2. Equality can occur in Theorem 1.1. More precisely, assume that $A$ and $B$ satisfy $A+B \circ G=F$. Let $\Gamma=\mathbb{F}\left(a_{1}, \ldots, a_{d}\right)$ be the free non-abelian group of rank $d$ over $\left\{a_{1}, \ldots, a_{d}\right\}$ and $\mu$ the uniform measure on $S=\left\{a_{1}, \ldots, a_{d}\right\}^{ \pm 1}$. Then equality holds in this case. Actually, one has $\rho=\frac{\sqrt{2 d-1}}{d}$ and $\ell=1-1 / d$, hence $G(\ell)=1-\rho$. Therefore,

$$
A(\ell)+B(1-\rho)=A(\ell)+B \circ G(\ell)=F(\ell)=(1-1 / d) \log (2 d-1)=h .
$$

Below, we will further discuss four examples of functions $A$ and $B$ satisfying $A+B \circ G=F$, namely:

- the two "extremal" cases $[A=F, B=0]$ and $\left[A=0, B=F \circ G^{-1}\right]$, see Theorems 2.1 and 2.2:
- two intermediate cases $[A(x)=(1+x) \log (1+x)+(1-x) \log (1-x), B(x)=$ $-2 \log (1-x)]$ and $[A(x)=F(x)-4 G(x), B(x)=4 x]$, see Corollaries 2.3 and [2.4.

The first lower bound for the asymptotic entropy is due to A. Avez Ave76]. The entropy of a probability measure $\mu$ on $\Gamma$ is $H(\mu)=-\sum_{g \in \Gamma} \mu(g) \log \mu(g)$. Avez proved that if $\mu$ is symmetric and has finite entropy, then $h \geqslant-2 \log \rho$. Particularly, the vanishing of $h$ implies $\rho=1$. The three-line proof of Avez deserves being recalled here: using Jensen's inequality and the symmetry of $\mu$, one has

$$
\begin{aligned}
-H\left(\mu^{* n}\right) & =\sum_{g \in \Gamma} \mu^{* n}(g) \log \mu^{* n}(g) \leqslant \log \left[\sum_{g \in \Gamma} \mu^{* n}(g) \mu^{* n}(g)\right] \\
& =\log \left[\sum_{g \in \Gamma} \mu^{* n}(g) \mu^{* n}\left(g^{-1}\right)\right]=\log \mu^{* 2 n}(e) .
\end{aligned}
$$

Therefore

$$
\frac{1}{n} H\left(\mu^{* n}\right) \geqslant-2 \log \sqrt[2 n]{\mu^{* 2 n}(e)}
$$

and letting $n \rightarrow+\infty$ yields $h \geqslant-2 \log \rho$.
Another lower bound relating entropy and the spectral radius has been proved by Ledrappier Led92: if $\mu$ is symmetric and has finite entropy, then $h \geqslant 4(1-\rho)$. This inequality is better than Avez's for values of $\rho$ close to 1 , but it is worse for $\rho$ close to 0 .

Lower bounds for the asymptotic entropy $h$ involving the drift $\ell$ were also considered. Assume that $\mu$ is a finitely supported symmetric measure on a group $\Gamma$. The right random
walk on $\Gamma$ associated with $\mu$ is a special case of finite range reversible Markov chains, for which N. Varopoulos proved the following "basic estimate":

$$
\forall g \in \Gamma, \mu^{* n}(g) \leqslant C n^{3 / 4} \exp \left[-\frac{|g|^{2}}{C n}\right]
$$

for some constant $C$ depending only on $\mu$ (Var85. Using Cauchy-Schwarz inequality, he deduced that $h \geqslant \ell^{2} / C$. Hence, for any finitely supported symmetric measure, one has $h=0 \Longrightarrow \ell=0$.

In the same issue of the Bulletin des sciences mathématiques, K. Carne both improved the statement and simplified the proof of Varopoulos' estimate Car85. He obtained:

$$
\forall g \in \Gamma, \mu^{* n}(g) \leqslant 2 \exp \left[-\frac{|g|^{2}}{2 n k^{2}}\right]
$$

where $k$ is the radius of the smallest ball containing the support of $\mu$. The consequence for $h$ and $\ell$ becomes $h \geqslant \ell^{2} / 2 k^{2}$.

Actually, Carne's estimate can be improved. A careful inspection of his proof enabled J. Lœuillot to prove the following: if $\mu$ is a finitely supported symmetric probability measure on a group $\Gamma$ and $k$ is such that $\operatorname{supp}(\mu) \subset B(e, k)$, then

$$
\forall g \in \Gamma, \mu^{* n}(g) \leqslant 2 \rho^{n} \exp \left[-\frac{n}{2} A\left(\frac{|g|}{n k}\right)\right]
$$

where $A$ is defined, for $x \in[0,1)$, by $A(x)=(1+x) \log (1+x)+(1-x) \log (1-x)$. (See the Appendix for a proof. Observe that this is the function $A$ involved in Corollary 2.3), Using Jensen inequality and the convexity of $A$, he deduced that $h \geqslant A(\ell / k) / 2-\log \rho$ Lœu11]. This is the first estimate involving both $\ell$ and $\rho$.

All these lower bounds for the entropy $h$ involving $\ell$ rely on estimates of $\mu^{* n}(g)$ and require the measure $\mu$ to be finitely supported (and symmetric). Recently, A. Erschler and A. Karlsson proved that $h \geqslant \ell^{2} / C$ still holds for symmetric probability measures with finite second moment EK12.

Theorem 1.1 improves all the results mentioned above. Actually, each of these estimates can be strengthened in an optimal way, leading to a new inequality for which equality can occur, see Corollaries 2.3 and 2.4.

Beyond the realm of random walks on discrete groups, Ledrappier proved that $h \geqslant \ell^{2}$ for the Brownian motion on the universal cover $\widetilde{M}$ of a compact riemannian manifold $M$ Led10.

Let $\mu$ be a probability measure on the group $\Gamma$ with a finite first moment, i.e., such that $\sum_{g}|g| \mu(g)<+\infty$ (no symmetry is required). As far as upper bounds for the asymptotic entropy $h$ are concerned, Guivarc'h [Gui80] proved the following so-called "fundamental inequality" between $h, \ell$ and the growth $v=\lim _{n} \frac{1}{n} \log \# B(e, n)$ of $\Gamma$ with respect to $S$, namely:

$$
h \leqslant \ell v .
$$

The equality $h=\ell v$ holds in several cases which are well understood, for instance when $\Gamma$ is the free non-abelian group of rank $d$ and $\mu$ is the uniform measure on the canonical set of
generators Led01, or when $\Gamma$ is a free product of finite groups MM07. See also BHM11] for several characterizations of the equality in terms of quasi-conformal measure on the boundary when $\Gamma$ is a word-hyperbolic group.

Some contrast appears when one compares the equality $h=\ell v$ and the equality cases in Theorem 1.1. Indeed, we have the following corollaries (which are proved in § 3.4):

Corollary 1.3. Assume that $\Gamma=\Gamma_{1} * \cdots * \Gamma_{q}(q \geqslant 2)$ is a free product of finitely generated groups $\Gamma_{i}$ with finite generating sets $S_{i}$. Let $\mu$ be a symmetric probability measure with support equal to $S=\bigsqcup S_{i}$. Let $A$ and $B$ be two nondecreasing functions on $[0,1)$ with $A+B \circ G \leqslant F$ such that the equality $A(\ell)+B(1-\rho)=h$ holds. Then the Cayley graph of each $\Gamma_{i}$ with respect to $S_{i}$ is a regular tree (i.e., $\Gamma_{i}$ is a free product of finitely many factors $\mathbb{Z}$ and $\mathbb{Z} / 2 \mathbb{Z}$ ), the Cayley graph of $\Gamma$ with respect to $S$ is also a regular tree, and $\mu$ is the uniform measure on $S$.

For instance, consider the modular group $\Gamma=\mathbb{Z} / 2 \mathbb{Z} * \mathbb{Z} / 3 \mathbb{Z}=\{1, a\} *\left\{1, b, b^{2}\right\}$ and a symmetric probability measure $\mu_{p}=p \delta_{a}+\frac{1-p}{2}\left(\delta_{b}+\delta_{b^{2}}\right)$. Then, for all $p \in(0,1)$, one has $h=\ell v$ MM07 but $A(\ell)+B(1-\rho)<h$.

As far as the free group $\mathbb{F}_{d}=\mathbb{Z} * \cdots * \mathbb{Z}$ is concerned, the above corollary says that the simple random walk is the only symmetric nearest neighbor random walk for which $A(\ell)+B(1-\rho)=h$ holds.

Let $\Gamma$ be the fundamental group of a closed compact surface and $\mu$ a finitely supported symmetric probability measure on $\Gamma$. Deciding whether $h=\ell v$ or $h<\ell v$ is still an open problem, even for the uniform measure on the Poincaré generators of $\Gamma$. However, we have the following (see $\S(3.4)$ :

Corollary 1.4. Let $\Gamma$ be a one-ended hyperbolic group and $\mu$ a finitely supported symmetric probability measure on $\Gamma$ whose support generates $\Gamma$ as a semigroup. Let $A$ and $B$ be two nondecreasing functions on $[0,1)$ such that $A+B \circ G \leqslant F$. Then one has

$$
A\left(\ell / M_{2}(\mu)\right)+B(1-\rho)<h .
$$

## 2. Further results and examples

Our main result, Theorem 1.1 is a consequence of two separate estimates relating the drift (resp. the spectral radius) and the entropy. Those estimates essentially correspond to the endpoints estimates in Theorem 1.1, i.e., $A=0$ and $B=0$. However, they are slightly stronger, since they hold under weaker assumptions.

The estimate relating drift and entropy is the following.
Theorem 2.1. Consider a symmetric random walk on a finitely generated group, with finite first moment. Let $\ell$ denote its drift, $h$ its entropy, and $M_{p}(\mu)$ the moment of order $p$ of $\mu$. Then

$$
\sum_{n=1}^{\infty} \frac{2}{2 n-1}\left(\frac{\ell}{M_{1+1 /(2 n-1)}(\mu)}\right)^{2 n} \leqslant h .
$$

In this theorem, the first terms of the expansion vanish if the corresponding moments are infinite. The theorem gives a nontrivial estimate when $\mu$ as a finite moment of some order $p>1$. In particular, if $\mu$ has a moment of order $1+1 /(2 n-1)$, we get

$$
\ell \leqslant M_{1+1 /(2 n-1)}(\mu)\left(\frac{2 n-1}{2} h\right)^{1 /(2 n)}
$$

If $h=0$ for such a measure, it follows that $\ell=0$. This is a weak version of a theorem of Karlsson and Ledrappier [KL07], stating that this implication holds for symmetric measures with a finite moment of order 1 (the symmetry assumption can even be replaced by a weaker centering assumption).

Theorem 2.1 is most precise for measures with a finite moment of order 2 , since all terms become relevant. Bounding $M_{1+1 /(2 n-1)}(\mu)$ by $M_{2}(\mu)$, this yields

$$
\begin{equation*}
F\left(\frac{\ell}{M_{2}(\mu)}\right) \leqslant h \tag{2.1}
\end{equation*}
$$

thanks to the Taylor expansion of $F$ :

$$
F(x)=\sum_{n=1}^{\infty} \frac{2}{2 n-1} x^{2 n} .
$$

This is the special case of Theorem [1.1 corresponding to $A=F$ and $B=0$.
We now turn to the estimate relating spectral radius and entropy.
Theorem 2.2. Consider a symmetric random walk on a finitely generated group $\Gamma$, with finite entropy $h$. Let $\rho$ denote its spectral radius. Then

$$
F \circ G^{-1}(1-\rho) \leqslant h .
$$

This is the special case of Theorem 1.1 corresponding to $A=0$ and $B=F \circ G^{-1}$. Note however that there is no moment assumption on $\mu$ here, finiteness of the entropy suffices.

The main theorem follows from the above two theorems:
Proof of Theorem 1.1. We have shown in (2.1) that $F\left(\ell / M_{2}(\mu)\right) \leqslant h$, while Theorem 2.2 yields $F \circ G^{-1}(1-\rho) \leqslant h$. Let $A$ and $B$ be nondecreasing functions with $A+B \circ G \leqslant F$, we get
$A\left(\ell / M_{2}(\mu)\right)+B(1-\rho) \leqslant A \circ F^{-1}(h)+B \circ G \circ F^{-1}(h)=(A+B \circ G)\left(F^{-1} h\right) \leqslant F\left(F^{-1} h\right)=h$.
This is the conclusion of Theorem 1.1.
Corollary 2.3. Let $A(x)=(1+x) \log (1+x)+(1-x) \log (1-x)$. Then any symmetric random walk with finite second moment satisfies

$$
A\left(\ell / M_{2}(\mu)\right)+2|\log \rho| \leqslant h .
$$

Moreover, equality holds for the simple random walk on the free group.
Indeed, it suffices to take $A$ as in the statement of the corollary and $B(x)=-2 \log (1-x)$ : those functions are nondecreasing and satisfy $A+B \circ G=F$, hence Theorem 1.1 applies. Surprisingly, for nearest neighbor random walks, we found a direct (and completely different) proof of this result, relying on properties of Chebyshev polynomials and on large deviation
estimates for the simple random walk on $\mathbb{Z}$. Since this proof is interesting in its own right, we give it in Appendix A. Note that this statement improves both Avez and Carne-Lœuillot inequalities.

Corollary 2.4. Let $A(x)=x \log \frac{1+x}{1-x}+4 \sqrt{1-x^{2}}-4 \geqslant 0$. Then any symmetric random walk with finite second moment satisfies

$$
A\left(\ell / M_{2}(\mu)\right)+4(1-\rho) \leqslant h .
$$

Moreover, equality holds for the simple random walk on the free group.
This is a first way of improving Ledrappier's inequality $4(1-\rho) \leqslant h$, using the drift $\ell$.
Proof. Observe that $A(x)=F(x)-4 G(x)$. Let $B(x)=4 x$. We obviously have $A+B \circ G=F$. In order to apply Theorem 1.1 we have to check that $A$ is nondecreasing. Starting from the Taylor expansions of $F$ and $G$, we have

$$
A(x)=2 \sum_{n=0}^{\infty}\left(\frac{1}{2 n+1}-\frac{1}{4^{n}(n+1)}\binom{2 n}{n}\right) x^{2 n+2} .
$$

For $n \geqslant 1$, one may estimate ( $2 n$ )! by bounding each odd number in the product by the even number following it. This gives $(2 n)!\leqslant 4^{n}(n!)^{2}$. Bounding only each odd number $>1$ by the even number following it, we even get $(2 n)!\leqslant 4^{n}(n!)^{2} / 2$, hence $4^{-n}\binom{2 n}{n} \leqslant 1 / 2$. Therefore all the coefficients of the Taylor expansion of $A$ are nonnegative, and $A$ is increasing (and nonnegative).

Theorem 2.2 provides a second way of improving Ledrappier's inequality, using only the spectral radius $\rho$. We previously need to study more precisely the function $F \circ G^{-1}$. This is done in the next lemma.

Lemma 2.5. The function $F \circ G^{-1}$ satisfies on $[0,1)$

$$
F \circ G^{-1}(x)=\left(2 x-x^{2}\right)^{1 / 2} \log \left(\frac{1+\left(2 x-x^{2}\right)^{1 / 2}}{1-\left(2 x-x^{2}\right)^{1 / 2}}\right)=\sum_{n=1}^{\infty} c_{n} x^{n},
$$

where $c_{1}=4$ and $(2 n-1) c_{n}=(n-2) c_{n-1}+2$ for $n \geqslant 2$. In particular, the coefficients $c_{n}$ are positive. Hence, $F \circ G^{-1}$ is increasing and convex.

Proof. A simple computation shows that the function $H=F \circ G^{-1}$ satisfies the differential equation

$$
H^{\prime}(x)=\frac{1-x}{x(2-x)} H(x)+\frac{2}{1-x} .
$$

Multiplying by $x(2-x)$ and identifying the Taylor coefficients on the left and on the right, one gets the recurrence relation $(2 n-1) c_{n}=(n-2) c_{n-1}+2$ for $n \geqslant 2$.

Corollary 2.6. Any symmetric random walk with finite entropy satisfies

$$
\begin{equation*}
\sqrt{1-\rho^{2}} \log \frac{1+\sqrt{1-\rho^{2}}}{1-\sqrt{1-\rho^{2}}}=\sum_{n=1}^{\infty} c_{n}(1-\rho)^{n} \leqslant h . \tag{2.2}
\end{equation*}
$$

Moreover, equality holds for the simple random walk on the free group.

This is a rephrasing of Theorem [2.2, Obviously, $F \circ G^{-1}(1-\rho)$ is the left hand side in (2.2). This statement is actually an improvement of Ledrappier's inequality since the coefficients $c_{n}$ are positive.

As another consequence of Theorems 2.1 and 2.2. we get estimates on the drift $\ell$, the entropy $h$ and the spectral radius $\rho$ in terms of the growth $v$ of the group $\Gamma$.

Corollary 2.7. Let $\mu$ be a symmetric probability measure with a finite second moment on a finitely generated group $\Gamma$. Denote by $\tilde{\ell}=\ell / M_{2}(\mu)$ and $\tilde{v}=M_{2}(\mu) v$ the drift and the growth for the distance $\tilde{d}(g, h)=d(g, h) / M_{2}(\mu)$. The following inequalities hold:

$$
\tilde{\ell} \leqslant \tanh (\tilde{v} / 2), \quad h \leqslant \tilde{v} \tanh (\tilde{v} / 2), \quad \rho \geqslant 1 / \cosh (\tilde{v} / 2) .
$$

Again, equalities hold for the simple random walk on the free group.
Proof. The function $F$ satisfies $F(x)=2 x \operatorname{argtanh}(x)$. Combining the inequality $F(\tilde{\ell}) \leqslant h$ from Theorem 2.1 with the "fundamental inequality" $h \leqslant \tilde{\ell} \tilde{v}$ yields $2 \operatorname{argtanh}(\tilde{\ell}) \leqslant \tilde{v}$, hence $\tilde{\ell} \leqslant \tanh (\tilde{v} / 2)$. Since $h \leqslant \tilde{\ell} \tilde{v}$, we deduce that $h \leqslant \tilde{v} \tanh (\tilde{v} / 2)$. Last, we have $F \circ G^{-1}(1-\rho) \leqslant$ $h$. One easily checks that $F \circ G^{-1}(1-1 / \cosh (t / 2))=t \tanh (t / 2)$. Thus Theorem 2.2 implies

$$
1-\rho \leqslant G \circ F^{-1}(h) \leqslant G \circ F^{-1}(\tilde{v} \tanh (\tilde{v} / 2))=1-1 / \cosh (\tilde{v} / 2) .
$$

We get $\rho \geqslant 1 / \cosh (\tilde{v} / 2)$, as claimed.
Example. Assume that $\Gamma$ is the fundamental group of a closed compact surface of genus 2 . Consider the following presentation of $\Gamma$ :

$$
\Gamma=\left\langle a_{1}, a_{2}, b_{1}, b_{2}:\left[a_{1}, b_{1}\right]\left[a_{2}, b_{2}\right]=1\right\rangle .
$$

The growth $v$ of $\Gamma$ with respect to the generating set $S=\left\{a_{1}, a_{2}, b_{1}, b_{2}\right\}^{ \pm 1}$ is explicitly known. Following Cannon (see dlH00), it is the logarithm of an algebraic number, and its value is $v=1.9430254 \ldots$. Let $\mu$ be any symmetric probability measure on $S$. The above corollary yields

$$
\ell \leqslant 0.749368278, \quad h \leqslant 1.456041598, \quad \rho \geqslant 0.66215344 .
$$

Assume now that $\mu$ is the uniform measure on $S$. The best known estimates on $\rho$ are $0.662420 \leqslant \rho \leqslant 0.662816$ (see Bar04 and Nag97). The lower bound we obtain for the spectral radius $\rho$ is precise up to $7 * 10^{-4}$ (although it is less good than Bartholdi's). Using Nagnibeda's upper bound for $\rho$, the inequality $h \geqslant F \circ G^{-1}(1-\rho)$ gives $h \geqslant 1.452903618$. Since $\ell \geqslant h / v$, we also have $\ell \geqslant 0.747753281$. This proves that the upper bounds we get for $\ell$ and $h$ are precise up to $2 * 10^{-3}$ and $4 * 10^{-3}$.

## 3. Boundaries, and proofs of the main inequalities

In this section, we prove our two main inequalities, Theorems 2.1 and 2.2. The proof can be equivalently given inside the group (following the ideas of Ledrappier in [Led92]), or using boundaries. We will use the latter point of view, since it allows for more transparent and intrinsic arguments. Moreover, it is more likely to give insights about the equality case in our inequalities.

In this section, $\Gamma$ will always be a finitely generated group, and $\mu$ a symmetric probability measure on $\Gamma$ whose support generates $\Gamma$, with finite entropy.
3.1. A symmetrization lemma. Let $(\mathcal{B}, \nu)$ be a probability space endowed with a $\Gamma$ action, such that the probability $\nu$ is $\mu$-stationary. In particular, $\gamma_{*} \nu$ is absolutely continuous with respect to $\nu$, for every $\gamma$ in the subgroup generated by the support of $\mu$, which we assume to coincide with $\Gamma$.

The Radon-Nikodym cocycle

$$
c(\gamma, \xi)=\frac{\mathrm{d} \gamma_{*}^{-1} \nu}{\mathrm{~d} \nu}(\xi)
$$

allows us to define a measure on $\Gamma \times \mathcal{B}$ :

$$
\mathrm{d} m=\frac{1+c}{2} \mathrm{~d} \mu \mathrm{~d} \nu .
$$

One checks, by means of a change of variables, that $m$ is indeed a probability measure; in fact, for every $\gamma, \frac{1+c(\gamma, \xi)}{2} \mathrm{~d} \nu(\xi)$ is a probability measure on $\mathcal{B}$. Moreover, the measure $m$ is invariant under the 'flip' involution $(\gamma, \xi) \mapsto\left(\gamma^{-1}, \gamma^{-1} \xi\right)$.

The following symmetrization lemma will be used several times. The term "symmetrization" comes from the fact the expression on the right-hand-side does not change under the flip involution. It relies crucially on the symmetry of the measure $\mu$.

Lemma 3.1. Consider an additive cocycle $f: \Gamma \times \mathcal{B} \rightarrow \mathbb{R}$, i.e., a function satisfying $f\left(\gamma \gamma^{\prime}, \xi\right)=f\left(\gamma, \gamma^{\prime} \xi\right)+f\left(\gamma^{\prime}, \xi\right)$. If $f$ is integrable with respect to $\mathrm{d} \mu \mathrm{d} \nu$,

$$
\int_{\Gamma \times \mathcal{B}} f(\gamma, \xi) \mathrm{d} \mu(\gamma) \mathrm{d} \nu(\xi)=\int_{\Gamma \times \mathcal{B}} f(\gamma, \xi) \frac{1-c(\gamma, \xi)}{1+c(\gamma, \xi)} \mathrm{d} m(\gamma, \xi) .
$$

Proof. This easy computation goes as follows. By the change of variable $g=\gamma^{-1}$ and the symmetry of $\mu$, we have

$$
\int f(\gamma, \xi) \mathrm{d} \mu(\gamma) \mathrm{d} \nu(\xi)=\int f\left(g^{-1}, \xi\right) \mathrm{d} \mu(g) \mathrm{d} \nu(\xi) .
$$

The cocycle relation $f\left(g g^{\prime}, \xi\right)=f\left(g, g^{\prime} \xi\right)+f\left(g^{\prime}, \xi\right)$ implies that $f\left(g^{-1}, \xi\right)=-f\left(g, g^{-1} \xi\right)$. The change of variable $\eta=g^{-1} \xi$ gives

$$
\int f \mathrm{~d} \mu \mathrm{~d} \nu=-\int f(g, \eta) \mathrm{d}\left(g_{*}^{-1} \nu\right)(\eta) \mathrm{d} \mu(g)=\int f \frac{-2 c}{1+c} \mathrm{~d} m .
$$

On the other hand, we have of course

$$
\int f \mathrm{~d} \mu \mathrm{~d} \nu=\int f \frac{2}{1+c} \mathrm{~d} m .
$$

The half-sum of these two relations gives the desired result.
3.2. The Poisson boundary, proof of Theorem [2.2, The proof of Theorem [2.2 relies on the action of ( $\Gamma, \mu$ ) on its Poisson boundary $\left(\mathcal{B}_{0}, \nu_{0}\right)$. There are several definitions and constructions of this object, see [KV83, Fur02] for details, we will use the entropic characterization 3.1] below. Let $c_{0}, m_{0}$ be the objects defined above, attached to the Poisson boundary.
3.2.1. A convenient formula for the entropy. Kaimanovich and Vershik KV83 proved the following formula for the entropy:

$$
\begin{equation*}
h=-\int_{\Gamma \times \mathcal{B}_{0}} \log c_{0} \mathrm{~d} \mu \mathrm{~d} \nu_{0} . \tag{3.1}
\end{equation*}
$$

Since the Radon-Nikodym derivative $c_{0}$ is a multiplicative cocycle, the symmetrization lemma 3.1 applies:

$$
h=-\int_{\Gamma \times \mathcal{B}_{0}} \log c_{0} \cdot \frac{1-c_{0}}{1+c_{0}} \mathrm{~d} m_{0},
$$

which can be more conveniently written as

$$
\begin{equation*}
h=\int_{\Gamma \times \mathcal{B}_{0}} F\left(\frac{1-c_{0}}{1+c_{0}}\right) \mathrm{d} m_{0}, \tag{3.2}
\end{equation*}
$$

where $F$ was introduced in (1.1).
3.2.2. An inequality for the spectral radius. Recall that a probability measure on a locally compact group is said to be étalée if some convolution power of it has a non-singular component with respect to the Haar measure. In the realm of discrete groups, this assumption is automatically satisfied. Thus, by a theorem of Zimmer [Zim78, Cor 5.3], the action of the discrete group $\Gamma$ on the Poisson boundary is amenable, in the sense of Zimmer. The precise definition of this notion will not be important for us, we will only use the following consequence: A theorem of Kuhn [Kuh94 (valid for ergodic amenable actions) implies that the unitary representation $\pi$ of $\Gamma$ on $L^{2}\left(\mathcal{B}_{0}, \nu_{0}\right)$ defined by

$$
(\pi(\gamma) f)(\xi)=c_{0}(\gamma, \xi)^{1 / 2} f\left(\gamma^{-1} \xi\right)
$$

is weakly contained in the regular representation $\pi_{\text {reg }}$ of $\Gamma$ on $\ell^{2}(\Gamma)$. We deduce that the self-adjoint operator $\pi(\mu)$ has norm less than or equal to the norm of $\pi_{\text {reg }}(\mu)$, which is, by a result of Kesten Kes59, exactly the spectral radius $\rho$. If we consider the scalar product $\langle\pi(\mu) 1,1\rangle$ in $L^{2}\left(\mathcal{B}_{0}, \nu_{0}\right)$, we have:

$$
\rho \geqslant\langle\pi(\mu) 1,1\rangle=\int_{\Gamma \times \mathcal{B}_{0}} c_{0}^{1 / 2} \mathrm{~d} \mu \mathrm{~d} \nu_{0} .
$$

Therefore,

$$
1-\rho \leqslant 1-\int_{\Gamma \times \mathcal{B}_{0}} \frac{2 c_{0}^{1 / 2}}{1+c_{0}} \mathrm{~d} m_{0}=\int_{\Gamma \times \mathcal{B}_{0}} \frac{\left(1-c_{0}^{1 / 2}\right)^{2}}{1+c_{0}} \mathrm{~d} m_{0}=\int_{\Gamma \times \mathcal{B}_{0}} G\left(\frac{1-c_{0}}{1+c_{0}}\right) \mathrm{d} m_{0},
$$

where $G$ was introduced in (1.1).
3.2.3. Proof of Theorem 2.2. The map $F \circ G^{-1}$ is increasing, so the above inequality transforms into

$$
\begin{equation*}
F \circ G^{-1}(1-\rho) \leqslant F \circ G^{-1}\left(\int_{\Gamma \times \mathcal{B}_{0}} G\left(\frac{1-c_{0}}{1+c_{0}}\right) \mathrm{d} m_{0}\right) . \tag{3.3}
\end{equation*}
$$

Note that the partial inverse $G^{-1}$ of $G$ satisfies $F \circ G^{-1} \circ G=F$ on the interval $(-1,1)$, because both $F$ and $G$ are even functions. Since $F \circ G^{-1}$ is convex by Lemma 2.5, Jensen's
inequality implies that

$$
F \circ G^{-1}(1-\rho) \leqslant \int_{\Gamma \times \mathcal{B}_{0}} F\left(\frac{1-c_{0}}{1+c_{0}}\right) \mathrm{d} m_{0} .
$$

By Equation (3.2), this is the required inequality.
3.3. The metric compactification, proof of Theorem [2.1. For the proof of Theorem [2.1, we will need another, more geometric boundary, which will give us access to the metric notion of linear drift, in contrast with the Poisson boundary, which is purely a measure theoretic construction.

We recall the construction of the metric (horospherical) closure of the group $G$. Let $X \subset \mathbb{R}^{\Gamma}$ be the set of 1-Lipschitz real-valued functions on $\Gamma$ which vanish on $e$. Lipschitz means here that $\left|\varphi\left(g g^{\prime}\right)-\varphi(g)\right| \leqslant\left|g^{\prime}\right|$. For any $\gamma \in \Gamma$,

$$
\Phi_{\gamma}(g)=\left|\gamma^{-1} g\right|-\left|\gamma^{-1}\right|
$$

defines an element of $X$, and the assignment $\gamma \mapsto \Phi_{\gamma}$ is continuous, injective. Let $\mathcal{B}_{1}$ be the closure of the image of $\Gamma$. The action of $\Gamma$ on $\mathcal{B}_{1}$ is given by

$$
(\gamma \xi)(g)=\xi\left(\gamma^{-1} g\right)-\xi\left(\gamma^{-1}\right) .
$$

The latter equation for the action is better understood if one thinks of $X$ as the quotient set of 1-Lipschitz functions on $\Gamma$ modulo the constants, endowed with the natural translation action on functions. Each element of $X$ has a unique representative which vanishes at $e$, which explains the above formula.
3.3.1. Symmetrized Furstenberg-Khasminskii Formula for the linear drift. Karlsson and Ledrappier [KL07], KL11, Thm 18] proved that in this setting, under the assumption of finite first moment, there exists an ergodic stationary probability measure $\nu_{1}$ on $\mathcal{B}_{1}$, which satisfies the Furstenberg-Khasminskii formula:

$$
\ell=\int_{\Gamma \times \mathcal{B}_{1}} \xi\left(\gamma^{-1}\right) \mathrm{d} \mu(\gamma) \mathrm{d} \nu_{1}(\xi) .
$$

By definition of the action, the assignment $\beta:(g, \xi) \mapsto \xi\left(g^{-1}\right)$ satisfies

$$
\beta\left(g g^{\prime}, \xi\right)=\xi\left(g^{\prime-1} g^{-1}\right)=\left(g^{\prime} \xi\right)\left(g^{-1}\right)+\xi\left(g^{\prime-1}\right)=\beta\left(g, g^{\prime} \xi\right)+\beta\left(g^{\prime}, \xi\right),
$$

so it is an additive cocycle; this is in fact the classical Busemann cocycle. Hence, the symmetrization lemma 3.1 applies, and we find

$$
\begin{equation*}
\ell=\int_{\Gamma \times \mathcal{B}_{1}} \beta \cdot \frac{1-c_{1}}{1+c_{1}} \mathrm{~d} m_{1}, \tag{3.4}
\end{equation*}
$$

where $c_{1}$ and $m_{1}$ denote the Radon-Nikodym derivative and the measure $\frac{1+c_{1}}{2} \mathrm{~d} \mu \mathrm{~d} \nu_{1}$ respectively, as in the case of the Poisson boundary.
3.3.2. An inequality for the entropy. We consider the notion, introduced by Furstenberg, of boundary entropy, in the case of the metric compactification endowed with the measure $\nu_{1}$. This is by definition the following number:

$$
h_{\mu}\left(\mathcal{B}_{1}, \nu_{1}\right)=-\int_{\Gamma \times \mathcal{B}_{1}} \log c_{1} \mathrm{~d} \mu \mathrm{~d} \nu_{1} .
$$

Kaimanovich and Vershik KV83 proved that the boundary entropy of a space endowed with a stationary measure is always less than or equal to the entropy of the random walk. Hence, by the symmetrization lemma 3.1, we have

$$
h \geqslant h_{\mu}\left(\mathcal{B}_{1}, \nu_{1}\right)=\int_{\Gamma \times \mathcal{B}_{1}} F\left(\frac{1-c_{1}}{1+c_{1}}\right) \mathrm{d} m_{1} .
$$

3.3.3. Proof of Theorem 2.1, Let $n \geqslant 1$ be an integer. Using Hölder's inequality in Equation (3.4) for the exponent $1+1 /(2 n-1)$ and the conjugate exponent $2 n$, the drift $\ell$ satisfies

$$
\begin{equation*}
\ell \leqslant\left(\int_{\Gamma \times \mathcal{B}_{1}}|\beta|^{1+1 /(2 n-1)} \mathrm{d} m_{1}\right)^{(2 n-1) /(2 n)}\left(\int_{\Gamma \times \mathcal{B}_{1}}\left(\frac{1-c_{1}}{1+c_{1}}\right)^{2 n} \mathrm{~d} m_{1}\right)^{1 /(2 n)} \tag{3.5}
\end{equation*}
$$

Since $|\beta(g, \xi)| \leqslant|g|$, because $\mathcal{B}_{1}$ consists of 1 -Lipschitz functions vanishing at $e$,

$$
\begin{equation*}
\int_{\Gamma \times \mathcal{B}_{1}}|\beta|^{1+1 /(2 n-1)} \mathrm{d} m_{1} \leqslant \int_{\Gamma}|\gamma|^{1+1 /(2 n-1)}\left(\int_{\mathcal{B}_{1}} \frac{1+c_{1}(\gamma, \xi)}{2} \mathrm{~d} \nu_{1}(\xi)\right) \mathrm{d} \mu(\gamma) . \tag{3.6}
\end{equation*}
$$

For each $\gamma$, the measure on $\mathcal{B}_{1}$ given by $\frac{1+c_{1}(\gamma, \xi)}{2} \mathrm{~d} \nu_{1}(\xi)$ is a probability measure. Thus,

$$
\left(\frac{\ell}{M_{1+1 /(2 n-1)}(\mu)}\right)^{2 n} \leqslant \int_{\Gamma \times \mathcal{B}_{1}}\left(\frac{1-c_{1}}{1+c_{1}}\right)^{2 n} \mathrm{~d} m_{1}
$$

Note that the previous equation makes sense even if $\mu$ has no finite moment of order $1+$ $1 /(2 n-1)$ (in this case, the left hand size vanishes, and the equation is trivial). The point here is that if $\mu$ has a finite moment of order $1+\varepsilon$ for some $\varepsilon>0$, this will give a nontrivial result for some $n \geqslant 1$.

Multiplying this inequality by $2 /(2 n-1)$ and summing over $n$, we obtain

$$
\begin{aligned}
\sum_{n \geqslant 1} \frac{2}{2 n-1}\left(\frac{\ell}{M_{1+1 /(2 n-1)}(\mu)}\right)^{2 n} & \leqslant \int_{\Gamma \times \mathcal{B}_{1}} \sum_{n \geqslant 1} \frac{2}{2 n-1}\left(\frac{1-c_{1}}{1+c_{1}}\right)^{2 n} \mathrm{~d} m_{1} \\
& =\int_{\Gamma \times \mathcal{B}_{1}} F\left(\frac{1-c_{1}}{1+c_{1}}\right) \mathrm{d} m_{1}=h_{\mu}\left(\mathcal{B}_{1}, \nu_{1}\right) \leqslant h
\end{aligned}
$$

as claimed.
3.4. Discussion of the equality case. The proofs given in the previous paragraphs imply that the equality situation in those inequalities is very rigid:

Proposition 3.2. Consider a symmetric measure $\mu$ on a countable group $\Gamma$, with finite entropy and finite second moment. Assume that, for some nondecreasing functions $A$ and $B$ with $A+B \circ G \leqslant F$, equality holds in Theorem 1.1, i.e., $A\left(\ell / M_{2}(\mu)\right)+B(1-\rho)=h$. Then, on the Poisson boundary $\left(\mathcal{B}_{0}, \nu_{0}\right)$ of $(\Gamma, \mu)$, the Radon-Nikodym cocycle $c_{0}(\gamma, \xi)$ takes only two values $e^{\alpha}$ and $e^{-\alpha}, \mu \otimes \nu_{0}$ almost surely.

Proof. If equality holds in Theorem 1.1, then equality has to hold at least at one of the two endpoint inequalities, i.e., for $A=F$ or for $B \circ G=F$.

Assume first that $F \circ G^{-1}(1-\rho)=h$. Then all the inequalities in the proof of Theorem [2.2 have to be equalities. In particular, Jensen's inequality after (3.3) is an equality, whence $G\left(\left(1-c_{0}\right) /\left(1+c_{0}\right)\right)$ is almost surely constant, i.e., there exists $a \in \mathbb{R}$ such that $\left(1-c_{0}\right) /(1+$ $\left.c_{0}\right)= \pm a$ almost surely. Hence, $c_{0}=(1-b) /(1+b)$ for $b= \pm a$. This shows that $c_{0}$ takes only two values, which are inverse one of each other.

Assume now that $F\left(\ell / M_{2}(\mu)\right)=h$. Denote by $\left(\mathcal{B}_{1}, \nu_{1}\right)$ the metric compactification used in Paragraph 3.3. We have the inequalities

$$
\begin{aligned}
& F\left(\frac{\ell}{M_{2}(\mu)}\right)=\sum \frac{2}{2 n-1}\left(\frac{\ell}{M_{2}(\mu)}\right)^{2 n} \\
& \leqslant \sum \frac{2}{2 n-1}\left(\frac{\ell}{M_{1+1 /(2 n-1)}(\mu)}\right)^{2 n} \leqslant h_{\mu}\left(\mathcal{B}_{1}, \nu_{1}\right) \leqslant h
\end{aligned}
$$

If the extreme terms are equal, we have equality everywhere. Since the equality $h_{\mu}(\mathcal{B}, \nu)=$ $h$ characterizes the Poisson boundary by [KV83], it follows that ( $\mathcal{B}_{1}, \nu_{1}$ ) is the Poisson boundary. Moreover, all the moments of $\mu$ coincide, hence $\mu$ is supported on points at a fixed distance of $e$. Since equality has to hold in (3.6), we also deduce that $|\beta(\gamma, \xi)|=|\gamma|$ almost surely. This implies that $|\beta|$ is almost surely constant. Finally, there is equality in the Hölder inequality (3.5), hence, $\left(1-c_{1}\right) /\left(1+c_{1}\right)$ is almost surely proportional to $\beta$. It follows that $\left|\left(1-c_{1}\right) /\left(1+c_{1}\right)\right|$ is almost surely constant. We conclude the proof as in the first case.

We now have the tools to prove Corollaries 1.3 and 1.4, that we restate for clarity.
Corollary 1.3, Assume that $\Gamma=\Gamma_{1} * \cdots * \Gamma_{q}(q \geqslant 2)$ is a free product of finitely generated groups $\Gamma_{i}$ with finite generating sets $S_{i}$. Let $\mu$ be a symmetric probability measure with support equal to $S=\bigsqcup S_{i}$. Let $A$ and $B$ be two nondecreasing functions on $[0,1)$ with $A+B \circ G \leqslant F$ such that the equality $A(\ell)+B(1-\rho)=h$ holds. Then the Cayley graph of each $\Gamma_{i}$ with respect to $S_{i}$ is a regular tree (i.e., $\Gamma_{i}$ is a free product of finitely many factors $\mathbb{Z}$ and $\mathbb{Z} / 2 \mathbb{Z}$ ), the Cayley graph of $\Gamma$ with respect to $S$ is also a regular tree, and $\mu$ is the uniform measure on $S$.

Proof. For $u \in \Sigma=\bigsqcup \Gamma_{i} \backslash\{e\}$, write $\bar{u}=i$ if $u \in \Gamma_{i}$. A - finite or infinite - word $u_{1} u_{2} \cdots$ over the alphabet $\Sigma$ is reduced if $\overline{u_{i}} \neq \overline{u_{i+1}}$. The group $\Gamma$ is the set of finite reduced words over $\Sigma$ (the identity is the empty word) endowed with the internal law which is the concatenation with possible simplification at the contact point. Denote by $|.|_{i}$ the word metric on $\Gamma_{i}$ associated to $S_{i}$. The word metric $|$.$| on \Gamma$ with respect to $S=\bigsqcup S_{i}$ is then given by $|u|=|u|_{\bar{u}}$ if $u \in \Sigma$, and $|u|=\left|u_{1}\right|+\cdots+\left|u_{k}\right|$ if $u=u_{1} \cdots u_{k}$ is reduced over $\Sigma$.

Denote by $\mathcal{E}(\Gamma)$ the space of ends of $\Gamma$. Let $\mu$ be a symmetric probability measure on $\Gamma$ with support equal to $S$. Then there exists a unique probability measure $\nu$ on $\mathcal{E}(\Gamma)$ which is $\mu$-stationary, and the space $(\mathcal{E}(\Gamma), \nu)$ is (a realization of) the Poisson boundary of ( $\Gamma, \mu$ ) (see Woe89, Woe93 and also Kai00). The set $\partial \Gamma$ of right infinite reduced words $\xi=\xi_{1} \xi_{2} \cdots$ over $\Sigma$ is a $\Gamma$-invariant subset of $\mathcal{E}(\Gamma)$ with full $\nu$-measure.

For $a \in \Gamma$, denote by $q(a)=\mathbf{P}\left(\exists n, X_{n}=a\right)$ the probability that the random walk ever reaches $a$. For $a \in \Sigma$ and $\xi=\xi_{1} \xi_{2} \cdots \in \partial \Gamma$, we have

$$
c(a, \xi)=\left\{\begin{array}{ll}
q(a) & \text { if } \overline{\xi_{1}} \neq \bar{a}  \tag{3.7}\\
q\left(a \xi_{1}\right) / q\left(\xi_{1}\right) & \text { if } \overline{\xi_{1}}=\bar{a}
\end{array},\right.
$$

see DM61, Led01 and MM07.
Assume that the equality $A(\ell)+B(1-\rho)=h$ holds. Proposition 3.2 provides a real number $\alpha \geqslant 0$ such that $c(a, \xi) \in\left\{e^{\alpha}, e^{-\alpha}\right\}$ for $\mu \otimes \nu$-almost every $(a, \xi) \in \Sigma \times \partial \Gamma$. Since $q(a)<1$ as the random walk on a free product is transient, Equation (3.7) implies that $\alpha>0$ and $q(a)=e^{-\alpha}$ for all $a \in S$.

Consider two elements $a, b \in S_{i}$ (possibly with $a=b$ ), with $a b \neq e$. The second case in (3.7) shows that $q(a b) / q(b) \in\left\{e^{\alpha}, e^{-\alpha}\right\}$. Since $q(b)=e^{-\alpha}$, this gives $q(a b) \in\left\{1, e^{-2 \alpha}\right\}$. Since $a b \neq e$ and the random walk is transient, we have $q(a b)<1$, hence $q(a b)=e^{-2 \alpha}$. This gives

$$
\begin{aligned}
\mathbf{P}\left(\exists m<n, X_{m}=a, X_{n}=a b\right) & =\mathbf{P}\left(\exists m, X_{m}=a\right) \mathbf{P}\left(\exists n, X_{n}=b\right)=q(a) q(b) \\
& =e^{-2 \alpha}=q(a b)=\mathbf{P}\left(\exists n, X_{n}=a b\right),
\end{aligned}
$$

where we used the Markov property for the first equality. This shows that almost every path from $e$ to $a b$ has to pass first through $a$. Equivalently, whenever we write $a b$ as a product $s_{1} \ldots s_{n}$ of elements of $S_{i}$, then some prefix $s_{1} \ldots s_{m}$ is equal to $a$.

This implies that there is no nontrivial loop in the Cayley graph of $\Gamma_{i}$ with respect to $S_{i}$ : if there were such an injective loop $e, a_{1}, a_{1} a_{2}, \ldots, a_{1} a_{2} \cdots a_{k-1}, a_{1} a_{2} \cdots a_{k-1} a_{k}=e$ (where all points but the first and last one are distinct), then $a_{1} a_{2}=\left(a_{3} \cdots a_{k}\right)^{-1}=a_{k}^{-1} \cdots a_{3}^{-1}$. Since $S_{i}$ is symmetric, we have written $a_{1} a_{2}$ as a product of elements of $S_{i}$ that never reaches $a_{1}$ (since the loop is injective), a contradiction. This shows that the Cayley graph of $\Gamma_{i}$ with respect to $S_{i}$ is a regular tree, and therefore that $\Gamma_{i}$ is a free product of finitely many factors $\mathbb{Z}$ and $\mathbb{Z} / 2 \mathbb{Z}$.

The Cayley graph of $\Gamma$ with respect to $S$ is also a regular tree. Since the probabilities of ever reaching any neighbor of the origin are the same, so are the transition probabilities, hence $\mu$ is uniform on $\Sigma$.

Corollary 1.4. Let $\Gamma$ be a one-ended hyperbolic group and $\mu$ a finitely supported symmetric probability measure on $\Gamma$ whose support generates $\Gamma$ as a semigroup. Let $A$ and $B$ be two nondecreasing functions on $[0,1)$ such that $A+B \circ G \leqslant F$. Then one has

$$
A\left(\ell / M_{2}(\mu)\right)+B(1-\rho)<h .
$$

Proof. Let $\Gamma$ be a one-ended hyperbolic group. If $\mu$ is a finitely supported probability measure on $\Gamma$, then it follows from Anc88 that the Poisson boundary and the the Martin boundary of $(\Gamma, \mu)$ can be identified with $(\partial \Gamma, \nu)$ where $\partial \Gamma$ is the geometric boundary of $\Gamma$ and $\nu$ is the unique $\mu$-stationary measure on $\partial \Gamma$. In particular, the Poisson boundary is endowed with the topology of $\partial \Gamma$ for which it is a connected space. Moreover, the trivial continuity of the Martin kernel $K(g, \xi)$ implies the continuity of the Radon-Nikodym cocycle $c_{0}(g, \xi)$ since $c_{0}=\log K$.

Assume that the equality $A\left(\ell / M_{2}(\mu)\right)+B(1-\rho)=h$ holds. From Proposition 3.2, the continuous function $\xi \mapsto c_{0}(g, \xi)$ can only take two values for $g$ in the support of $\mu$. Since
the Poisson boundary is connected, this function has to be constant. In particular, the map $\xi \mapsto g \xi$ has a constant jacobian, which must be equal to 1 since this transformation maps a probability measure to a probability measure. Therefore, $c_{0}(g, \xi)=0$, which yields $h=0$ thanks to the formula (3.1). This is a contradiction since $\Gamma$ is non-amenable, hence $h>0$.

From the free group, one can construct other examples where equality holds in Theorem 1.1 For instance, let $F$ be a finite group and let $\mathbb{F}$ be a free group on finitely many generators $\left\{a_{1}, \ldots, a_{d}\right\}$. In $\Gamma=\mathbb{F} \times F$, consider the generating set $S=\left\{\left(a_{i}^{ \pm 1}, x\right): i \in\right.$ $\{1, \ldots, d\}, x \in F\}$. The simple random walk on ( $\Gamma, S$ ) projects to the simple random walk on the free factor $\mathbb{F}$, and those random walks have the same drift, entropy and spectral radius. Since equality holds in Theorem 1.1 for $\mathbb{F}$, it follows that is also holds for $(\Gamma, S)$.

More generally, consider an exact sequence $1 \rightarrow F \rightarrow \Gamma \rightarrow \mathbb{F} \rightarrow 1$ where $\mathbb{F}$ is a group whose Cayley graph is a tree, and a probability measure on the set of generators of $\Gamma$ that projects to the uniform measure on the generators of $\mathbb{F}$. If the drift, entropy and spectral radius of the random walk on $\Gamma$ are the same as on $\mathbb{F}$ (this is for instance the case if $F$ has subexponential growth), then equality holds in Theorem 1.1 for the random walk on $\Gamma$. We conjecture (but are unable to prove) that this is the only case where equality holds in this theorem.

## Appendix A. An elementary proof of Corollary 2.3 for nearest-neighbor RANDOM WALKS

In this appendix, we give another completely different proof of Corollary 2.3 in the special case of nearest-neighbor random walks. This proof is inspired by the techniques of Carne Car85. We will always write $A$ for the function in the statement of the corollary, i.e., $A(x)=(1+x) \log (1+x)+(1-x) \log (1-x)$. Recall that $\Gamma$ is a finitely generated group, $S$ is a finite symmetric generating system of $\Gamma$ and $\mu$ is a symmetric probability measure on $S$. We want to prove that

$$
A(\ell)+2|\log \rho| \leqslant h .
$$

Consider the Hilbert space $\ell^{2}(\Gamma)$, with its scalar product. $\langle\cdot, \cdot\rangle$. The Markov operator $P_{\mu}$ associated to $\mu$ is defined by $P_{\mu} f(g)=\sum_{h \in \Gamma} \mu(h) f(g h)$. It is a contraction on $\ell^{2}(\Gamma)$, and its iterates are given by $P_{\mu}^{n}=P_{\mu^{*}}$.

Since the measure $\mu$ is symmetric, the operator $P_{\mu}$ is self-adjoint, therefore its spectrum $\sigma\left(P_{\mu}\right)$ is real and contained in the interval $[-1,1]$. Moreover, the spectral radius of $P_{\mu}$ is given by

$$
\rho\left(P_{\mu}\right)=\sup _{\lambda \in \sigma\left(P_{\mu}\right)}|\lambda|=\left\|P_{\mu}\right\|=\rho .
$$

The second equality holds for every self-adjoint operator. See Kes59 for the last equality.
If $K \subset \Gamma$, we write $\mathbb{I}_{K}$ for the indicator function of $K$. If $K=\{g\}$, we simply write $\mathbb{I}_{g}$. We have, for every $g \in \Gamma$,

$$
\left\langle P_{\mu}^{n} \mathbb{I}_{e}, \mathbb{I}_{g}\right\rangle=\left(P_{\mu}^{n} \mathbb{I}_{e}\right)(g)=\sum_{h \in \Gamma} \mu^{* n}(h) \mathbb{I}_{e}(g h)=\mu^{* n}\left(g^{-1}\right)=\mu^{* n}(g)
$$

since $\mu$ is symmetric. More generally, for every $K \subset \Gamma$,

$$
\left\langle P_{\mu}^{n} \mathbb{I}_{e}, \mathbb{I}_{K}\right\rangle=\mu^{* n}(K)
$$

Lemma A.1. Let $\left(T_{k}(X)\right)_{k}$ be the sequence of Chebyshev polynomials and let $\left(S_{n}\right)_{n}$ be the simple random walk on $\mathbb{Z}$. Then:
(1) for every $n \in \mathbb{N}$, one has $X^{n}=\sum_{k=0}^{n} \mathbf{P}\left(\left|S_{n}\right|=k\right) T_{k}(X)$;
(2) for every self-adjoint operator $u$ of a Hilbert space with unit norm, $\left\|T_{k}(u)\right\|=1$ for all $k \in \mathbb{N}$;
(3) for every $k, n \in \mathbb{N}$ such that $0 \leqslant k \leqslant n$, one has $\mathbf{P}\left(S_{n} \geqslant k\right) \leqslant \exp \left[-\frac{n}{2} A(k / n)\right]$.

Proof. (1) This is Car85, Thm. 2]. We recall Carne's proof in order to be complete. Set $x=\cos t$. Then:

$$
\begin{aligned}
x^{n} & =\frac{1}{2^{n}}\left(e^{i t}+e^{-i t}\right)^{n}=\sum_{k=-n}^{n} \mathbf{P}\left(S_{n}=k\right) e^{i k t}=\sum_{k=0}^{n} \mathbf{P}\left(\left|S_{n}\right|=k\right) \frac{e^{i k t}+e^{-i k t}}{2} \\
& =\sum_{k=0}^{n} \mathbf{P}\left(\left|S_{n}\right|=k\right) \cos k t=\sum_{k=0}^{n} \mathbf{P}\left(\left|S_{n}\right|=k\right) T_{k}(\cos t)=\sum_{k=0}^{n} \mathbf{P}\left(\left|S_{n}\right|=k\right) T_{k}(x) .
\end{aligned}
$$

(2) The Chebyshev polynomials satisfy $T_{k}([-1,1])=[-1,1]$ and $\left|T_{k}( \pm 1)\right|=1$. Moreover, since $T_{k}$ is real and $u$ self-adjoint, the operator $T_{k}(u)$ is also self-adjoint. If $\|u\|=1$, then $\sigma(u) \subset[-1,1]$, hence $\sigma\left(T_{k}(u)\right)=T_{k}(\sigma(u)) \subset[-1,1]$. We have

$$
\left\|T_{k}(u)\right\|=\sup \left\{|\lambda|, \lambda \in \sigma\left(T_{k}(u)\right)\right\}=\sup \left\{\left|T_{k}(\lambda)\right|, \lambda \in \sigma(u)\right\}=1
$$

(3) This is a standard Chernov type estimate. For every real $t>0$, we have, using Markov inequality,

$$
\mathbf{P}\left(S_{n} \geqslant k\right)=\mathbf{P}\left(e^{t S_{n}} \geqslant e^{t k}\right) \leqslant e^{-t k} \mathbf{E}\left(e^{t S_{n}}\right)=e^{-t k}(\cosh t)^{n}=\exp \left[-n\left(t \frac{k}{n}-\log \cosh t\right)\right]
$$

An elementary computation shows that, for $x \in[0,1]$, $\sup \{t x-\log \cosh t, t>0\}=A(x) / 2$. The result follows. Observe that the function $A$ appears as twice the Legendre transform of the function $\log$ cosh, hence is convex.

Recall that, for every $K \subset \Gamma$, we have $\mu^{* n}(K)=\left\langle P_{\mu}^{n} \mathbb{I}_{e}, \mathbb{I}_{K}\right\rangle$. Applying Item (1) of lemma A.1, we get

$$
\begin{equation*}
\frac{1}{\rho^{n}} \mu^{* n}(K)=\left\langle\left(\frac{1}{\rho} P_{\mu}\right)^{n} \mathbb{I}_{e}, \mathbb{I}_{K}\right\rangle=\sum_{k=0}^{n} \mathbf{P}\left(\left|S_{n}\right|=k\right)\left\langle T_{k}\left(\frac{1}{\rho} P_{\mu}\right) \mathbb{I}_{e}, \mathbb{I}_{K}\right\rangle \tag{A.1}
\end{equation*}
$$

What remains to do is to apply this formula to a suitable sequence of subsets of $\Gamma$. Fix $\varepsilon>0$. Let $K_{n} \subset \Gamma$ be defined by

$$
K_{n}=\left\{g \in \Gamma:|g| \in[\ell(1-\varepsilon) n, \ell(1+\varepsilon) n] \text { and } \mu^{* n}(g) \in\left[e^{-h(1+\varepsilon) n}, e^{-h(1-\varepsilon) n}\right]\right\}
$$

Recall that we denote by $\left(X_{n}\right)_{n}$ (a realization of) the right random walk associated with $(\Gamma, \mu)$. Using Kingman's subadditive ergodic theorem Der80, one can prove that, as $n \rightarrow$ $+\infty,\left|X_{n}\right| / n \rightarrow \ell$ and $-\log \mu^{* n}\left(X_{n}\right) / n \rightarrow h$ almost surely, hence in probability. Therefore, $\lim _{n} \mu^{* n}\left(K_{n}\right)=1$. In particular, taking $n$ large enough, one has $\mu^{* n}\left(K_{n}\right) \geqslant 1-\varepsilon$.

Denote by $\# K$ the cardinality of a set $K \subset \Gamma$. We have

$$
1 \geqslant \mu^{* n}\left(K_{n}\right) \geqslant \# K_{n} e^{-h(1+\varepsilon) n}
$$

hence $\# K_{n} \leqslant e^{h(1+\varepsilon) n}$.
Observe that, since $\operatorname{deg} T_{k}=k$ and $\operatorname{supp}(\mu) \subset S$, the support of the function $T_{k}\left(\frac{1}{\rho} P_{\mu}\right) \mathbb{I}_{e}$ is contained in the ball $B(e, k)$, and therefore is disjoint from the support of the function $\mathbb{I}_{K_{n}}$ if $k<\ell(1-\varepsilon) n$. The identity (A.1) written with the set $K_{n}$ then becomes

$$
\frac{1}{\rho^{n}} \mu^{* n}\left(K_{n}\right)=\sum_{\ell(1-\varepsilon) n \leqslant k \leqslant n} \mathbf{P}\left(\left|S_{n}\right|=k\right)\left\langle T_{k}\left(\frac{1}{\rho} P_{\mu}\right) \mathbb{I}_{e}, \mathbb{I}_{K_{n}}\right\rangle .
$$

Using Cauchy-Schwarz inequality and the item (2) of lemma A.1, we obtain

$$
\begin{aligned}
\frac{1}{\rho^{n}} \mu^{* n}\left(K_{n}\right) & \leqslant \sum_{\ell(1-\varepsilon) n \leqslant k \leqslant n} \mathbf{P}\left(\left|S_{n}\right|=k\right)\left\|T_{k}\left(\frac{1}{\rho} P_{\mu}\right)\right\| \cdot\left\|\mathbb{I}_{e}\right\|_{2} \cdot\left\|\mathbb{I}_{K_{n}}\right\|_{2} \\
& \leqslant \mathbf{P}\left(\left|S_{n}\right| \geqslant \ell(1-\varepsilon) n\right) \sqrt{\# K_{n}} \\
& \leqslant 2 \mathbf{P}\left(S_{n} \geqslant \ell(1-\varepsilon) n\right) \sqrt{e^{h(1+\varepsilon) n}} .
\end{aligned}
$$

The item (3) of lemma A. 1 yields

$$
\frac{1-\varepsilon}{\rho^{n}} \leqslant \frac{1}{\rho^{n}} \mu^{* n}\left(K_{n}\right) \leqslant 2 \exp \left[-\frac{n}{2} A(\ell(1-\varepsilon))+\frac{1}{2} h(1+\varepsilon) n\right] .
$$

Taking the logarithm of both sides and dividing by $n$ gives

$$
\frac{\log (1-\varepsilon)}{n}-\log \rho \leqslant \frac{\log 2}{n}-\frac{1}{2} A(\ell(1-\varepsilon))+\frac{1}{2} h(1+\varepsilon) .
$$

Letting $n \rightarrow+\infty$ and $\varepsilon \rightarrow 0$ we get $-\log \rho \leqslant-A(\ell) / 2+h / 2$. This concludes this proof of the corollary for nearest-neighbor random walks.

Remark A.2. Let $\mu$ be a symmetric probability measure on $\Gamma$ supported in the generating set $S$. Writing equation (A.1) for $K=\{g\}$ and following the above proof leads to

$$
\frac{1}{\rho^{n}} \mu^{* n}(g)=\sum_{k=|g|}^{n} \mathbf{P}\left(\left|S_{n}\right|=k\right)\left\langle T_{k}\left(\frac{1}{\rho} P_{\mu}\right) \mathbb{I}_{e}, \mathbb{I}_{g}\right\rangle \leqslant \mathbf{P}\left(\left|S_{n}\right| \geqslant|g|\right) .
$$

Therefore we have

$$
\mu^{* n}(g) \leqslant 2 \rho^{n} \mathbf{P}\left(S_{n} \geqslant|g|\right) \leqslant 2 \rho^{n} \exp \left[-\frac{n}{2} A\left(\frac{|g|}{n}\right)\right],
$$

which is Lœuillot's upper bound for $\mu^{* n}(g)$ (see [Leu11]). It is also possible to get lower bounds for $\mu^{* n}(g)$ using lemma A.1, see Woe00, Thm. 14.22].
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