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Abstract

A map exploration and representation exercise was conducted with totally blind participants.
Representations of maritime environments were presented either with a tactile map or with a
digital haptic virtual map. We assessed the knowledge of spatial configurations using a
triangulation technique. Results revealed that both types of maps are equivalent.

Problem Statement

All over the world, blind people practice sailing. However, they do not have access to a non-
visual equivalent to maritime geographic information system (GIS) that provide digital charts,
updated positioning, and real time weather updates, as commonly used by sighted sailors. This
study aims at building upon previous technological and psychological knowledge to assess
haptic (tactile-kinesthetic) and auditory virtual maritime maps from SeaTouch, a maritime
GIS for blind sailors. Thus, we compared spatial performances obtained after the exploration
of regular maritime maps in relief (tactile maps) and novel virtual maps from SeaTouch.

This research is the first step of the SeaTouch Project which expects to provide blind sailors
with a haptic and auditory GIS to provide them with a more functional and complete sailing
and navigation information.

1. Introduction

Since Leonard & Newman (1967) showed that vision is neither necessary nor sufficient for
spatial coding, many studies have revealed the capabilities of blind people to solve spatial
problems (see Ungar, 2000 for a review). However Kitchin et al. (1997) emphasized that a
deficit in perceptive experience could decrease spatial performances. More precisely, Millar
(1988) pointed out that less experience of environmental perceptions lead blind people to
essentially encode the positions of objects in reference to their own body rather than relative
to each other (Spencer and Blades, 1986). This disctinction corresponds to the two main

spatial reference frames which are broadly defined in spatial cognition. In an egocentric



reference frame, the mental representations of locations in memory are computed with respect
to the particular position and perspective of the individual. Conversely, an allocentric
reference frame allows to locate points within a framework external to the holder of the
representation and independent of his or her position (Klatzky, 1998). Whatever the sensory
modalities implicated, sighted and blind people can perceive their environment and perform
actions in an egocentric frame of reference. However, to complete a holistic, more gestalt
overview of space, learning space requires an individual to abstract spatial representations into
an allocentric frame of reference (Thinus-Blanc, 1996). In other words, mastering navigation
consists in coordinating the forward field of perception and the corresponding allocentric
mental map (Wickens, 1999). Piaget & Inhelder (1967) showed that this process relies on the
construction of spatial invariants, considered as a set of common points between egocentric
and allocentric to facilitate the coordination and organization of these reference frames
(Thinus-Blanc, 1996). Siegel & White (1975), suggested landmarks, as unique noteworthy
elements of environment, are able to provide these invariants when they can be identified in
the field of perception (egocentric) as well as in the constructed, map like representation
(allocentric). There is continual debate about the nature of information used to develop spatial
cognition, for example (qualitative vs quantitative), and also about the role and relationships
between routes and landmarks. A coherent, survey knowledge of space, a mental construct of
the environment is known as a cognitive map, as first described by (Tolman, 1948). So, the
more landmarks we perceive and connect, the more reliability, utility and accuracy of our
cognitive map may have. Thus, because of the features of tactile and auditory modalities,
blind people may have to integrate sequential information to generate an overall mental
representation.

Geographical charts, maps and spatial displays are powerful tools to build spatial knowledge
(Kosslyn et al. 1974). The power of tactile maps (i.e. geopraphical maps in relief) make
perceptible what is not for blind people (Golledge, 1991, 1993, Ungar ef al., 1996 and Hatwell
et al., 2003). Tactile maps were used by Espinosa et al. (1998) in a set of experiments to
verify if blind people could take advantage of tactile maps to learn the spatial layout of an
urban environments. Results showed that the combination of direct environmental experience
and the tactile map was more efficient than the direct experience alone or combined with
verbal description, confirming the results previously articulated by Ungar ef al. (1994). The
latter designed experiments with blind participants and asked them to estimate directions

between landmarks after having experienced the layout either directly, by walking around it,



or indirectly by examining a tactile map. The main findings of this research were that the use
of tactile maps increases blind peoples’ spatial knowledge.

Tatham (2003) suggested that a better understanding of perceptual and cognitive processes,
involved in spatial information processing combined with new technological possibilities
provide an opportunity for delivering more responsive and salient information for individuals
who are blind. Different types of digital maps have been adapted for blind people (Jansson,
1999, Nemec et al., 2004, Rice et al., 2005, Lahav & Mioduser, 2008). It is necessary to
investigate how to effectively display digital and multimodal information (such as haptic and
auditory information) are at provinding blind people with accessible digital maps. This
involves assessing the efficiency and efficacy of these virtual maps. Jansson and Billberger
(1999) used the Phantom Omni forced feedback device, a haptic interface that allows
movements in six degrees of freedom. The participant holds the stylus with one hand and
force-feedback is provided as tangible haptic information to this stylus via computer
controlled electromagnetic motors. The authors compared accuracy in identifying virtual and
real forms (spheres, cones...). Results revealed that virtual shapes are less accuratly
recognized that real ones. Later, Nemec et al. (2004) performed an experience employing a
force feedback joystick (Wingman Strikeforce 3D from Logitech®) originally intended to be
used in computer games. Blind people explored a virtual environment and a tactile map of the
same environment. Results show that precisions of scene topology described by the
participants were equal in the two conditions. Lahav and Mioduser (2008) studied the
exploration strategies that blind people used in an haptic and auditory virtual environment
(VE). This multisensory VE was implemented to interface with the Microsoft® SideWinder
Force Feedback Joystick. Using this system, blind participants could move within the VE and
feel virtual objects. The experiment consisted in comparing spatial performances of two
participant groups, one who explored a real classroom and the second who explored a virtual
classroom. The results confirmed that virtual environment provided blind people with access
to spatial knowledge. Furthermore, spatial performances obtained in VE revealed that blind
people are able to encode space in an allocentric spatial frame of reference. However, it is
highly likely that this result could be confounded by the difference between locomotion in
large scale space and manipulation in small scale space.

One of the lingering questions is how do these virtual environments compare to information
presented in a conventional tactile map?

Overview of this study:




The present study has two goals. First we wanted to gain additional insight about the utility of
exploring haptic auditory representations of a spatial scene, when compared to a tactile map
for the consistency of spatial cognitive maps elaborated by blind people. Blind participants
explored both the map in relief (tactile map) and the virtual environment rendering of the
same maritime geographical configuration with key landmarks (beacons). In addition, our
second goal was to determine if exploring such a virtual map can help to actively coordinate
egocentric and allocentric spatial frames of reference in virtual environments in order to build
more efficient spatial cognitive maps as analogy to wayfinding and navigation in a natural
environment (e.g. an urban centre). An experimental protocol requiring the subjects to
estimate directions between different objects of the environment was used. The use of aligned
and misaligned situations provided a mechanism for investigating the role egocentric and
allocentric spatial frames of reference. The role of their coordination in the development of a
coherent spatial cognitive map was evaluated by the use of misaligned questions which
demanded participants to associate both spatial frames of reference.

2. Method

2.1. Participants

Six blind adults participated in the study, one woman and five men. The mean age of the
group was 38 (S.D 9) years old. All participants had no residual vision or light perception.

Two participants were congenitally blind and the four others lost vision later in life (Table 1).

Gender Current age Age of blindness | Studies level
Participant I | M 27 24 Baccalaureate
Participant2 | M 27 18 Baccalaureate
Participant3 | M 45 23 Master Grade
Participant4 | M 47 42 Baccalaureate
Participant 5 | F 44 0 Baccalaureate
Participant 6 | M 36 0 Baccalaureate

Table 1: Gender, current age, age of blindness and studies level of the participants.

The participants were recruited from a blind sailing association in Brest (France) which
limited our available sample size to six individuals. All of the participants were familiar with
maritime maps and used their own personal computers with text-to-speech software on a daily
basis.

2.2. Materials
In this study, we used two maps, tactile and virtual. The tactile and virtual maps were 40 cm

wide and 30 cm high. Both map scenes were the same. They were comprised of a



homogeneous land mass (~25% of the map area), the sea and six salient landmark objects
within the ocean. In maritime terms these landmarks were referred to as beacons.

2.2.1. Tactile map
In the tactile map the sea was represented by smooth plastic, the land was indicated by a
rough texture, generated through a mixture of sand and paint. The salient objects were six
raised markers in different geometric shapes: Triangle, Circle, Diamond, Square, Trapezoid
and an Hourglass shape. All of the map features had undergone prior testing for legibility and
ease of discrimination.

2.2.2. Virtual map
The virtual map was generated by SeaTouch, a haptic and auditory JAVA application
developed in the European Centre for Virtual Reality for the navigational training of blind
sailors. The virtual map was equivalent to the tactile map except that the virtual map was
rendered in the vertical plane providing the implicit assumption that the workspace was
aligned north up. The rendering of the sea surface was soft and sounds of waves were played
when the participant touched it. The rendering of the earth was rough and extruded by one
centimeter from the surface of the sea. When the haptic curser came into contact with the land
the sound of song of birds that are found inland were played. Between the land and the sea,
the coastline was rendered as a vertical cliff that could be touched and followed. In this case,
the sounds of sea birds were played. The salient objects, the six beacons, were generated by a
spring effect, an attractor field analogous to a small magnet of 1 centimetre in diameter. When
the haptic cursor contacted with them a synthetic voice announced the names of each object
(Boat, Gull, Float, Penguin, Guillemot and Egret).

2.2.3. Experimental Design
To remove a potential learning effect during the exploration of the haptic and tactile maps, a
cross-over experimental design was used. If participants were presented with exactly the same
configuration of the landmarks on tactile and virtual maps, a learning effect could be formed
in the second condition. As an example, after exploring the tactile map the participant would
have formed a level of spatial knowledge that would confound the participants learning of
thesame configuration in the virtual condition. In order to avoid any learning effect a rotation
of sixty degrees was applied to the initial configuration .

2.3. Procedure

2.3.1. Training phase

To ensure that the participants mastered haptic and auditory interactions with the SeaTouch

map, they trained with the system until they were able to “navigate” easily in the virtual



environment. In other words we confirmed that they were able to follow the coastlines, move
over the surface of the sea and locate beacons with the stylus of the haptic device.
Tactile map training did not occur as all of the participants had already worked extensively

with such maps.

2.3.2. Exploration
Before beginning any movement, the blind participants were informed that the ultimate
purpose of the exploration phase was to obtain enough spatial knowledge to be able to answer
questions about pointing to beacons without reference to the tactile or virtual scenes.
Exploring the tactile map consisted of moving the own fingers over the surface of the map,
exploring the virtual one consisted in displacing the stylus of the haptic device within the
virtual environment. In both cases, the exploration stopped when the participant could
remember the names of the six beacons and localize them on the map without confusion.
Participants were told that the goal of tactile and virtual maps explorations was to be able to
estimate directions between the different beacons. So as not to favor any conditions, three
participants first explored tactile map and the three others began with the virtual one.

2.3.3. Data Collection
After the exploration of each map, participants pointed from each of the six beacons to three
others. They answered eighteen questions in an aligned situation and eighteen in a misaligned
situation. Data was collected from participants provided using a tactile protractor that was
fixed to the table in front of them.
In the aligned situation, a sample question follows: “You are at the Gull and facing the north,
what is the direction of the Egret?” Here, the axes of the participant and the north were
aligned. To estimate this direction, the participant can presumably work primarily from an
egocentric frame of reference.
In the misaligned situation, a sample question follows: “You are at the Gull and facing the
Penguin, what is the direction of the Egret?” Here, the axes of the participant and the north
were different. So, the participant had to process a mental rotation to combine these two axes
and estimate the required direction. In other words participants were forced to coordinate
themselves by integrating egocentric and allocentric directions.

2.4. Data analysis

From the estimated directions, we computed triangulations. More precisely, within each series

of 18 questions, each beacon was targeted three times from three others beacons.



Consequently, we were able to implement the projective convergence technique (Hardwick et
al., 1976). Three non parallel lines pointing to the same location were recorded setting out the
three sides of an error triangle (Figure 1). The area of this error triangle (AET), expressed in
km? (at map scale), indicates the consistency of the responses (Kitchin & Jacobson, 1997). A
high level of consistency is obtained when AET is closer to 0 km? whereas the consistency

diminishes when AET increases.

Figure 1: The projective convergence technique (Hardwick et al. 1976).
The three black points are the initial beacons from which the estimations are. The dashed lines
are the estimated directions. For each beacon to be localized, the area of the error triangle

(AET) could be drawn from the intersection points of these estimated directions.

We analyzed 6 (subjects) x 6 (beacons) x 2 (map conditions) x 3 (questions) x 2 (alignment
situations) i.e. 432 responses allowing computation of 144 AET considered as the indicator of
the consistency of the global spatial representation.

A preliminary inspection of the data revealed that AET did not follow a normal distribution
(Lilliefors test, p >.05). Thus, statistical paired comparisons were performed on both map
conditions (tactile vs virtual) in both alignment situations (aligned and misaligned) using the

non parametric Wilcoxon test.



3. Results

From a qualitative point of view, it appears that the error triangles generated for a typical
participant are smaller in aligned situation (Figures 2A and 2B) than in misaligned situation
(Figure 2C and 2D). Moreover, no error triangle goes beyond the boundaries of either the
tactile or the virtual workspace in aligned situation whereas some error triangles extend
beyond the workspaces in the misaligned situation. Triangles obtained after tactile exploration
are smaller than virtual ones in aligned situation (Figures 2A and 2B). Contrary to this, tactile
triangles are larger than virtual ones in misaligned situation (Figures 2C and 2D). In other
words, triangles obtained after tactile exploration can be different in size according to the
alignment situations (Figures 2A and 2C). Conversely, the size of the triangles obtained after

virtual exploration remained relatively constant across the alignment situations (Figures 2B

and 2D).
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Figure 2: Error triangles obtained by a sample participant after tactile and virtual maps
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explorations. The pictures on the left correspond to the tactile condition while the picture on
the right correspond to the virtual condition.
Pictures at the top depict error triangles in aligned situations and pictures at the bottom depict
error triangles in misaligned situation.
3.1. Alignment effect
All the participants reported that they encountered more difficulties in answering the
questions in the misaligned situation. They attributed this additional difficulty to the necessity
to rotate their mental map and update their orientation prior to point with the protractor.
These difficulties can also be observed when analyzing the data quantitatively. Indeed, AET
was equal to 0.65 (SD 1.76) km? with values spread from 4 km? to 12.14 km? in aligned
situation and equal to 1.70 (SD 2.68) km? with values spread from 145 km? to 13.63 km? in



misaligned situation. Half of the data were below 0.1 km? in aligned situation and below 0.69
km? in misaligned situation. These values indicate that not only the mean value almost trebled
when the axes of the participant and the north were different but we also noticed specific data
distributions in each situation (Figure 3). Although most of the data remained below 1 km?,
less than 5% of them exceeded 4 km? and 7 km? in aligned and misaligned situation
respectively. This result mainly originated from differences in frequencies obtained for high
consistency levels as can be seen for AET lower than 3km?. In the aligned situation, among
the 62 AET values below 1 km? 32 were obtained after tactile exploration whereas 30 were
obtained after virtual exploration. For AET greater than 1 km?, the differences between tactile
and virtual frequencies never exceeded 1. Conversely, in misaligned situation, among the 50
AET values below 1 km?, 19 were obtained after tactile exploration whereas 21 were obtained
after virtual exploration and differences still remained for AET below 2 km? with 10
responses in tactile condition and 4 in virtual condition. Nevertheless, such differences tended
to disappear for AET greater 2 km?.

In addition, only 11% of the results were greater than the area of the polygon delimited by the
six beacons itself (2.44 km?) in aligned situation versus 25% in misaligned situation denoting,
once again, a lower consistency in this later case.

The comparison of AET the differences in the consistency of the estimated directions in
aligned and misaligned situations were significant (p<.001), confirming the previous research

by Rossano & Warren (1989).
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Figure 3. Frequencies of AET in aligned (Black bars) and misaligned (white bars) situations.

3.2. Map effect
There were time differences in exploration duration, the tactile map was 6°23” (SD 2°03°’)
and 10’17 (SD 6°12’) for the virtual one. Participants reported greater difficulties in virtual
condition than in tactile one. The results concerning AET were very similar in both
conditions, AET was equal to 0.98 (SD 1.99) km? with values spread from 0.359 km? to 13.29
km? in tactile condition and equal to 1.37 (SD 2.61) km? with values spread from 4 m? to
13.63 km? in virtual condition. Half of the data were below 0.31 km? in tactile condition and
below 0.25 km? in virtual condition. We discovered this similarity between the map
conditions when analyzing the data distribution (Figure 4). There are no differences for values
below 1km? and the differences remained minimal for the other clusters of the distribution.
The majority of the data remained below 1 km? with less than 5% of error triangles them
exceeding 4 km? and 7 km? in tactile and virtual condition respectively. Of the 51 error
triangle values lower than 1 km? 32 were obtained in the aligned condition and 19 in
misaligned situation for the tactile condition with a similar repartition for the virtual condition

30 and 21 in aligned and misaligned situation respectively). Finally, 11% of the results were
( g g p y y
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greater than the area of the polygon delimited by the six beacons itself (2.44 km?) in tactile
condition versus 18% in virtual condition.

Across both situations (aligned and misaligned) no significant effect of the map conditions
was found (p>.05) There was no significant effect of the same comparison for aligned
situation only (p>.05) or for misaligned situation only (p>.05).

Our results reinforce the idea that a similar level of “accuracy” and consistency can be
obtained when comparing the exploration of a virtual map with the exploration of a traditional

tactile map.
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Figure 4: Frequencies of AET for tactile (Black bars) and virtual (white bars) conditions.

4. Discussion

In this preliminary experiment, the assessment of the consistency of the areas of the error
triangles (AET) built by blind participants revealed a strong alignment effect in both the
tactile and virtual condition. It appears that the coordination of ego- and allo- centric frames
of reference remains a critical point. Importantly though, the results did not show any
performance differences between the tactile map and the virtual environment in either the

aligned or misaligned scenarios. Tactile maps did not perform better, but were equivalent to
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the virtual environment in the generation of cognitive maps. This held true for the generation
of a mental representation, and for the integration of ego and allocentric frames of reference.
This last result is surprising if we consider at least the two following reasons. Firstly,
participants are much more familiar with tactile maps than virtual one. Secondly the force
feed-back technology used in our experimental setting is not available for blind people in
daily life. Intuitively a static tactile map accessed by one or more hands, would outperform a
single point stylus in a virtual environment. The equivalence of the spatial performances
produced after having explored the tactile map with two hands and the virtual map with only
the stylus, also raises the following questions. Which specific encoding processes are involved

in the construction of a non visual mental map by touch?

If one finger (an analogy to the stylus of the VR interface) is as efficient as conventional
tactile map exploration strategies, which have the possibility for multiple scanning techniques
and the use of more than one hand to provide an anchored frame of reference, then movement
encoding appears to be particularly important in the virtual environment. Haptic (tactile-
kinesthetic) perceptions provided by the movements of one finger, as in our experiments, are
necessarily sequential and tend to rely on the egocentric spatial frame of reference. So, we
would expect them to be less powerful than the perceptions coming from multiple tactile map
strategies potentially using two hands in order to build a cognitive map which should be able
to integrate information in both ego- and allo- centric frames of reference. Millar (1994) and
Gentaz and Gaunet (2006), propose that the use of a haptic modality to encode small scale
space is mostly based on the memorization of the movement of kinesthetic information.
Hatwell (2000) argued that the quality of mental spatial images is dependent upon the depth,
exposure and detail of the encoding. In other words, the more participants grant attention to
the task, the better their cognitive map is likely to be. This is the key of our results. A tactile
map has a greater potential for accessing the configurational layout of the map scene and in
our scenario the landmarks / beacons. This could lead participants to believe that they know
where each beacon is and then do not explore further or to process more deeply spatial
information. The movements induced by the sequential perceptions of one finger appear to
encourage them to verify each element many times to ensure it is in the expected position. We
suggest that the use of the Phantom haptic device forces participants to encode information
more deeply in a virtual condition rather than in tactile one. This is confirmed when looking at
the exploration times that can be considered as an indicator of the amount of cognitive

resources devoted to the task. This process could lead participants to encode spatial invariants
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as common benchmark of current movement and generate a more durable spatial mental
image. So, the constraints inherent in the virtual map initially viewed as a problem may in fact
potentially turn out to be a more efficient manner to encode a small scale spatial layout
regardless of the required exploration time.

Another difference exists between tactile and digital maps. The perimeter of the tactile map is
readily tangible; it is a regular rectangle with discrete boundaries. Contrary to this the
workspace of the Phantom haptic device is an ellipse generated by the physical constraints of
the device (Figure 5). Participants are able to use the perimeter of the tactile map to encode
the relationships between the perimeter, beacons and inherent spatial relationships to form a
mental reference. As Hill and Rieser (1993) explained, the perimeter strategy allows blind
people to refer to an external reference which creates a solid mental invariant. Here
participants use it to recall the locations of some elements relative to the boundaries of the
map before mentally repositioning the rest of the configuration. This is not possible in the
virtual condition because of the lack of perimeter regularity. The perimeter does not feel like
any well-known shape, that could form a psychological schemata and consequently the
perimeter is hard to memorize. Participants did not make use of the perimeter in the virtual
condition. If the perimeter provides participants with an external constant frame of reference
in the tactile condition, it may be possible that gravity provides the same function in a vertical
virtual environment. In addition as blind people are more familiar with tactile maps, the lack
of significant difference between the precision of the cognitive maps encoded from tactile and
virtual spaces could further support the important role of movement encoding to memorize
space. It would be reasonable to expect that more in-depth training would allow blind people
to benefit more widely from the movement encoding of space to build resilient, detailed
cognitive representations of space, invariants that could coordinate more efficiently ego- and

allo- centric spatial frame of reference.
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Figure 5: The perimeters of tactile and virtual maps. The first one is regular and easy to feel

while the second one is irregular and not precisely defined.

The virtual SeaTouch map is in the vertical plane while tactile map is in the horizontal one.
The vertical plane introduces the gravity invariant as a particular form of spatial reference.
Pozzo et al. (1998) showed that gravity can be regarded as either initiating or braking arm
movements and, consequently, may be represented in the motor command at the planning
level. So, the perception of the verticality seems to be widely involved in the sensorimotor
hand control and may be a major perceptible cue if available to encode a manipulatory space
without vision. In line with this theory, different studies have previously demonstrated the
resiliency of gravity perception (e.g. Gentaz and Hatwell, 1996; Senot ef al., 2005). Thus, one
could suggest that blind participants use the vertical axis as a tangible invariant to memorize
the relationships between the positions of the beacons. This appears to facilitate the building
of durable benchmarks into the configuration in a vertical virtual condition which could in

part account for our findings.

However, our sample size was small. Future research with larger numbers of participants will
investigate more precisely the influence of the movement encoding by controlling for
perimeter and gravity effects. In addition we will focus on the exploration strategies to better
understand the non visual encoding processes. These preliminary results show promise for the
utility of virtual environments in representation spatial information to individuals without

sight.
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