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Abstract
The effect of a parallel magnetic field on the orbital motion of electrons in high-quality
superconducting nanowires resulting in a superconductor-to-normal transition which occurs
through a cascade of jumps in the order parameter as a function of the magnetic field. Such
cascades originate from the transverse size quantization that splits the conduction band into a
series of subbands. Here, based on a numerical solution of the Bogoliubov–de Gennes
equations for a hollow nanocylinder, we investigate how the quantum-size cascades depend on
the confining geometry, i.e., by changing the cylinder radius R and its thickness d we cover the
range from the nanowire-like to the nanofilm-like regime. The cascades are shown to become
much less pronounced when increasing R/d, i.e., when the nanofilm-like regime is
approached. When the temperature is non-zero they are thermally smoothed. This includes the
spin–magnetic-field interaction which reduces the critical (depairing) parallel magnetic field
Hc,‖ but does not have any qualitative effect on the quantum cascades. From our calculations it
is seen that the paramagnetic limiting field Hpar significantly exceeds Hc,‖ even in extremely
narrow nanocylinders, i.e., when R, d are down to a few nanometers, and Hc,‖ is only about
10% larger when switching-off the spin–magnetic-field interaction in this case. Both
characteristic fields, Hc,‖ and Hpar, exhibit pronounced quantum-size oscillations. We
demonstrate that the quantum cascades and the quantum-size oscillations survive in the
presence of surface roughness.

1. Introduction

Three basic stereotypes are associated with downsizing of
superconducting devices. First, it is assumed that significant
structural imperfections are inevitable in the fabrication
of ultrasmall metallic specimens. Second, a lack of size
control is usually thought to accompany miniaturization. And,
last but not least, it is well known that superconducting
correlations suffer from fluctuations in lower dimensions
and, hence, the common expectation is that superconductivity
will be suppressed in extremely small devices. Furthermore,
the role of fluctuations is enhanced in the presence of
significant disorder and so the previous investigations of

superconductivity in ultrathin films and narrow wires have
been mainly focused on dissipative phenomena caused by
the presence of pronounced superconducting fluctuations.
In particular, phase-slip fluctuations have been investigated
at length in experiments with amorphous superconducting
wires [1], and the results were found to be in good
agreement with existing theoretical models [2–5] supporting
the quantum-phase-slip scenario. Another important aspect
was the study of fluctuations next to the point of the
superconductor-to-normal quantum-phase transition induced
by various pair-breaking perturbations (including a parallel
magnetic field in nanowires) in quasi-1D and quasi-2D dirty
superconducting systems [6].
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However, recent breakthroughs in nanofabrication intro-
duced an essentially new motive in the study of supercon-
ductivity in nanosized systems. In particular, high-quality
nanoscale superconducting systems are now experimentally
attainable, such as Sn and Al nanowires (both made of
strongly coupled grains [7–9] and single-crystalline [10–12]),
with diameters down to 8–10 nm, and single-crystalline
superconducting Pb and In nanofilms [13–22], with thickness
down to a few monolayers. Structural imperfections were
minimized so that such nanowires and nanofilms did not
show signatures of suppression of superconductivity due to
disorder (see, e.g., [15]). For example, polycrystalline Al
and single-crystalline Sn nanowires exhibit a clear increase
of the critical temperature when decreasing the nanowire
width [7–12], as opposed to the typical results for amorphous
MoGe wires [1]. Use of the so-called quantum-growth
mode [23, 24] (invoking the impact of quantum-size effects
that overcome the strain contribution for soft metals like Pb)
for metallic nanofilms allowed experimentalists to control
the film thickness on an atomic scale. A striking finding
is that superconductivity is very robust against fluctuations
in high-quality nanosized superconductors. For instance,
atomically uniform flat islands made of Pb and In on a
silicon substrate were found to be superconducting even for
a thickness of only a single atomic layer [22], i.e., the worlds
thinnest superconductor. Moreover, the reported temperature
dependence of the excitation gap shows no significant
deviations from the mean-field result [21, 22]. In high-quality
nanowires the role of superconducting fluctuations is, of
course, more significant. However, a substantial corruption
of the superconducting state due to phase fluctuations occurs
only for diameters less than≈8 nm (see [8]). We also note that
typical variations of the diameter along the nanowire could be
reduced to 10–15%.

The question arises as to what is the main physical
mechanism underlying the pronounced difference between
those high-quality nanowires and nanofilms and the pre-
viously investigated superconducting films and wires. The
mean-free path ` in high-quality nanofilms and nanowires is
approximately equal to or larger than the thickness D (see, for
instance, [8, 9, 15]), i.e., ` & D. So, the perpendicular motion
of electrons cannot be considered in a diffusive manner,
contrary to strongly disordered films and wires with ` �

D. As the perpendicular motion is governed by quantum
confinement, the conduction band splits up into a series
of subbands (see, e.g., [16, 21]). This leads naturally to
multiband superconductivity similar to, e.g., the two-band
superconductivity as found in novel superconductors such as
MgB2 (see, e.g., [26]) and the iron-pnictides (see, e.g., [27]).
Note that scattering of electrons on imperfections results in a
broadening of the perpendicular single-electron levels. When
increasing disorder, such a broadening will eventually wash
out any signatures of the multiple-subband structure, and the
electronic motion will become diffusive.

The formation of multiple subbands has a significant ef-
fect on the superconducting properties when the intersubband

energy spacing δsub ≈
h̄2

2me

π2

a2 (with a the nanowire/nanofilm
thickness) becomes of the order of the bulk energy gap

1bulk. For conventional superconductors, say, aluminum or
tin, 1bulk = 0.3–0.7 meV (see, e.g., textbooks [28, 29]) and,
so, δsub exceeds 1bulk when a . 30–40 nm. Before being
eventually suppressed in lower dimensions, superconductivity
in high-quality nanofilms/nanowires exhibits an almost
unexplored regime governed by the formation of multiple
subbands.

The presence of multiple subbands causes many
effects that may not be observed in bulk superconductors,
e.g., quantum-size superconducting resonances and related
quantum-size oscillations of the basic superconducting
properties [30–36], the formation of Andreev states induced
by quantum confinement [37, 38], giant size-dependent
drops of the Bardeen–Cooper–Schrieffer (BCS) coherence
length [25] etc. In the present paper we focus on
another interesting effect due to multiple subbands in
nanoscale superconductors, i.e., quantum cascades induced
by a magnetic field. It was recently shown [39] that the
superconducting-to-normal transition in quantum nanowires
driven by a parallel magnetic field occurs as a cascade of
jumps in the order parameter as a function of the magnetic
field. The magnetic field does not ‘kill’ superconductivity
simultaneously in all relevant single-electron subbands and
the field-induced decay of superconducting correlations
occurs step by step, i.e., first in one subband, then in another
and so on. This results in a cascade of transitions. At zero
temperature the cascade structure was predicted [39] to be
pronounced in nanowires with diameters .15 nm, which is
an experimentally reachable domain. Here we extend [39]
and consider the impact of the confining geometry and of
thermal effects on these quantum cascades. Additionally,
we take into account the spin–magnetic-field interaction and
study quantum-size oscillations of the paramagnetic limiting
field [41]. Our work is based on a numerical solution of
the Bogoliubov–de Gennes (BdG) equations for a hollow
metallic nanocylinder. Varying its inner radius R and its wall
thickness d, we can switch from a nanowire-like (R/d � 1)
to a nanofilm-like (R/d � 1) scenario and back [40]. We
also investigate how the cascades are influenced by surface
roughness, which is the main issue of minor disorder in
high-quality nanoscale superconductors.

Our paper is organized as follows. In section 2 we outline
the formalism of the BdG equations for a hollow metallic
nanocylinder in the presence of a parallel magnetic field
(with only the interaction of the orbital-magnetic moments
with the external magnetic field). Further in this section we
discuss how the scenario of the superconductor-to-normal
transition, i.e., quantum-size cascades of jumps in the order
parameter as a function of the magnetic field, depends on
the confining geometry and on the multiple-subband structure
induced by quantum confinement. Then we investigate
thermally activated smoothing of the cascades. In section 3
the spin–magnetic-field interaction is included and we briefly
discuss the spin-generalized BdG equations for a hollow
nanocylinder. Based on this generalization, we investigate
how the inclusion of the spin–magnetic-field interaction
influences our results. By switching-off the potential energy
associated with the orbital-magnetic moments, we further
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consider the paramagnetic breakdown of superconductivity
in the presence of quantization of the perpendicular electron
motion. Effects of quantum confinement on the paramagnetic
limiting field, including its quantum-size oscillations, are
discussed here. In section 4 we investigate smoothing of
the cascades by surface roughness and discuss the effects of
fluctuations. Conclusions are given in section 5.

2. Orbital-magnetic moments and quantum-size
cascades

2.1. Formalism

Previously, we showed that the effect of a parallel
magnetic field on the electron orbital motion in cylindrical
superconducting nanowires results in an intriguing scenario
of a superconductor-to-normal transition at zero temperature,
i.e., quantum cascades [39]. Here we generalize our previous
study to the case of a metallic hollow nanocylinder in a
parallel magnetic field, and we investigate how the confining
geometry (by changing the cylinder radius R and its wall
thickness d) influences these quantum-size cascades. Effects
of quantum confinement are pronounced at low temperatures
and, therefore, we expect thermal smoothing of the cascades,
which will also be studied in the present section. For
the moment we neglect spin–magnetic-field interaction and
related paramagnetic effects. Their contribution will be
investigated in section 3.

2.1.1. Bogoliubov–de Gennes equations. As the transla-
tional invariance in the radial direction of the nanocylinder
is broken, the superconducting order parameter 1 will be
position dependent, i.e., 1 = 1(r). A powerful way to
implement a mean-field treatment in such a case is by
invoking the BdG equations, which, in the most general form,
can be written as [29][

He 1

1∗ −H∗e

][
uν
vν

]
= Eν

[
uν
vν

]
, (1)

with Eν the quasiparticle energy, uν(r) and vν(r) the
particle- and hole-like wavefunctions. In the clean limit, the
single-electron Hamiltonian reads He =

1
2me
(−ih̄∇ − e

c A)2 −
µ, with me the electron-band mass (which we put equal to the
free-electron mass) and µ the chemical potential. The BdG
equations are solved in a self-consistent manner, together with
the self-consistency relation

1(r) = g
∑
ν

uν(r)v∗ν(r)
[
1− 2fν

]
, (2)

where fν is the quasiparticle Fermi distribution, g > 0 is the
coupling constant. The summation in equation (2) is over the
states with |ξν | < h̄ωD, where ωD is the Debye frequency and
ξν is the single-electron energy given by

ξν =

∫
d3r

[
u∗ν(r)He|A=0uν(r)+ v∗ν(r)He|A=0vν(r)

]
. (3)

Note that use of He instead of He|A=0 in equation (3)
(and so in the selection procedure |ξν | < h̄ωD) will produce

practically the same numerical results. However, the choice
of He|A=0 is more convenient for analytical calculations (see
equation (14) together with the related discussion). We also
note that the usual account for only positive quasiparticle
energies in equation (2) is not relevant in the presence of
the depairing induced by a magnetic field (or a supercurrent).
Quasiparticles with negative energies are relevant in this case
because they survive at zero temperature and, thus, cause a
reconstruction of the ground state. Such a reconstruction is a
result of a depletion of the superconducting condensate due to
the depairing. To take account of the depairing reconstruction,
one should select the states for which the quasiparticle energy
becomes positive only in the limit A→ 0, i.e., this implies that
the physical solution satisfies (see, for instance, [39, 42–44,
53])

Eν |A→0 > 0. (4)

A further insight concerning the choice of the physical states
can be obtained from our consideration of Anderson’s recipe
below (see equation (12)).

Due to the grand-canonical formulation of the BdG
equations, it is convenient to measure all the relevant energies
in the problem with respect to µ. Given the mean-electron
density ne, the chemical potential µ is calculated from

ne =
2
V

∑
ν

∫
d3r

[
fν |uν(r)|2 + (1− fν)|vν(r)|2

]
, (5)

with V the system volume. For elemental superconductors,
like, e.g., aluminum, the pairing energy is typically much
smaller than the Fermi energy EF. Hence, changes in
the chemical potential due to the superconducting or-
der/temperature are not important when solving equation (5)
and, therefore, we set temperature to zero and neglect the
superconducting order in equation (5). This gives µ = EF in a
numerical solution of the BdG equations.

2.1.2. Anderson’s recipe. Following the seminal paper
by Anderson [46] it was known that the pairing of the
time-reversed states is a good approximation in the absence of
a magnetic field. For nanoscale systems, e.g., superconducting
nanowires and nanofilms, the use of Anderson’s recipe is
well justified, i.e., corrections were found to be even less
than a few per cent (see, e.g., [40]). Even for a broken
time-reversal symmetry it was shown [39] that Anderson’s
approximation still provides very good results for a cylindrical
superconducting nanowire in a parallel magnetic field,
because the single-electron wavefunctions remain unaltered
in the linear (leading) order in the vector potential A. The
same holds for a hollow nanocylinder and, so, below we
use Anderson’s approach. When working with the BdG
equations, Anderson’s approximation means that we look
for a solution of the BdG equations when the particle-like
un(r) and hole-like vn(r) amplitudes are proportional to the
corresponding single-electron wavefunction, i.e., (ρ, ϕ, z are
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the cylindrical coordinates)

uν(r) = Ujmk ψjm(ρ)
eimϕ
√

2π

eikz

√
L
,

vν(r) = Vjmk ψjm(ρ)
eimϕ
√

2π

eikz

√
L
,

(6)

with ν = {j,m, k}, with j = 0, 1, 2, . . . the radial quantum
number, m = 0,±1,±2, . . . the azimuthal quantum number,
and k the wavevector of the quasi-free electron motion in the
z-direction (periodic boundary conditions are applied in this
direction with a unit cell of length L = 50 µm). Diamagnetic
contributions to A can be entirely ignored in the case of
interest, which makes it possible to consider the system in
a uniform external magnetic field. In our case of a parallel
magnetic field H = (0, 0,H‖) it is convenient to adopt the

Coulomb gauge, i.e., A = H‖ρ
2 eϕ , with eϕ the unit vector in

the azimuthal direction. This allows us to choose uν(r) and
vν(r) in the factorized form of equation (6).

The problem can be further simplified due to a negligible
role of the term ∝ A2 in the single-electron Hamiltonian,
which reads 1

8 me�
2ρ2, with � = |e|H‖/mec. In particular,

for a nanowire with a diameter of about 10 nm the critical
(depairing) magnetic field Hc,‖ is about 1–3 T, see [39]. For
this case 1

8 me�
2ρ2 . 10−4 meV � 1bulk = 0.25 meV. We

also note that the corresponding magnetic length is aH =√
h̄/me� ≈ 25 nm, which is significantly larger than the

radius of 5 nm. Then, when keeping only terms linear in
A, ψjm(ρ) remains the same as in the absence of a magnetic
field. This is why considering only pairing of time-reversed
states is still a very good approximation. Hence, ψjm is
obtained from the solution of the second-order differential
equation

ξjmkψjm(ρ) =
h̄2

2me

[
−

1
ρ

∂

∂ρ
ρ
∂

∂ρ
+

m2

ρ2 + k2
− µ

]
ψjm(ρ).

(7)

The radial part of the single-electron wavefunctionψjm(ρ) can
be expressed (see, e.g., [40]) in terms of the Bessel functions
of the first and second kind with two coefficients for each set
of quantum numbers (j,m). These two coefficients together
with the relevant single-electron energy ξjmk can be obtained
by inserting the expression of ψjm(ρ) into the following
quantum confinement boundary conditions

ψjm(R) = ψjm(R+ d) = 0. (8)

Using these energies and based on equations (6) and (7), from
the BdG equations we can obtain (Ujmk,Vjmk and1jm are real)

Ejmk Ujmk = ξ
+

jmk Ujmk +1jm Vjmk,

Ejmk Vjmk = 1jm Ujmk − ξ
−

jmk Vjmk,
(9)

where (µB is the Bohr magneton)

ξ±jmk = ξjmk ± mµBH‖, (10)

and the subband-dependent pairing potential 1jm = 1j,−m is
of the form

1jm =

∫ R+d

R
dρ ρ 1(ρ)ψ2

jm(ρ), (11)

with 1(ρ) = 1∗(ρ). The nontrivial physical solution of the
above equations is given by

Ejmk =

√
ξ2

jmk +1
2
jm + mµBH‖, (12)

where the sign ‘+’ in front of the square root is selected
by virtue of equation (4) and corresponds to the physical
solution. In the limit A→ 0 we recover the usual choice of the
quasiparticle energies in the BCS model. Use of equations (9)
and (12) together with the usual constraint [29, 44] U 2

jmk +

V 2
jmk = 1, makes it possible to express Ujmk and Vjmk in terms

of ξjmk and 1jm and, then, to rewrite equation (2) in the form
of the BCS-like self-consistent equation

1j′m′ = −
∑
jmk

Jj′m′,jm
1jm

2
√
ξ2

jmk +1
2
jm

(
1− 2fjmk

)
, (13)

with the pair-interaction matrix element given by

Jj′m′,jm = −
g

2πL

∫ R+d

R
dρ ρ ψ2

j′m′(ρ)ψ
2
jm(ρ). (14)

Due to equation (3), we should make the summation in
equation (13) over the states with |ξjmk| < h̄ωD. This is similar
to the well-known regularization procedure for ultraviolet
divergence in the bulk gap equation (see, for instance, [28]).
Based on a numerical solution of equation (13), one can
simply calculate the position-dependent order parameter from

1(ρ) =
g

4πL

∑
jmk

ψ2
jm(ρ)

1jm√
ξ2

jmk +1
2
jm

(
1− 2fjmk

)
, (15)

which follows from equations (2) and (6).

2.1.3. Parameters of calculations. In our calculation,
we consider aluminum as the material of the hollow
nanocylinder: h̄ωD/kB = 375 K with kB the Boltzmann
constant, gN(0) = 0.18 with N(0) the bulk DOS at the
effective Fermi level chosen as EF = 0.9 eV. It is necessary
to note that to obtain the correct period for the quantum-size
superconducting oscillations in nanoscale systems with a
simplified parabolic-band approximation (based on the band
mass me), one should use an effective Fermi level rather
than the real one (see a detailed discussion in the second
paper of [33]). In general, the effective Fermi level depends
on the complicated interplay between the crystalline and
confinement directions, and its possible values for elemental
superconductors (when ignoring the shift-up in EF for
extremely small d) can be found in [45]. For aluminum EF =

0.9 eV is justified from a good agreement with experimental
data on aluminum superconducting nanowires [35].
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Figure 1. Hollow aluminum nanocylinder in a parallel magnetic field for R = 0.1 nm at zero temperature (neglecting the
spin–magnetic-field interaction): (a) the critical magnetic field Hc,‖ as a function of the nanocylinder wall thickness d; (b)–(f) quantum-size
cascades in the spatially averaged order parameter 1̄ as a function of H‖ for d = 1.7, 2.12, 2.78, 3.06 and 3.81 nm, respectively.

2.2. Effect of the confining geometry

We start our discussion by considering the impact of the
confining geometry on the scenario of the superconductor-to-
normal transition at zero temperature. The critical field Hc,‖ is
set in our numerical study as the magnetic field at which the
spatially averaged order parameter, i.e.

1̄ =
2

d(2R+ d)

∫ R+d

R
dρ ρ1(ρ), (16)

drops below 0.011bulk, where 1bulk = 0.25 meV for the
parameters in use. Our previous investigation [39] of the
critical magnetic field in cylindrical nanowires demonstrated
that Hc,‖ is significantly enhanced as compared to the
bulk value Hc,bulk = 0.01 T (see the textbook [29])
and exhibits pronounced quantum-size oscillations. Another
finding of [39] is that the scenario of the superconductor-
to-normal transition in sufficiently narrow nanowires is very
different from both the first-order transition in bulk for
type-I superconductors (we ignore the formation of vortices
in nanowires) and the smooth crossover in superconducting
wires with diameters [10, 11, 48] 20–200 nm (such a
crossover is typical of mesoscopic samples, see [29, 49]). As
follows from the results of [39], the superconductor-to-normal
transition in high-quality metallic nanowires with diameters
less than 10–15 nm occurs as a cascade of jumps in the order
parameter as a function of the parallel magnetic field.

2.2.1. Quantum-size oscillations of the critical magnetic
field. Based on a numerical solution of the BdG equations
for a hollow nanocylinder in the presence of a parallel
magnetic field, we find a rather complex scenario of the
quantum-size oscillations of the critical magnetic field Hc,‖. In
figure 1(a) the critical (depairing) magnetic field Hc,‖ is shown
as a function of d for R = 0.1 nm and d = 1.4–4.0 nm (this
choice represents the nanowire-like regime with R/d � 1).

The results of figure 1(a) can be compared with those of
figure 2(b) (Hc,‖ as a function of d for R = 1.0 nm and
d = 1.4–4.0 nm) and figure 3(a) (Hc,‖ versus d for R =
8.0 nm and d = 1.4–4.0 nm, the nanofilm-like regime with
R/d � 1). To show details about quantum-size cascades we
plot the magnetic field dependence of the spatially averaged
order parameter 1̄ for different values of R and d in panels
(b)–(f) of figures 1–3. Note that the choice of R = 0.1 nm for
the nanowire-like regime can hardly be realized in practice.
This choice is not crucial and is only an illustration for the
nanowire-like regime: our results practically do not change
with R for R< 0.1–0.3 nm and, so, we are at the limit R→ 0.

From figure 1(a), we can see that the critical magnetic
field can reach values as high as 20–25 T for resonant
points located around d = 1.5 nm. This is by three orders
of magnitude larger than Hc,bulk = 0.01 T and an order of
magnitude higher than the estimate H(GL)

c,‖ = 4λHc,bulk/(R+d)
based on the result of the Ginzburg–Landau theory for a
cylinder with diameter 2(R+d) (see [50, 51], with λ ≈ 50 nm
for aluminum in the clean limit). Beyond the superconducting
resonances, Hc,‖ falls down to 0.5–2 T, which is close to H(GL)

c,‖
(the same was found in our previous paper for cylindrical
superconducting nanowires [39]).

The reason for pronounced oscillations of Hc,‖ is as
follows. Due to a systematic shift-down of the single-electron
energies with increasing R and d, the bottoms of the
single-electron subbands cross one by one the Fermi surface,
which results in quantum-size superconducting oscillations
with pronounced resonant enhancements each time when the
bottom of a new subband approaches the Fermi surface.
Since the seminal paper by Blatt and Thompson [30]
(see, also, [31–35]) it is known that when the bottom
of a single-electron subband forming due to quantization
of the perpendicular electron motion is situated in the
vicinity of the Fermi level, the superconducting quantities
are enhanced due to an increase in the relevant DOS. Hence,
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Figure 2. The same as figure 1 but for R = 1 nm. Panels (b)–(f) show results for d = 1.8, 2.12, 2.8, 3.07 and 3.77 nm, respectively.

Figure 3. The same as in figures 1 and 2 but for R = 8 nm. Panels (b)–(f) represent d = 1.9, 2.04, 2.64, 3.1 and 3.9 nm, respectively.

the pair-condensation energy increases at resonant points and
so does the critical magnetic field. In particular, as seen
from figure 1(b), 1̄ is about 2.05 meV (at H‖ = 0) at the
resonant point d = 1.44 nm, where Hc,‖ ≈ 24.5 T. Beyond
this resonance, say, at d = 1.4 nm, the spatially averaged
order parameter falls down to ≈1bulk, i.e., by an order of
magnitude, and the corresponding critical field is also down
by a factor of 30, i.e., to 0.7 T. We stress that there is no simple
relation like Hc,‖/Hc,bulk ∝ 1̄|H‖=0/1bulk, as can be seen
from figures 1(b)–(f). The reason is that Hc,‖ is not simply
determined by the value of 1̄ at H‖ = 0. It also depends
on the orbital-magnetic moments of those states that make
major contributions to the superconducting characteristics.
The smaller the absolute value of the relevant azimuthal
quantum numbers, the larger the critical magnetic field. In
figure 2(a) (R = 1 nm) the maximal critical magnetic field is
about 9 T at d = 1.75 nm, while for R = 8 nm (see figure 3(a))
the maximum of Hc,‖ is about 0.75 T at d = 1.75 nm. As
seen, Hc,‖ exhibits an overall decrease with increasing R

and d. The reason for this is two-fold. First, the resonant
enhancements of 1̄ are significantly reduced for larger R
and d (the superconducting resonances are eventually washed
out for large enough R and d, see, for more details, [35,
45]). Second, a contribution of subbands with large azimuthal
quantum numbers (|m| � 1) increases with R and d. Such a
contribution is less stable with increasing H‖ due to the term
mµBH‖ next to the square root in the quasiparticle energy.

Comparing figures 1(a), 2(a) and 3(a), one finds a
qualitative change in the character of the quantum-size
oscillations in Hc,‖. From our study of a hollow nanocylinder
in the absence of a magnetic field, we learned that there
are two distinctive regimes of the quantum-size oscillations
in 1̄ as a function of d: (i) an almost chaotic sequence
of peaks for R/d � 1, i.e., the nanowire-like behavior,
and (ii) regular oscillations with an overall decrease (when
increasing d) of the magnitude of resonant enhancement
for R/d � 1, i.e., the nanofilm-like regime. We observe
a similar picture for the critical magnetic field: irregular
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oscillations in figure 1(a) that change into an almost regular
sequence of enhancements of Hc,‖ with period 1d = λF/2 ≈
0.7 nm (λF is the Fermi wavelength) when R/d � 1.
Switching between these two regimes is governed by the

centrifugal energy h̄2

2me

m2

ρ2 , see equation (7). The role of the
centrifugal energy is more important for small R. In this
case the difference in energy between the bottoms of two
neighboring single-electron subbands strongly oscillates with
changing relevant quantum numbers. This leads to an irregular
introduction of superconducting resonances and, as a result,
to irregular oscillations of Hc,‖ (and 1̄) with d, as seen in
figure 1(a). Unlike R → 0, the centrifugal energy becomes
infinitesimally small for R → ∞. So, for sufficiently large
R (and d) the single-electron spectrum is almost reduced to
h̄2

2me

π2(j+1)
d2 (i.e., it is nearly degenerate with respect to m) and

one can recover the regular nanofilm-like appearance of the
superconducting resonances with the above-mentioned period
1d = λF/2. It is worth noting that the nanowire-like and
nanofilm-like regimes coexist at R = 1 nm, as seen from
figure 2(a). In particular, for d = 1.5–2.0 nm (R/d ∼ 1)
the overall behavior of Hc,‖ in figure 2(a) resembles that of
figure 3(a). This is also seen from the fact that the maximum
of Hc,‖ in both figures is at d = 1.75 nm. However, the
pattern of the oscillations in figure 2(a) is still more complex
as compared to figure 3(a) due to many smaller resonant
enhancements that are nearly washed out at R = 8 nm. It is
interesting that a similarity between figures 2(a) and 3(a) is
still visible even for d = 3.5–4.0 nm (i.e., at R/d = 0.2–0.3 at
R = 1.0 nm).

2.2.2. Quantum cascades in the order parameter. Now let
us discuss the results given in panels (b)–(g) of figure 1, where
1̄ is shown versus H‖ for R = 0.1 nm and different values of
d. Similarly to the case of a cylindrical nanowire, we observe
clear signatures of the formation of a cascade of jumps in 1̄
as a function of H‖ for the hollow nanocylinder. In particular,
as seen from figure 1(b), for R = 0.1 nm and d = 1.44 nm
we obtain a cascade of four jumps in the dependence of 1̄ on
H‖. The first, second and third jumps are rather small (they
appear like kinks in the figure). However, the fourth jump is
pronounced: 1̄ drops from ≈1.7 meV down to zero.

What is the physics underlying these cascades? As
already mentioned above, due to the size quantization the
conduction band splits up into a series of subbands. The
formation of multiple subbands results in the appearance
of different quasiparticle branches. Any quasiparticle branch
corresponds to the single-electron states with the same
orbital-magnetic moment. Orbital-magnetic moments acquire
a potential energy in the presence of a magnetic field,
which results in a magnetic-field-dependent shift of the
quasiparticle energy. A jump in the order parameter as
a function of the magnetic field can arise when one of
the relevant quasiparticle branches touches zero. From this
point on, such a branch supplies the system with the states
with a negative quasiparticle energy. For these quasiparticles
fjmk = 1 at T = 0 and, as seen from equation (2), they
survive even at zero temperature. It means that we face a

reconstruction of the ground state which is nothing more
than a signature of depairing in the corresponding subband.
A jump is pronounced when such a subband makes a
significant contribution to the order parameter. Due to the
multiple-subband structure, depairing induced by a magnetic
field does not occur at the same time in all single-electron
subbands. It first takes place in subbands that are most
sensitive to a magnetic field, i.e., the subbands with large
orbital-magnetic moment (large modulus of the azimuthal
quantum number). This results in a cascade of jumps (and
kinks).

The first jump in figure 1(b) is related to the onset of
depairing in the subband (j,m) = (0,−4). It is small because
the contribution of this subband to 1̄ (at H‖ = 0) is only
about 4.5%. We note that before depairing starts in subband
(j,m) = (0,−4), 1̄ does not exhibit any change with H‖: all
quasiparticle energies are positive, fjmk = 0 for all relevant
quantum numbers and, as a result, the order parameter does
not depend on H‖. The second and third small jumps in panel
(b) mark the onsets of depairing in subbands (j,m) = (0,−3)
(contribution of about 6% at H‖ = 0) and (j,m) = (0,−2)
(contribution ≈ 5% at H‖ = 0), respectively. The eventual
drop to zero measures Hc,‖ ≈ 24 T and occurs when the
bottom of the quasiparticle branch associated with subband
(j,m) = (1,−2) touches zero. This is one of the resonant
subbands (together with (j,m) = (1, 2)) and its contribution
to 1̄ is about 30% at H‖ = 0 and approaches 40% in the
vicinity of Hc,‖ (the growth is due to the depairing in subbands
(j,m) = (0,−2) and (j,m) = (0,−3)). The question can arise
why the third and fourth jumps in 1̄ at d = 1.44 nm (see
figure 1(a)) are situated at different magnetic fields in spite of
the fact that there are the same azimuthal quantum numbers
for the associated quasiparticle branches (j,m) = (0,−2)
and (1,−2). The point is that the subband-dependent order
parameters 1jms are generally different due to the Andreev
mechanism in nanoscale superconductors (for more detail,
see [37, 38, 40]) and in the case of interest we have 10,−2 <

11,−2. Our previous study of magnetically induced quantum
cascades in superconducting cylindrical nanowires [39] and
our present investigation of a hollow nanocylinder for R→
0 (R = 0.1 nm) show that it is almost a typical situation
when the onset of depairing in a resonant subband ‘kills’ the
superconducting solution and, hence, marks the critical field
Hc,‖ (see panels (b), (d), and (f) of figure 1 for the resonant
points d = 1.44, 2.12 and 3.06 nm, respectively). Note that the
cascade pattern is changed in the presence of many resonant
subbands, as can be seen from figure 1(e), d = 2.78 nm. For
this resonant thickness there are four resonant subbands with
(j, |m|) = (1, 5) (a contribution of about 23% in 1̄ at H‖ = 0)
and (0, 5) (16%). Two of them, with (j,m) = (1,−5) and
(0,−5), are responsible for two jumps of about 0.2–0.25 meV
in 1̄.

We also remark that unlike the resonant points,
the scenario of the magnetically induced breakdown
of superconductivity outside superconducting resonances
exhibits, as a rule, a pronounced jump down with a subsequent
tail of 1̄ slowly approaching zero with increasing H‖, see,
e.g., figure 1(c). Why is there a pronounced jump in 1̄
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Figure 4. The Gibbs free energy of the superconducting state (at T = 0) of the hollow nanocylinder for R = 0.5 nm and d = 1.36 nm as a
function of the parallel magnetic field.

as a function of H‖ that is still visible for non-resonant
conditions in spite of the fact that there are no resonant
subbands? Let us consider what happens during the decay of a
superconducting resonance with increasing d. The bottom of a
resonant subband moves down in energy and leaves the Debye
window |ξjmk| < h̄ωD. As a result, the DOS at the Fermi level
is reduced and a resonant enhancement disappears. However,
the contribution of the former resonant subband(s) into 1̄

remains larger as compared to other single-electron subbands.
For instance, a large jump in 1̄ in figure 1(c) measures the
onset of depairing in the single-electron subband (j,m) =
(2,−1), whose contribution to 1̄ is about 13% at H‖ = 0,
which appears to be sufficient in order to lead to a significant
jump in 1̄ but it is not sufficient to ‘kill’ the superconducting
solution without a remaining after-jump tail. Such a tail is
not an artifact of our numerical calculations. In particular, the
after-jump tail in figure 1(c) was self-consistently calculated
to within an accuracy of about 10−6 meV.

When switching from the nanowire-like regime to the
nanofilm-like behavior by increasing the ratio R/d, see
figures 2(b)–(f) and 3(b)–(f), we find significantly smaller
jumps in 1̄ as a function of H‖. In particular, figures 2(b)–(f)
show patterns of the superconductor-to-normal transition
for R = 1.0 nm for the five resonant thicknesses d =
1.8, 2.12, 2.8, 3.07 and 3.77 nm, respectively. It is instructive
to compare these patterns with those of figures 1(b), (d)–(f)
(results for the non-resonant thickness d = 1.9 nm are given
in figure 1(c)). As seen, the quantum-size cascades are still
well pronounced but jumps become smaller for R = 1.0 nm
(and the numbers of the jumps increases). In addition, there
are clear signatures of after-jump tails in 1̄ in panels (e) and
(f) of figure 2. This is similar to the non-resonant picture
shown in figure 1(c). The reason for all the features mentioned
above is a rise in the number of relevant subbands that
make a contribution to the superconducting order parameter
(i.e., entering the Debye window). The larger R, the smaller
the centrifugal energy in equation (7), which results in a
decrease of the interband energy spacing. So, more and
more single-electron subbands come in play and the role of
any particular subband diminishes. For instance, the typical

eventual drop to zero in 1̄ at H‖ = Hc,‖, present in most cases
in figures 1 and 2, breaks into a chain of almost insignificant
jumps in figures 3(b)–(f), notwithstanding whether d is
close to a superconducting resonance (as d = 3.1 nm in
figure 3(e)) or not (as d = 1.9, 2.04, 2.64 and 3.9 nm shown
in figures 3(b)–(f), respectively). Further increases in R/d lead
to a smoothing of the jumps together with the accompanying
cascade structure. Here it is worth noting that the microscopic
basis of the resonant enhancement for large R/d is different to
those for small R/d. Indeed, for a superconducting resonance
at a small ratio R/d we have, as a rule, one single-electron
subband whose bottom is situated in the Debye window
|ξjmk| < h̄ωD. For large R/d, the bottoms of many subbands

are condensed in the vicinity of the level h̄2

2me

π2(j+1)
d2 due to

an extremely small centrifugal energy. When such a level
occurs in the Debye window, we obtain a nanofilm-like
superconducting resonance. Due to the contribution of many
different azimuthal numbers, the response of the system to the
external parallel magnetic field is no longer as dramatic as for
small R/d.

2.2.3. Off-equilibrium superconductor-to-normal transition.
In this subsection we make some additional remarks on the
superconductor-to-normal transition in the presence of the
quantum-size cascades. In figure 4 we show the Gibbs free
energy (measured from G0, with G0 the Gibbs free energy
of the normal state) versus H‖, panel (a), together with the
corresponding dependence of 1̄ on H‖, panel (b). As seen,
jumps in 1̄ are accompanied by discontinuities in G/G0
(see also clear hysteretic patterns in the inserts). It is well
known that when the thermodynamic potential acquires a
discontinuity, the system loses its thermodynamic stability at
this point. Thus, any jump in 1̄ is an off-equilibrium transition
associated with depairing in one of single-electron subbands.
Even in the presence of smoothing (e.g., induced by an
increase in R or d), the system can remain thermodynamically
unstable in the vicinity of the point of a smoothed drop. This
can significantly extend the domain where the quantum-size
cascades of jumps in the order parameter can be observed
experimentally. It is similar to depairing in the presence of
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Figure 5. Effect of temperature on the quantum-size cascades for R = 0.1 nm and d = 1.44 nm (no spin–magnetic-field interaction): (a) the
contour plot of the spatially averaged order parameter 1̄ (in millielectronvolt) as a function of H‖/Hc,‖ (with Hc,‖ = 24.5 T) and T/Tc (with
Tc/Tc,bulk = 11.4); (b) 1̄ versus H‖/Hc,‖ for T/Tc = 0, 0.3, 0.6 and 0.95; (c) 1̄ as dependent on T/Tc for H‖/Hc,‖ = 0, 0.6 and 0.73. The
solid curve in (a) shows the position of the discontinuous jump in 1̄ down to zero (ending at (T∗,H∗)). The dashed curve in (a) represents
the temperature-dependent critical field Hc,‖(T) = 1.17Hc,‖(1− T/Tc)

1/2.

a uniform supercurrent in bulk. Here the supercurrent first
increases with the superfluid velocity but, after reaching its
maximal value, starts to decrease quickly to zero. The regime
of a continuous decrease of the supercurrent with increasing
superfluid velocity cannot be realized experimentally because
of a thermodynamic instability [52]. In practice, after reaching
the maximal value of the supercurrent, the system will pass
from the superconducting state to the normal one with a jump
similar to our jumps in 1̄ as a function of H‖ (see also our
recent paper about current-induced cascades [53]).

2.3. Thermal smoothing

In section 2.2, we investigated how the quantum-size cascades
in the order parameter as a function of a parallel magnetic
field change with the confining geometry. In particular, it
was shown that cascades becomes much less pronounced
with increasing ratio R/d. The reason is a significant increase
in the number of relevant single-electron subbands and, so,
a decrease of the relative contribution of each particular
subband. As a result, the number of jumps in a cascade
increases but the jumps become smaller. Then, they are
converted into kinks in the dependence of 1̄ on H‖ and,
finally, the kinks also disappear with a further increase in
R/d.

In the present section we investigate the smoothing of
the quantum-size cascades due to thermal effects. Switching
on temperature means that in addition to quasiparticles with
negative energy, there appears a contribution to 1̄ from
quasiparticles with positive energy Ejmk ∼ kBT . One can

expect that this will result in a smoothing of the jumps
but, unlike the case of increasing R/d, the number of
jumps (or smoothed jumps) in a cascade will not change
with temperature. In particular, figure 5 illustrates how the
cascade structure of the superconductor-to-normal transition
is smoothed by temperature for the nanowire-like regime
R/d � 1 (R = 0.1 and d = 1.44 nm): (a) the contour plot
of 1̄ as a function of T/Tc and H‖/Hc,‖, with Tc the critical
temperature at zero magnetic field; (b) 1̄ as a function of
H‖/Hc,‖ for T/Tc = 0, 0.3, 0.6, and 0.95; (c) 1̄ as a function
of T/Tc for H‖/Hc,‖ = 0, 0.6, and 0.73. Here Tc/Tc,bulk =

11.5, with Tc,bulk = 1.65 K for our parameters, and Hc,‖ =

24.5 T. Our numerical analysis shows that the jump of 1̄ to
zero (that measures the critical magnetic field as calculated
at T = 0) survives up to T∗/Tc = 0.58 (see the solid curve
in figure 5(a)). Physically, we can assume that T∗ is mainly
determined by the magnitude of the jump in 1̄ at zero
temperature, i.e., 1̄|jump ≈ 1.74 meV. A naive expectation
suggests that the ratio 1̄|jump/kBT∗ can be close to the BCS
parameter 1.76, i.e., the ratio of the energy gap to the critical
temperature. Interestingly, this expectation is supported by our
numerical results. In figure 6 we have 1̄|jump/kBT∗ ≈ 1.85. A
similar result is obtained for R = 1.0 nm and d = 3.07 nm,
see figure 7, where panel (a) shows the contour plot of 1̄
as dependent on T/Tc and H‖/Hc,‖ (here Tc/Tc,bulk = 2.8
and Hc,‖ = 1.99 T); panel (b) represents the data for 1̄ as
dependent on H‖/Hc,‖ for T/Tc = 0, 0.3, 0.6, and 0.95; (c)
gives 1̄ as a function of T/Tc for H‖/Hc,‖ = 0, 0.6, and 0.73.
Here 1̄|jump ≈ 0.086 meV and T∗ = 0.12Tc, which results
in 1̄|jump/kBT∗ ≈ 1.81. Smaller jumps in the cascade are
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Figure 6. The same as in figure 5 but for R = 1 nm and d = 3.07 nm. Panel (b) shows data for T/Tc = 0, 0.74, and 0.95 (with
Tc/Tc,bulk = 2.8 K), panel (c) shows results for H‖/Hc,‖ = 0, 0.45, and 0.75 (with Hc,‖ = 1.99 T). Here the dashed curve corresponds to
Hc,‖(T) = 1.02Hc,‖(1− T/Tc)

1/2.

Figure 7. The same as in figure 5 but for R = 8 nm and d = 2.12 nm. The dashed curve in panel (a) represents
Hc,‖(T) = 1.43Hc,‖(1− T/Tc)

1/2; the solid line in (a) shows the position of an abrupt decay of 1̄ to zero by a cascade of jumps of about
0.02–0.03 meV. Panel (b) shows our results for T/Tc = 0, 0.65, and 0.97 (Tc/Tc,bulk = 1.9 K), panel (c) displays the data for
H‖/Hc,‖ = 0, 0.65, and 0.9 (with Hc,‖ = 0.234 T).

smoothed into continuous drops even below T∗. Hence, T∗
measures the temperature above which the cascade structure
is almost washed out due to thermal effects. We find that T∗
strongly oscillates with changing R and d and exhibits an
overall decrease with increasing R and d, which is similar

to other superconducting characteristics. This can be seen
from figure 7, where our numerical results for R = 8 nm and
d = 2.12 nm are given: (a), the contour plot of 1̄; (b), the data
for 1̄ as a function of H‖/Hc,‖ for T/Tc = 0, 0.65, and 0.97
(with Hc,‖ = 0.234 T and Tc/Tc,bulk = 1.88); (c), 1̄ versus
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T/Tc for H‖/Hc,‖ = 0, 0.65, and 0.9. As follows from our
discussion in section 2.2.2, only small jumps survive in 1̄ at
such R and d. For instance, jumps of about 0.02–0.03 meV are
still visible at T = 0 in the vicinity of H‖ = Hc,‖ in figure 7(b).
They are smoothed out when reaching T∗ = 0.08Tc. So,
the ratio T∗/Tc decreases from figures 5–7 and, in addition,
Tc also reduces. It is of interest to discuss the behavior of
the temperature-dependent critical magnetic field Hc,‖(T) for
T→ 0 (i.e., the temperature dependence of the position of the
final drop to zero in 1̄ as a function of H‖). By numerically
fitting, we find (Hc,‖(0) = Hc,‖)

Hc,‖(T)/Hc,‖(0) = 1− αT/Tc (T → 0), (17)

with α ≈ 1.53 for R = 0.1 nm and d = 1.44 nm. As
seen, the temperature-dependent contribution to Hc,‖(T) is
linear in T for T → 0, which has nothing to do with the
temperature dependence of the thermodynamic critical field
in a bulk superconductor with the leading-order temperature
correction ∝ (T/Tc)

2 (see [28]). In turn, numerical fits for
R = 1.0 nm, d = 3.07 nm and R = 8.0 nm, d = 2.12 nm give
α ≈ 1.0 and 0.73, respectively. The factor α in equation (17)
decreases to zero with increasing R and d (our numerical
results for other values of R and d shows that such a
decrease is accompanied by size-dependent oscillations). The
difference in the low-temperature behavior of Hc,‖(T) as
compared to the bulk thermodynamic field is directly related
to the temperature dependence of 1̄ for H‖ > H∗. Here, due
to the presence of the large jump in 1̄ as a function of H‖, we
obtain a similar jump in 1̄ as a function of T , as seen from the
results for H‖/Hc,‖ = 0.73 in figure 5(c). Only for H‖ < H∗
the ordinary BCS-like dependence of the order parameter on
the temperature is recovered, see figure 5(c), the data for
H‖/Hc,‖ = 0, 0.6, and figures 6(c) and 7(c).

For T → Tc,Hc,‖(T) goes to zero, which can be fitted to
the expression

Hc,‖(T)/Hc,‖(0) = β(1− T/Tc)
1/2 (T → Tc), (18)

with β ≈ 1.17, 1.02 and 1.44 for the parametric sets
(R, d) = (0.1, 1.44) nm, (1.0, 3.07) nm, and (8.0, 2.12) nm,
respectively. Despite the regular BCS-like temperature
dependence of the order parameter 1̄ ∝ (1 − T/Tc)

1/2 in
the domain H‖/Hc,‖ � 1, the critical field Hc,‖(T) again
does not exhibit any similarity with the bulk thermodynamic
field (the latter is proportional to 1 − T/Tc (T → Tc), see
the textbook [28]). The reason is that the magnetic field
easily penetrates into a nanoscale superconductor, which
is completely different from a bulk type-I superconductor.
In the case under investigation, Hc,‖(T) is always close to
H‖ at which the resonant subband (or the former resonant
subband for the non-resonant case) begins to supply the
system with negative-energy quasiparticles (thermal effects
do not alter this trend but result in a smoothing of jumps in
the cascade). So, based on equation (12), we can expect that
Hc,‖(T) ≈ 1jm/(µBm), where j and m < 0 are the quantum
numbers of a subband making a major contribution to the
superconducting quantities. As 1jm ∼ 1̄ ∝ (1 − T/Tc)

1/2,
we recover the result of equation (18). Similar to the factor
α in equation (17), the factor β in equation (18) varies with

R and d, as well. However, our numerical analysis does not
show any signature of a systematic reduction of β. Unlike
β, the factor α in equation (17) exhibits a significant overall
decrease to zero with increasing R and d. It means that the
low-temperature trend of equation (17) disappears together
with the quantum-size cascades for large enough R and
d. Equation (18) is still applicable until d approaches the
magnetic penetration depth. From this point on we can no
longer consider a homogeneous magnetic field and neglect the
contribution of the diamagnetic currents.

3. Paramagnetic effects

3.1. Formalism

The spin-generalized BdG equations read [47]
He,↑ 1 0 0

1∗ −H∗e,↓ 0 0

0 0 He,↓ 1

0 0 1∗ −H∗e,↑




uN,↑

vN,↓

uN,↓

−vN,↑

 = EN


uN,↑

vN,↓

uN,↓

−vN,↑

 ,
(19)

where N = (ν, σ ), with ν = {j,m, k} (the same as in section 2)
and σ = ±1 the spin-like discrete index, and the spin-
dependent Hamiltonian He,α (α = {↑,↓}) is given by

He,α =
1

2me

(
−ih̄∇ −

e

c
A
)2
+8α − µ, (20)

with 8↑ = −8↓ = µBH‖. The self-consistency relation is
now written in the form

1(r) = g
∑

N

[uN,↑(r)v∗N,↓(r)(1− fN) (21)

+ uN,↓(r)v∗N,↑(r)fN]. (22)

Making use of Anderson’s recipe (see section 2), we put

uN,α(r) = UN,α ψjm(ρ)
eimϕ
√

2π

eikz

√
L
,

vN,α(r) = VN,α ψjm(ρ)
eimϕ
√

2π

eikz

√
L
,

(23)

where the factors UN,α and VN,α can be chosen real. Here it is
necessary to note that the constraint U 2

jmk + V 2
jmk = 1, as used

for the BdG equations in the absence of the spin-magnetic
energy in section 2, is now replaced by∑

α

(
U 2

N,α + V 2
N,α

)
= 1. (24)

When inserting equations (23) into (19), equation (19) is
reduced to four linear algebraic equations, which form two
systems of two equations with two variables, i.e.,

EN UN,↑ =
(
ξ+jmk +8↑

)
UN,↑ +1jm VN,↓,

EN VN,↓ = 1jm UN,↑ − (ξ
−

jmk +8↓)VN,↓
(25)

and

EN UN,↓ =
(
ξ+jmk +8↓

)
UN,↓ −1jm VN,↑,

EN VN,↑ = −1jm UN,↓ −
(
ξ−jmk +8↑

)
VN,↑,

(26)

11



Figure 8. Including the spin–magnetic-field potential energy: (a) Hc,‖ as a function of d for R = 0.1 nm; (b)–(f) quantum-size cascades in
1̄ as a function of H‖ for d = 1.7, 2.12, 2.78, 3.06 and 3.81 nm, respectively.

where ξ±jmk and 1jm are defined by equations (10) and
(11). Equations (25) have a nontrivial solution when EN =√
ξ2

jmk +1
2
jm + (m + 1)µBH‖ (here a sign ‘+’ in front of

the square root is taken for the physical solution, as usual).
However, this quasiparticle energy is not the same as that for

the nontrivial solution of equations (26) EN =

√
ξ2

jmk +1
2
jm+

(m−1)µBH‖. It means that we obtain two different excitation
branches, i.e.,

Ejmk,σ =

√
ξ2

jmk +1
2
jm + (m+ σ)µBH‖, (27)

where for σ = 1 we have UN,↑,VN,↓ 6= 0 while UN,↓ =

VN,↑ = 0; and for σ = −1 we obtain UN,↑ = VN,↓ =

0 and UN,↓,VN,↑ 6= 0. Now, solving equations (25) and
(26) together with the constraint of equation (24) for
both quasiparticle branches, we arrive at the following
spin-generalized BCS-like equation:

1j′m′ = −
∑
jmk

Jj′m′,jm
1jm(1−

∑
σ fjmk,σ )

2
√
ξ2

jmk +1
2
jm

, (28)

with Jj′m′,jm given by equation (14). Following the cut-off
rule of equation (3), the summation in equation (28) runs
over the states with |ξjmk| < h̄ωD. The position-dependent
superconducting order parameter is now of the form

1(ρ) =
g

4πL

∑
jmk

ψ2
jm(ρ)

1jm(1−
∑
σ fjmk,σ )√

ξ2
jmk +1

2
jm

. (29)

3.2. Spin–magnetic-field interaction

Similar to equation (13), the magnetic field H‖ influences
the solution of equation (28) only through the quasiparticle
occupation number fjmk,σ . It means that 1jm is not sensitive
to H‖ for fjmk,σ = 0, i.e., for positive quasiparticle energies
at zero temperature. So, we expect that the spin–magnetic-
field interaction will not qualitatively change the cascade

scenario of the superconductor-to-normal transition. However,
including spin-magnetic moments, we obtain an extra
contribution into the quasiparticle energy that splits the
excitation spectrum into the two different branches. This can
transform some of the jumps in the order parameter as a
function of H‖ into smaller jumps. Another quantitative effect
of the spin–magnetic-field interaction concerns the magnitude
of the critical magnetic field. When the relevant azimuthal
quantum numbers are large enough (i.e., for large R and d), the
spin–magnetic-field potential energy cannot significantly alter
Hc,‖. However, for small R and d, when a major contribution
to the order parameter comes from states with |m| < 10–20,
one expects a persistent effect of spin-magnetic moments on
Hc,‖.

Let us first examine the dependence of the zero-
temperature critical magnetic field on d as shown in
figures 8(a) (R = 0.1 nm) and 9(a) (R = 1.0 nm). As was
expected, qualitative patterns of the quantum-size oscillations
in Hc,‖ do not change when including the spin–magnetic-field
interaction. In particular, we again observe the same
irregular sequence of resonant enhancements of Hc,‖ for the
nanowire-like regime at R = 0.1 nm, see figure 8(a). The
only difference is that Hc,‖ is generally smaller by 10%–20%
in the presence of the spin–magnetic-field interaction (this
is clearly seen at the resonant points). However, there are
a few exceptions, for example, Hc,‖ increases when the
spin-magnetic moments are included at, e.g., d = 1.85 nm. At
first sight this looks strange. However, the underlying reason
is rather simple. The spin–magnetic-field interaction splits any
resonant subband into two smaller subbands. This not only
transforms the final jump to zero in 1̄ into smaller drops
but, sometimes, also leads to the appearance of an after-jump
tail in 1̄ (see figure 1(c) and the related discussion). If such
a tail is significant, we obtain an increase in Hc,‖ rather
than a decrease, due to the definition of Hc,‖ used in the
present work. Recall that Hc,‖ is set in our numerical study
as the magnetic field at which 1̄(H‖) drops below 0.011bulk.
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Figure 9. The same as figure 8 but for R = 1 nm. Panels (b)–(f) shows results for d = 1.8, 2.12, 1.8, 3.07 and 3.77 nm.

The decrease in Hc,‖, as induced by the spin–magnetic-field
interaction, is less pronounced for R = 1.0 nm, see figure 9(a).
Here Hc,‖ almost does not exhibit any change as compared
to figure 2(a), except the domain d < 2 nm, where a general
decrease of about 5–10% is observed. This is quite expected
because of a significant increase in the absolute value of the
relevant azimuthal quantum numbers when passing from R =
0.1 nm to 1.0 nm. Note that due to an even more significant
increase in |m| for R = 8 nm, we did not find changes that are
more than 1% in the corresponding Hc,‖ as compared to our
results without the spin–magnetic-field interaction.

In figures 8(b)–(f) we show how the spatially averaged
order parameter 1̄ depends on H‖ when including the
spin–magnetic-field potential energy in the nanowire-like
regime for d = 1.44, 1.7, 2.12, 2.78, and 3.06 nm (only
resonant points are given). As discussed in the first
paragraph of this subsection, including the spin–magnetic-
field interaction not only reduces, as a rule, Hc,‖ but also
breaks jumps in 1̄ into smaller jumps. This is clearly the
case, as seen from the comparison of our results in figure 8
with those in figure 1. For instance, in figure 8(b) the order
parameter decays through two large jumps while in figure 1(b)
only one significant jump appears. In figure 1(e) there are
two pronounced jumps in 1̄ as a function of H‖ (here two
single-electron subbands with (j,m) = (0,−5) and (1,−5)
are responsible for the decay of 1̄). So, it is natural to expect
that these two jumps are replaced by four smaller jumps
in the presence of the spin–magnetic-field interaction, see
figure 8(e). It is interesting that such a trend of doubling the
number of jumps is not fully supported by the results given in
figures 9(b)–(f), where 1̄ as a function of H‖ is shown for the
resonant thicknesses d = 1.8, 2.12, 2.8, 3.07, and 3.77 nm.
Note that there are also examples (see panels (c) and (d)) when
including the spin-magnetic moments, contrary to expectation
based on figures 8(b)–(f), results in the appearance of a single
pronounced jump substituting for several smaller ones. This
kind of behavior can be observed only for large enough R
and d in the presence of many resonant subbands. Here the
spin-Zeeman splitting of different but close to each other

quasiparticle branches does not result in the formation of
clearly distinguished subbranches any more. Instead, we can
obtain bunches of almost degenerate subbranches: we note
that the term µBH‖(m + σ) in equation (27) has the same
value, e.g., for m = −3, σ = 1 and for m = −1, σ = −1. This
complex interplay can lead to a significant rearrangement of
jumps in 1̄ and, sometimes, even to larger jumps that arise due
the spin-Zeeman splitting. Another deviation from, say, the
doubling rule mentioned above is for resonant enhancements
that develop owing to the contribution of states with |m| = 1.
In this case we will obtain a jump in 1̄ driven by a downward
shift of the quasiparticle branch associated with m = −1. The
spin-Zeeman splitting replaces m by m+σ . For σ = 1, Ejmk,σ
does not include the Zeeman term any more. It appears only in
Ejmk,σ for σ = −1. As a result, one jump in the absence of the
spin–magnetic-field interaction will be replaced by a smaller
jump in its presence.

3.3. Quantum-size oscillations of the paramagnetic limiting
field

It is well known that the upper limit for the critical magnetic
field is controlled by the paramagnetic breakdown of the
Cooper pairs [41]. To investigate how such a breakdown is
sensitive to the quantization of the electron motion, here we
continue our numerical study of the spin-generalized BdG
equations but we switch off the orbital-magnetic interaction,
i.e., the term µBmH‖ is removed from equation (27). As
the states with negative azimuthal quantum numbers are
responsible for the cascades of jumps in 1̄ as a function
of H‖, one can easily see that removing the aforementioned
term makes the system less sensitive to H‖: the resulting
paramagnetic limiting field Hpar will be generally larger than
H‖ discussed in section 3.2. We plot Hpar as calculated
from the spin-generalized BdG equations versus d for R =
0.1 and 1.0 nm, see figures 10(a) and (b). Comparing the
results in figure 10(a) with those of figure 8(a), we observe
that Hpar is larger than Hc,‖ by a factor of about 2–3. The
difference between Hpar and Hc,‖ is enhanced for larger R.
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Figure 10. Paramagnetic breakdown of superconductivity: (a) and (b) quantum-size oscillations of the paramagnetic limiting field Hpar as a
function of d (the dashed line represents the Clogston–Chandrasekhar bulk field HCC); (b)–(f) the spatially averaged order parameter 1̄
versus H‖ (in the presence of only spin–magnetic-field interaction) for (R, d) = (0.1, 2.12) nm, (0.1, 1.7) nm, (1.0, 2.8) nm, and
(1.0, 3.07) nm, respectively.

In particular, Hpar in figure 10(b) differs from Hc,‖ by a
factor of about 3–4 for the resonant points and by an order
of magnitude for non-resonant thicknesses. Such a significant
difference agrees with the fact that the spin–magnetic-field
interaction brings only small corrections (∼10%) in addition
to the effect of the orbital-magnetic moments, as found in
previous subsection. Due to the size quantization of the
electron motion, Hpar exhibits pronounced size-dependent
oscillations with significant resonant enhancements over
the Clogston–Chandrasekhar field HCC (the dashed line in
figures 10(a) and (b)), i.e., the paramagnetic limiting field
in bulk HCC

= 1bulk/(
√

2µB) ≈ 3.6 T. However, when a
superconducting resonance decays due to a change in d,Hpar
can drop even below HCC.

It is instructive to get a simple analytic estimate for the
paramagnetic limiting field for a superconducting nanowire.
Based on equation (27) and the above discussion of our
numerical results, we can find Hpar ≈ 1jm(H‖ = 0)/µB,
where j and m are the quantum numbers associated with a
resonant subband (or a former resonant subband as for the
non-resonant case). In most cases 1jm ≈ 1̄ and, so we obtain

Hpar ≈ 1̄(H‖ = 0)/µB. (30)

There are two points that makes equation (30) different from
the Clogston–Chandrasekhar result. First, the translational
invariance in the radial direction is broken and, so, the
spatially averaged order parameter appears in equation (30)
rather than the uniform pairing energy as in the expression for
the Clogston–Chandrasekhar field. Second, the factor 1/

√
2 is

not present in equation (30). At first sight it can lead to some
inconsistency because it seems that Hpar of equation (30)
does not approach HCC when, e.g., d → ∞. However, this
is not true because the result of equation (30) is derived for
R, d � λ, with λ the magnetic penetration depth, i.e., when a
magnetic field easily penetrates the system.

Despite the rather simplified character of equation (30),
it provides a reasonable estimate of Hpar. This can be seen

from figures 10(c)–(e), where the dependence of 1̄ on
H‖ is shown for R = 0.1 nm and d = 2.12 nm (c), R =
0.1 nm and d = 1.7 nm (d), R = 1.0 nm and d = 2.8 nm
(e), and R = 1.0 nm and d = 3.07 nm (f). For panel (c),
equation (30) gives 19 T, which is only 10% higher than
Hpar = 17.3 T shown in the figure. It is worth noting that
the Clogston–Chandrasekhar-like estimate produces 1̄(H‖ =
0)/(
√

2µB) = 13 T, which is 30% lower than the result from
a numerical solution of the spin-generalized BdG equations.
For panel (d), use of equation (30) results in the estimate
Hpar ≈ 26.6 T, which is about 10% lower than our numerical
result Hpar = 28.9 T. In figures 10(e) and (f) we have Hpar =

14.3 and 11.5 T, respectively. Here, equation (30) gives 15.7
and 12.7 T. As seen, corrections to the estimate given by
equation (30) are generally within 10%. Concluding this
subsection, it is worth noting that the quantum-size cascades
survive in the dependence of 1̄ on H‖ even in the absence
of the orbital-magnetic interaction. They appear because the
quasiparticle branches with σ = −1/2 are not degenerate, due
to the difference in 1jm. As already mentioned in section 2,
this difference is a manifestation of the formation of Andreev
states induced by quantum confinement (see [40]).

4. Surface roughness and fluctuations

4.1. Smoothing due to the surface roughness

We must mention that up to now our analysis was limited
to the ideal case of a hollow nanocylinder without surface
roughness and in the absence of any diameter variation along
the wire. Typical experimental variations of the diameter
along the wire are relatively slow and can be taken into
account via an adiabatic treatment, resulting in a variation of
the superconducting order parameter along the longitudinal
coordinate. As a result, along the wire there will be a set of
domains with an enhanced superconducting condensate (they
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correspond to resonant values of the diameter) interconnected
by weak superconducting links (governed by non-resonant
diameters). The evolution of each domain in a parallel
magnetic field will exhibit a cascade decay of the local
superconducting order parameter similar to that in an ideal
nanocylinder.

Understanding the impact of surface roughness requires
a more involved analysis. In high-quality superconducting
nanowires one should distinguish the perpendicular and
longitudinal motion. As the electron mean-free path is close
to or even larger than the nanowire width, the perpendicular
motion cannot be considered as diffusive. In this case an
adequate manner to take into account the surface roughness is
to invoke available models for accounting such imperfections
in semiconductor nanowires, see, e.g., [54, 55]. These models
introduce corrections to the single-electron energies due to
the scattering of electrons on impurities. Below we use
the simplified approach of [48], where the single-electron
energies in the presence of surface imperfections, i.e., ξ (im)jmk ,
are approximated as (for simplicity, let us consider R = 0, i.e.,
a cylinder with diameter D = 2d)

ξ
(im)
jmk = ξjmk + sjmk

∣∣∣∣dξjmk

dD

∣∣∣∣ δD, (31)

with ξjmk given by equation (7) and sjmk a random variable
uniformly distributed in [−0.5, 0.5]. Equation (31) accounts
for the uncertainty in the single-particle kinetic energy due to
fluctuations in the confining dimension.

We performed a numerical study of the BdG equations
with equation (31). For illustration, in figure 11 the spatially
averaged order parameter is shown versus H‖ for R = 0
and 〈d〉 = 3.17 nm (i.e., for a cylindrical nanowire with the
mean diameter 〈D〉 = 6.34 nm) for the ideal case of δD =
0 (triangles) and in the presence of the surface roughness
with δD = 4 Å. As could be expected, surface roughness
smooths the size-dependent oscillations of the DOS at the
Fermi level and, as a result, makes resonant enhancements less
pronounced. In particular, for δD = 4 Å the critical magnetic
field Hc,‖ in figure 11 is decreased by almost a factor of 3
and 1̄ (taken at H‖ = 0) becomes smaller by a factor of
2. However, even in the presence of such significant surface
imperfections the cascade decay of 1̄ survives. Our choice
of D = 6.34 nm is not crucial for the basic conclusions, and
similar results with clear signatures of remaining quantum
cascades can be obtained for other diameters, see figure 12.

4.2. Superconducting fluctuations

Another important point to address concerns the supercon-
ducting fluctuations in metallic nanowires. As mentioned in
section 1, our previous numerical investigation [39] shows
that the quantum cascades in 1̄ as a function of H‖ can
be significant in superconducting nanowires with diameters
. 15 nm. However, it is known that quantum-phase slips
proliferate in superconducting nanowires with D . 8 nm, see,
e.g., [8, 9, 56], which corrupts the superconducting state,
leading to a long tail in the resistance below the critical
temperature. This may question the relevance of our study

Figure 11. 1̄ as a function of H‖ in the presence of surface
roughness for R = 0 and 〈D〉 = 2〈d〉 = 6.34 nm: triangles are for
the ideal case with δD = 0; squares represent the results obtained
from equation (31) with δD = 4 Å.

for such narrow nanowires. However, in fact, our results
are useful even for extremely narrow nanowires with the
superconducting state influenced by quantum fluctuations.
The point is that the superconducting coherence length ξ

(governed by the mean-field order parameter) is an important
quantity controlling the rate of quantum-phase slips and, so,
the residual resistance significantly below Tc [2–4, 56]. In
particular, when assuming that the normal state resistance of
the nanowire RN is close to the resistance quantum given by

RQ = π
h̄2

2e2 (it is the case for narrow enough nanowires), one
obtains for the residual resistance Rres (see, e.g., [3, 8, 56])

Rres

RN
∼

L

ξ
e−L/ξ ,

where L is the nanowire length. So, if the mean-field order
parameter exhibits a cascade decay in the parallel magnetic
field, a similar cascade structure will appear in ξ as function
of H‖ and, in turn, in the dependence of Rres on H‖.

It is also of importance to discuss thermal fluctua-
tions. They are not extremely pronounced in high-quality
superconducting nanowires. In particular, from [8] we can
learn that the resistance drops rather fast below Tc even
for aluminum nanowires with thickness ∼ 10 nm. Such a
drop exceeds an order of magnitude when T decreases
from Tc to 0.9 Tc, see figure 2 in [8]. It means that
we still have a well-pronounced transition with a thermal
broadening of about δT = 0.1 Tc. This broadening can
provide us with an estimate of the Ginzburg–Levanyuk
parameter (Gi ∼ δT

Tc
≈ 0.1), which measures the impact of

thermal fluctuations around Tc. In the situation when the
conventional Ginzburg–Landau formalism is not well justified
for superconducting nanowires (the nanowire diameter can be
much smaller than the BCS coherence length), this gives a
reasonable guess about the role of thermal fluctuations. Such
an estimate of Gi shows that the mean-field treatment is still
applicable for low enough temperatures even in high-quality
nanowires with diameters down to 5–10 nm. It is worth noting
that a naive calculation of Gi in superconducting nanowires
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Figure 12. Effect of surface roughness on 1̄ as a function of H‖ for R = 0 and various mean diameters 〈D〉 = 2〈d〉 = 8.4 nm (a), 8.8 nm
(b) and 9.7 nm (c). In each panel triangles represent the ideal cylindrical nanowire and squares show results calculated from equation (31)
with δD = 2 Å.

with width ∼ 10 nm based on conventional Ginzburg–Landau
theory in the clean limit, see [25], produces a similar result,
i.e., Gi ∼ 0.1 for diameters ≈ 10 nm and Gi ∼ 0.2 for
diameters ≈ 5 nm. We also note that high-quality Al and
Sn superconducting nanowires discussed in [8–11] are far
from the dirty limit of strongly disordered superconducting
nanowires, e.g., made of MoGe, see [1]. In disordered
nanowires the electron mean-free path is significantly smaller
than the nanowire diameter, and the electron motion is
diffusive. As a result, the superconducting temperature is
systematically reduced with decreasing nanowire diameter.
In addition, the superconducting fluctuations play a more
significant role. For the transition temperature of about 3.5 K
in MoGe superconducting nanowires with width ∼10 nm
the thermal broadening of the resistance transition is ≈1 K,
see [1]. This makes it possible to expect that Gi ≈ 0.3,
which is by a factor of three larger than the above estimate
for aluminum nanowires. It is in agreement with a common
expectation that the role of fluctuations in disordered systems
is more significant.

5. Conclusions

In conclusion, we investigated how quantum-size cascades
appearing in the scenario of a superconducting-to-normal
transition in metallic nanowires with increasing parallel
magnetic field can be influenced by changing the confining
geometry, by thermal smoothing and by the spin–magnetic-
field interaction. Our study was based on a numerical solution
of the BdG equations for a hollow metallic nanocylinder.
Varying its inner radius R and its wall thickness d, we
observed a qualitative change in the cascades when passing
from the nanowire-like regime, i.e., R/d � 1, to the
nanofilm-like regime, i.e., d � R. In particular, while being
pronounced for R/d � 1, jumps in the order parameter as
function of an external parallel magnetic field are significantly
smoothed for R � d. The reason for such a smoothing is
that an increase in R results in a significant increase of
the number of single-electron subbands that contribute to
the order parameter. Hence, the relative contribution of each
subband is strongly reduced and, as a result, the appearance
of negative quasiparticle energies in one of subbands will no
longer have an appreciable effect on the solution.

We also found that a smoothing of the jumps in
the cascades occurs when the temperature is non-zero.
However, here the reason for smoothing is different. The
point is that at finite temperature there is a non-zero
population of quasiparticles already at zero magnetic field,
i.e., there is thermally activated depairing. Therefore, the
effect of any additional depairing mechanism, e.g., due to the
negative-energy excitations appearing in the magnetic field, is
weakened because of such thermally activated depairing.

We found that taking into account the spin–magnetic-
field interaction increases the number of small jumps in a
given cascade, which is due to the spin-Zeeman splitting of
the quasiparticle energies. In most cases the critical magnetic
field is smaller in the presence of the spin–magnetic-field
interaction. However, interestingly, due to the complex
interplay of the orbital and spin–magnetic-field effects, the
critical magnetic field can sometimes be enhanced. The
reason is that pronounced jumps in quantum-size cascades
occur when a quasiparticle branch associated with the
resonant subband touches zero at some magnetic field. In
this case the order parameter, as a rule, immediately drops
down to zero, which measures Hc,‖. The spin–magnetic-field
interaction splits each quasiparticle branch into two parts,
which, as a rule, divides the initial pronounced jump in
two smaller ones. Sometimes, the second of them can be
situated at a higher magnetic field as compared to the
initial jump and, thus, we obtain a higher critical field. In
addition, the spin-Zeeman splitting reduces the effect of each
subband on the superconducting quantities, which can lead
to smoothing of some of the jumps in the cascades. This
can also contribute to rare enhancements of Hc,‖ when taking
into account the spin-magnetic moments. Due to significant
orbital motion in a hollow nanocylinder, we found that the
paramagnetic limiting field Hpar is essentially larger than
Hc,‖ calculated when including orbital and spin-magnetic
moments. This can be different for less symmetric confining
geometries, e.g., for a rectangular-cross-section nanowire, and
deserves further investigations. The paramagnetic limiting
field Hpar was shown to oscillate significantly with R
and d due to the quantum-size effects. For the resonant
points, Hpar is significantly enhanced as compared to the
bulk Clogston–Chandrasekhar field HCC due to resonant
enhancements of the pairing energy. We note that the
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spin–orbit coupling, as is known [47], can reduce the effects
of the paramagnetic pair breaking. However, due to a minor
contribution of the paramagnetic mechanism, the role of
spin–orbit coupling will not be essential in our system and
we leave this subject for future investigations.
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