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An algorithm for the real time synthesis of internal combustion engine noise is presented. Through
the analysis of a recorded engine noise signal of continuously varying engine speed, a dataset of sound
samples is extracted allowing the real time synthesis of the noise induced by arbitrary evolutions of
engine speed. The sound samples are extracted from a recording spanning the entire engine speed
range. Each sample is delimitated such as to contain the sound emitted during one cycle of the
engine plus the necessary overlap to ensure smooth transitions during the synthesis. The proposed
approach, an extension of the PSOLA method introduced for speech processing, takes advantage of
the specific periodicity of engine noise signals to locate the extraction instants of the sound samples.
During the synthesis stage, the sound samples corresponding to the target engine speed evolution
are concatenated with an overlap and add algorithm. It is shown that this method produces high
quality audio restitution with a low computational load. It is therefore well suited for real time
applications.

PACS numbers: 43.50.Lj, 43.50.Rq, 43.60.Ek

I. INTRODUCTION

The prediction of road traffic noise in urban areas is
extensively documented in the literature1–6. The major-
ity of these studies focus on the estimation of road traf-
fic noise levels. However, the comfort or discomfort of
a listener regarding the sound emitted by a vehicle not
only depends on the perceived sound level but also on
more complex indicators related to the spectral content
and time properties of the sound field. A convenient way
to assess such indicators is to synthesize the time domain
signal perceived by the listener in the situation of interest
and to perform perceptual evaluation of the sound field
using an appropriate 3D sound restitution system. This
approach is also referred to as auralization of the calcu-
lated sound field7,8. In the case of traffic noise, the aural-
ization process involves three main tasks: the synthesis
of the source signals (such as engine and rolling noise),
their filtering to model the sound propagation and the
spatial rendering of each individual contribution. This
paper focuses on the engine noise signal synthesis. The
technique described here is patent pending.

In 2001, Amman and Das9 presented an engine noise
synthesis method based on a deterministic-stochastic sig-
nal decomposition widely used in speech processing. The
deterministic part is analyzed and re-synthesized using
additive synthesis and then subtracted from the input
signal to isolate and analyze the stochastic component.

a)Author to whom correspondence should be addressed. Electronic
mail: jan.jagla@cstb.fr

In the synthesis stage, framewise additive synthesis in
the Fourier domain and a multipulse excited autoregres-
sive model are used to generate the deterministic and the
stochastic components of non-stationary engine sounds
respectively. A similar signal decomposition is used in
the HARTIS (Harmonic Real Time Synthesis) software10.
In this approach, the harmonic part is also synthesized
by additive synthesis and the stochastic part is generated
by a smooth overlap granular synthesis method. These
two methods involve at least one inverse Fourier trans-
form during synthesis, making them less suited to real
time applications.

Another approach also related to speech processing
was introduced by Van Rensburg11 in 2006. It uses the
phase vocoder to simulate varying speed engine noise by
time scaling and pitch shifting of a single engine sound
at a given rotational speed. The main drawback of this
method is that the relative amplitudes of engine noise
harmonics are supposed to be independent from the ro-
tational speed of the engine. Heitbrink12 suggested a
method that overcomes this problem by using a weighted
sum of pitch shifted engine sound signals at different ro-
tational speeds.

Recently, Zhekova13 proposed a method for the simu-
lation of a diesel engine noise at idle. It is based on a
time-frequency analysis using the Gabor Transform and
its derivatives to estimate the input parameters of a gran-
ular synthesis algorithm. Although this approach allows
a precise characterization of the sound produced during
an engine cycle at idle, it has not been extended to other
engine speeds yet.

Another study14 discussed the possibility to assemble
sequentially samples of engine sounds at different speeds
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and loads. However, the approach for constructing the
sample dataset is not described. The authors also men-
tion that the dataset must be created out of a large set
of recordings.

The method presented in the present paper is based
on the principles of the overlap-and-add (OLA) signal
processing algorithm and of some of its extensions such
as the synchronous OLA method (SOLA)15,the pitch-
synchronous OLA method (PSOLA)16,17 and the wave-
form similarity OLA method (WSOLA)18. All these
methods were originally developed for speech processing
and more specifically for pitch-scale and time-scale modi-
fications of speech. However, in these previous works, the
sound samples extracted from one input signal always ap-
pear in the same order in the synthesized signal. Note
that Lent19 described a pitch synchronous approach for
time-scale and pitch shifting of music signals even before
the above techniques were introduced for speech.

The present technique creates a dataset of sound sam-
ples ordered with respect to their fundamental frequency.
The dataset is constructed such that any continuous evo-
lution of the fundamental frequency can be synthesized
in real time by overlapping and adding the sound sam-
ples. As for the PSOLA or Lent’s methods, the instants
of extraction in the input signal of the sound samples
(also referred to as pitch marks) are chosen in a pitch
synchronous way. However, the fundamental frequency
component of engine noise signals is time varying and of-
ten masked by low frequency noise. Therefore, the pitch
mark location process of the PSOLA and Lent’s methods
cannot be applied directly.

This paper is organized as follows. Section II intro-
duces the structure of engine noise signals and the en-
gine noise model considered in this study. Section III
presents an overview of the existing OLA methods and
describes the proposed analysis/synthesis scheme. Sec-
tion IV details the analysis part of the proposed algo-
rithm, including the estimation of the instantaneous fun-
damental frequency (pitch) of recorded sound signals, the
location of pitch marks and the shape of the sample ex-
traction window. Section V describes the synthesis part
of the proposed algorithm including the overlap-and-add
method, the sample selection and a discussion on the
computational efficiency of the algorithm. A validation
of the proposed pitch mark selection model together with
a comparison with the WSOLA method is presented in
Section VI. Finally, conclusions about this work are pre-
sented in Section VII.

II. INPUT SIGNAL

A. Engine noise characteristics

In the following, the four-stroke internal combustion
engine is considered for simplicity as it is used for most
production cars, trucks and motor bikes. Two-stroke en-
gines are still in use in low-power motorbikes but their
environmental impact forces the manufacturers to pro-
mote their four-stroke counterparts.

Independently from the number of cylinders and their

disposition, an engine noise is essentially harmonic due
to the sequential explosions occurring in the combustion
chamber of each cylinder. The explosion frequency Fex

for a four-stroke engine is given by

Fex =
Nc

2

rpm

60
, (1)

where Nc is the number of cylinders in the engine and
rpm is the number of revolutions per minute. In the case
of a four-cylinder engine, explosions occur periodically in
each cylinder with two explosions per engine revolution,
while for a six-cylinder engine, there are three explosions
per engine revolution. In practice, the harmonics of Fex

are the prevailing components of engine noise.
Two successive explosions do not occur in the same

cylinder and thus are not identical. Furthermore, two
successive engine revolutions do not contain the explo-
sions of the same cylinders. On that account, two other
frequencies and their harmonics enrich the spectrum of
an engine sound,

Fen =
rpm

60
, (2)

Fc =
1

2

rpm

60
, (3)

where Fen is the frequency corresponding to the engine
revolution and Fc is the fundamental frequency corre-
sponding to a complete cycle of the engine (two revo-
lutions). As an illustration, Figure 1 shows the spec-
trum of a noise emitted by a four-cylinder engine running
at 2, 200 rpm. The locations of the different frequencies
given by Eqs. 1 to 3 are also depicted in Figure 1.

B. Engine noise recording

The analysis-synthesis method proposed in this paper
requires a specific engine noise recording as input to the
analysis stage. Such a recording can be obtained by plac-
ing a microphone near the engine compartment and run-
ning the engine with no gear engaged over the available
engine speed range. The variation of the engine speed
(and thus of the fundamental frequency Fc) must be slow
enough to ensure its local stationarity on at least one cy-
cle duration. Besides, the recording must be long enough
so that the analysis algorithm can extract enough dis-
tinct sound samples for the synthesis. This issue will be
further discussed in Section IV.C.

C. Signal model

In this work, the noise emitted by an internal com-
bustion engine is supposed to be fully characterized by
its fundamental frequency. An engine noise at constant
speed can be modeled as

xF0
[n] =

∑
k

AF0,k sin(2π
kF0

Fs
n+ φF0,k) + wF0

[n], (4)
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FIG. 1. Spectrum of the low frequency content of the sound
signal emitted by a four-cylinder engine running at 2, 200 rpm.
The harmonics are separated in three inclusive families (the
harmonics of Fex are also harmonics of Fen which are harmon-
ics of Fc) to emphasize their physical origin. The components
Fc and 2Fc are masked by noise. (Color online)

where n is the discrete time index, F0 = Fc is the fun-
damental frequency, AF0,k and φF0,k are the amplitudes
and the initial phases of the harmonics respectively and
wF0

[n] is the stochastic component of the engine noise.
It is assumed that the amplitudes and phases of the har-
monics and the spectral coloration of the stochastic noise
depend solely on the fundamental frequency F0. In the
following, the order of the most energetic component
is noted kAmax. In practice, for a Nc-cylinder engine
kAmax = Nc.

III. ANALYSIS-SYNTHESIS METHOD

A. EXISTING OLA METHODS

Unlike engine noise signals, speech signals cannot be
defined solely by their fundamental frequency, even the
harmonic voiced regions must also be characterized by
their formants. However, the principles of various anal-
ysis methods of existing OLA algorithms intended for
speech processing can also be used to create sample
datasets suitable for the synthesis of engine noise sig-
nals. As these methods are the basis of our approach, a
quick review of their principles is presented below.

Existing OLA methods extract sound samples from the
input signal and rearrange them by overlap-and-add to
achieve the expected signal modification. In the follow-
ing, the location and extraction of the sound samples
from the input signal is referred to as the analysis stage
and the construction of the new signal as the synthe-
sis stage. The positions in the input signal of the ex-
tracted sound samples are termed pitch marks, following
the PSOLA terminology.

The SOLA system, introduced by Roucos and
Wilgus15 for time scale modifications of speech, asyn-
chronously extracts sound samples from the input signal

during the analysis stage. During the synthesis stage, the
extracted samples are synchronized with an autocorrela-
tion technique to maintain the pitch period. This algo-
rithm ensures good restitution quality but requires the
calculation of correlation functions during the synthesis
stage which is not optimal for real time applications.

The WSOLA system presented by Verhelst and
Roelands18 attempts to maximize the waveform similar-
ity between the original and the synthesized speech. The
location of each sound sample to be extracted is adjusted
so as to maximize its cross-correlation with the natural
continuity in the input signal of the last segment added
to the synthesized signal. The principles of the WSOLA
method can be used to create a dataset of sound samples
by maximizing the cross-correlation between the sample
to be extracted and already extracted samples with a sim-
ilar fundamental frequency. However, it will be shown in
Section VI that the harmonics of Fen and Fc cannot be
preserved by this cross-correlation approach.

In the PSOLA system developed by Moulines and
Charpentier16, the pitch marks are placed synchronously
with the local pitch period by detecting the glottal im-
pulses of speech signals. This allows the synthesis of pitch
shifted signals by overlapping and adding the extracted
samples synchronously with a different pitch period. As
discussed by Moulines20, the perceptual effects of OLA
operations are difficult to apprehend. In the specific case
of the PSOLA system, these effects have been studied by
Kortekaas17,21 on constant fundamental frequency natu-
ral speech. For varying fundamental frequency signals,
the effects of such methods are even more difficult to
predict.

The method introduced by Lent19 for music signals
uses similar time scaling and pitch shifting methods as
the PSOLA framework but also provides an interesting
method for pitch mark location. It consists in determin-
ing the fundamental frequency of the input signal and
filtering out this component by means of a band pass
digital filter. The zerocrossings of the filtered signal pro-
vide information about the periodicity of the input signal.
Although this approach is bounded to signals with sta-
tionary fundamental frequency, it allows the extraction
of single periods of a musical signal.

B. A NEW PSOLA APPROACH FOR ENGINE NOISE

A new analysis synthesis framework for engine noise
signals is proposed in order to account for the specific
harmonic structure of these noises. It can be viewed as
an extended version of the Lent’s method. We propose
a pitch mark location method adapted for signals with
varying fundamental frequency, including specific sound
sample extraction algorithms and synthesis methods.

The purpose of this new analysis synthesis scheme is
to synthesize the sound emitted by an engine for arbi-
trary variations of its rotational speed (rpm) provided
that recordings spanning the whole rpm range of the en-
gine are available. One important constraint is to min-
imize the computational load of the synthesis stage to
enable real time applications. Also, special attention is
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given to phase match between the sound samples that
are likely to be concatenated. Provided that the number
of cylinders in the engine is known, the proposed pitch
mark location enables placing the pitch marks so that all
sound samples extracted from the input signal start at
the explosion in the same cylinder. It will be shown that
this property greatly enhances the fidelity of synthesized
signals due to preserved harmonicity.

The analysis stage aims at iteratively collecting sound
samples from the input signal at equally spaced funda-
mental frequencies

F0i = Fmin
0 + i

Fmax
0 − Fmin

0

M − 1
i = 0,M − 1, (5)

where M is the total number of sound samples to extract.
Step 1 is to estimate the evolution of the fundamen-

tal frequency of the input signal. Note that it may vary
arbitrarily as long as it spans the frequency range of in-
terest. As the fundamental is often missing or hard to
detect, this step is preferably performed by estimating
the evolution of the most energetic harmonic, kAmaxF0.

In step 2, this component is extracted from the input
signal with a selective time varying passband filter. The
central frequency of the filter is updated at every sample
to match the local kAmaxF0 estimate. Ideally, the re-
sulting signal is a single sinusoid modulated in frequency
and amplitude according to the kAmaxF0 evolution and
remains in phase with the input signal. It provides a
convenient representation of the engine noise periodicity.
In fact, each period corresponds to the duration between
two successive explosions in the cylinders.

In step 3, pitch marks are placed so that every sound
sample starts at the explosion in the same cylinder. Re-
calling kAmax = Nc in practice, these are placed in the
input signal at the beginning of every N th

c period of the
filtered signal obtained in step 2. For each frequency F0i ,
a single pitch mark is selected as the one corresponding
to the closest fundamental.

In step 4, for each selected pitch mark, a sound sample
is extracted from the input signal with an appropriate
temporal window. The additive noise wF0

(see Eq. (4))
is naturally extracted with the harmonic part of the sig-
nal and requires no additional operations as discussed by
Jones and Parks22. This four-step process constitutes the
analysis stage of the method.

Once the dataset of sound samples is created, any ar-
bitrary evolution of the fundamental frequency can be
synthesized. The sample selection and the overlap-and-
add constitute the synthesis stage. Detailed information
about the analysis and synthesis stages is given in Sec-
tions IV and V respectively.

IV. ANALYSIS

A. Step 1: Instantaneous fundamental frequency
estimation

The estimation of a time varying fundamental fre-
quency is commonly designated as pitch tracking in
speech and music signal processing. A variety of robust

methods exist in the literature23–25. One specific fea-
ture introduced in the YAAPT method25 by Zahorian,
the Spectral Harmonics Correlation function (SHC), ap-
pears to be particularly well suited to the fundamental
frequency tracking of engine noise. In the present work,
a simplified version of this method based mainly on the
SHC function is used to track the kAmaxF0 frequency
component. More specifically, our method does not make
use of the nonlinear signal preprocessing or dynamic pro-
gramming steps introduced by Zahorian. The signal is
analyzed frame by frame with a high overlap rate of about
90%. The frame length is updated for every frame to
contain an integer number of periods of the estimated
frequency for the previous frame. For our recordings, a
value of 20 periods was found appropriate in practice.
This choice results from a trade-off between the station-
arity assumption of the signal which depends on the rpm
variation rate and the precision of the estimation. In
fact, the frames must be long enough to achieve good
frequency resolution but must also be limited so that the
frequency kAmaxF0 can be considered stationary over the
frame length. The kAmaxF0 estimation for frame t is per-
formed by evaluating the SHC function:

SHC[t, f ] =

WL/2∑
f ′=−WL/2

NH+1∏
r=1

S[t, rf + f ′], (6)

where S[t, f ] is the magnitude spectrum of frame t at fre-
quency f , WL, the spectral window length in frequency
and NH , the number of harmonics. Note that the values
of f and rf + f ′ are discrete with a spacing depending
on the FFT length and the sampling rate. The maxima
of the above SHC[t, f ] function correspond to the high
amplitudes of the frame t spectrum at integer multiples
of f . Thus, local maxima of SHC[t, f ] are the potential
values of the frequency kAmaxF0 in frame t.

In the case of engine noise, an additional assumption
can be made to reduce estimation errors. The evolution
of the frequency kAmaxF0 is continuous and therefore we
propose to constraint the estimation at frame t with the
estimation at frame (t − 1). At each frame, the SHC
function is calculated only for a small frequency inter-
val around the last estimated frequency value. Moreover
if the fundamental frequency evolution is moderate and
if the overlap rate between the frames is sufficient, this
interval can easily be reduced to contain only one local
maximum. This property ensures no doubling or halving
of the estimated value; it is illustrated in Figure 2 for an
interval width of 4 Hz and ten successive frames.

Different input parameter values provide satisfactory
results for engine noises. In this study, NH was set to 4
and WL to 10 Hz. An illustration of the performance of
the algorithm using these parameter values is presented
in Figure 3 for a four-cylinder engine noise signal.

As the above process is iterative, a specific initializa-
tion of the algorithm is necessary to set the initial fre-
quency value and frame length. This value can easily be
estimated by calculating the SHC function of the first
frame for a larger frequency interval.
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FIG. 2. Estimation of the kAmaxF0 frequency on a segment
of an engine noise signal. (left) The SHC function for ten
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estimation as a function of time. The search interval is set to
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FIG. 3. Spectrogram of a four-cylinder engine noise signal.
The solid line is the estimated value of kAmaxF0 (explosion
frequency) obtained with the simplified YAAPT method. The
signal is sampled at Fs = 44.1 kHz and its spectrogram is cal-
culated using frames of 200 ms zeropadded to 32, 768 samples
for FFT computations. Hann windows overlapping by 50 %
were used. Note that for clarity reasons the spectrogram is
showed only for frequencies below 1, 000 Hz. On the right of
the spectrogram, the colored segments indicate the positions
of the harmonics for the last signal frame, as introduced in
Figure 1: (red) harmonics of Fex, (green) harmonics of Fen

and (blue) harmonics of Fc.

The analysis stage requires the knowledge of the fun-
damental frequency at every instant of the input signal.
The frequency values estimated at each frame are inter-
polated with a standard cubic interpolation method to
obtain an estimation of the instantaneous fundamental
frequency at each sample of the input signal.

B. Step 2: Extraction of the prevailing harmonic

Harmonic extraction methods are mainly used for
source separation and speech enhancement systems. The
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FIG. 4. Segment of a four-cylinder engine noise sampled at
44.1 kHz (gray). Extracted prevailing harmonic of frequency
4F0 (black). The numbers 1 to 4 indicate the cylinder in which
an explosion occurs during the time interval delimited by the
dotted vertical lines. Note that the first number is randomly
attributed and not associated with a specific cylinder in the
engine.

pitch evolution of each speaker is determined and used
as input to an adaptive passband comb filter26. Such
methods have proven their efficiency for the extraction
of harmonic signals from noisy environments but they do
not fulfill the specific requirements of our application. In
the present method, harmonic extraction is performed
only on the prevailing harmonic, it has to be selective
and not introduce phase delays.

As mentioned in Section III.B, the extracted signal
is ideally a single sinusoid modulated in frequency and
amplitude according to the variations of the kAmaxF0

frequency component. Figure 4 shows a segment of a
four-cylinder engine noise and its extracted prevailing
harmonic 4F0. It illustrates the requirements of the fil-
tering process. The later must be sufficiently selective
to attenuate the adjacent harmonics (kAmax − 1)F0 and
(kAmax + 1)F0 and must not introduce phase delays so
that the filtered signal remains in phase with the input
signal. Hereby, no bias is induced in the positioning of
the instants of explosion in the cylinders. These con-
cerns oriented the choice of the filter towards the digital
Butterworth bandpass filter27. During the filtering pro-
cess, the bandpass center frequency is updated at every
sample to match the kAmaxF0 estimate. The width of
the filter pass band is also updated at every sample to
[(kAmax − 0.5)F0 (kAmax + 0.5)F0] so that adjacent har-
monics are filtered out.

At discrete time n, the Butterworth filter of order N
calculated for the central frequency estimate is defined
by its Z-transform as

Hn(z) =

N∑
k=0

bnk .z
−k

ank .z
−k , (7)

where bnk and ank are respectively the numerator and the
denominator coefficients of the filter. They are derived
from the analog expression of Butterworth filters using
the bilinear transform27. As the filter cut-off frequencies
(kAmax − 0.5)F0 and (kAmax + 0.5)F0 are low compared
to the sampling frequency 44.1 kHz, the poles of Hn(z)
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FIG. 5. Response of an order four Butterworth filter with
center frequency 50 Hz and pass band [43.75 56.25] Hz: (up)
amplitude, (center) phase delay and (bottom) group delay.

are close to the unit circle. To avoid stability issues when
increasing the filter order, the input signal is downsam-
pled by a factor 10 to a sampling frequency of 4.41 kHz
and the order N is restrained to four. After the filtering
process, the signal is upsampled with a cubic interpola-
tion method to restore the original sampling rate of the
input signal. We assume that the resampling artifacts
are negligible.

If x[n] is the discrete time engine noise signal and y[n]
the filtered signal, the filtering process is modeled by the
difference equation

y[n] =

N∑
k=0

x[n− k]bnk −
N∑

k=1

y[n− k]ank . (8)

The characteristics of a Butterworth filter designed for
a center frequency of 50 Hz are shown in Figure 5. Some
of the advantages of the Butterworth bandpass filter is
the flat frequency response in the pass band and the null
phase delay for the center frequency. Thereby, the out-
put signal is in phase with the input signal. However,
the uncertainty on the estimation of the kAmaxF0 fre-
quency evolution may induce nonzero phase delay of the
extracted harmonic component. This is due to the steep
slope of the phase response of the filter close to the center
frequency (see Figure 5). Therefore the precision of the
frequency estimation described in the previous section is
crucial for the extraction of the prevailing harmonic with
zero phase delay.

Fourth order Butterworth filters are not very selective.
As mentioned above, increasing the order of the filter
makes it unstable. Hence, the possibility of filtering the
extracted harmonic twice through the same time varying
Butterworth filter has been investigated. Such an opera-
tion increases the selectivity of the filtering process and

hence, the precision on the true periodicity of the pre-
vailing harmonic component but it also doubles both the
phase delay induced by the uncertainty on the frequency
estimation and the group delay. In the end, it appears
that filtering the signal twice does not improve the overall
quality of the process.

The group delay induced by the filtering process is
not negligible. The energy carried by the prevailing har-
monic component is delayed by about one hundred sam-
ples (about 23 ms once the output signal is upsampled).
However in our application this effect is not critical as
long as the filter order is not increased. In fact, as shown
in Figure 4, only the phase of the kAmaxF0 frequency
component is relevant to delimitate its periods.

C. Step 3: Pitch mark location and selection

As the filtered signal is assumed to be purely sinu-
soidal, its period can be determined by the locations of
the zerocrossings19. Every 2N th

c zerocrossing is listed
as a pitch mark so that each extracted sound sample
starts on the explosion in the same cylinder as shown of
Figure 6 (up). The correspondence between each pitch
mark and the fundamental frequency is given by the of
the kAmaxF0 frequency estimate. For every frequency F i

0

defined by Eq. (5), the pitch mark corresponding to the
closest fundamental frequency is selected. Care is taken
to ensure that a given pitch mark is only selected once.

The number of pitch marks to select (noted M in
Eq. (5)) in order to create a complete dataset for a given
engine depends on the range of the available rpms. Se-
lecting all listed pitch marks (every 2.N th

c zerocrossing)
results in very large datasets which are not optimal in
terms of storage. It is relevant to consider a sufficient
number of sound samples per Hz of fundamental, rather
than an absolute number of sound samples for an engine.
For our purpose, this sound sample density is ideally con-
stant over the entire rpm range. This requirement raises
the issue of the number of sound samples physically avail-
able in the input signal. The input recording must be suf-
ficiently long and the slope of the fundamental frequency
evolution sufficiently low to provide enough sound sam-
ples for the dataset. In practice, a sample density of 30
sound samples per Hz of fundamental is sufficient. Such
datasets contain about 1, 000 sound samples and require
about 15 Mb of storage in 32 bits floating point numbers
at 44.1 kHz if no signal compression is performed.

D. Step 4: Sound sample extraction

Once a pitch mark has been selected from the pitch
mark list, an appropriate temporal window centered on
the pitch mark is applied to the input signal to extract
the corresponding sound sample (see Figure 6 (bottom)).
The standard choice in existing OLA methods for the
sample extraction envelope is a Hann window containing
an integer number of pitch periods. In the case of engine
noise, each sound sample contains information on one en-
gine cycle plus some overlap to ensure smooth transitions
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signal with the positions of the pitch marks. The numbers 1
to 4 indicate the cylinder in which the explosions occur.
(bottom) Segment of the input signal corresponding to the
filtered segment above. The selected pitch marks and the
positions and lengths of the extraction windows are also de-
picted. T0i1

,T0i2
and T0i3

are the periods corresponding to
the frequencies F0i1

, F0i2
and F0i3

. ∆ is the overlap length of

the sound samples envelope (see Section IV.D). (Color online)

between sound samples during the synthesis. To achieve
this, a straightforward solution is to use Hann windows
of two periods of the local fundamental frequency F0i .
However, when overlapping sound samples with funda-
mental frequencies lower than the threshold of human
hearing (20 Hz), a beating phenomenon with a period
equal to the Hann window length occurs. This beating is
not observed in standard PSOLA methods since the con-
cerned fundamental frequency values in speech or music
signal processing never reach 20 Hz. It is induced by the
summation of slightly different harmonic components in
the overlapping sections of successive sound samples. It
appears that lowering the overlap rate of the sound sam-
ples reduces significantly this beating. For this purpose,
Tukey windows with a low and constant overlap of ∆
samples are used instead of Hann windows. Extracted
sound samples now contain exactly one period of the
fundamental frequency F0i plus ∆ samples to ensure a
smooth overlap during the synthesis. The length of the
overlap ∆ needs to be sufficiently long to mask the am-
plitude and frequency differences between sound samples
during the synthesis but needs to be short enough to at-
tenuate the beating occurring in the low rpm range. A
value of ∆ = 128 samples or 3 ms at 44.1 kHz represents
a good compromise.
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FIG. 7. Schematic representation of the OLA method ap-
plied to increasing fundamental frequency and increasing am-
plitudes sound samples. ∆ is the constant overlap between
sound samples set to 128 samples at 44.1 kHz.

V. SYNTHESIS

A. Overlap and add processing

The product of the analysis stage is a dataset of sound
samples corresponding to equally sampled fundamental
frequencies over the frequency range covered by the in-
put signal (see Eq. 5). The samples in the dataset are
sorted in an ascending order with respect to their funda-
mental frequency. The dataset allows for the synthesis of
any fundamental frequency evolution by overlapping and
adding the sound samples (see Figure 7).

The Tukey window requires an overlap of ∆ samples
during the synthesis stage to satisfy the constant over-
lap and add property28. This overlap between successive
sound samples is sufficient to suppress the perceptive ar-
tifacts caused by slight differences in frequency and am-
plitude. Moreover, the phases of the harmonics of Fc and
Fen at the boundaries of the sound samples are guaran-
teed to be continuous since the overlapping signal seg-
ments correspond to the explosions in the same cylinders.

B. Sample selection algorithm

A specific sample selection algorithm is implemented to
ensure high quality synthesis. In the case of a slowly vary-
ing fundamental frequency target, looping on the same
sound sample should be avoided as this would induce au-
dible artifacts. In the context of time scaling of speech
signals, Shnell and Peeters29 proposed to increase the
number of available sound samples for the synthesis by
using time domain or frequency domain interpolation be-
tween extracted samples (TDI-PSOLA or FDI-PSOLA).
However, this solution does not solve the problem of a
strictly stationary fundamental frequency target. There-
fore, the algorithm proposed here acts on the sample se-
lection process rather than the number of available sam-
ples. To avoid selecting successively the same sound sam-
ple, a pseudo-random oscillation is added to the selected
sample index. This oscillation has zero mean to ensure
that the average fundamental of the synthesized signal
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FIG. 8. Sample index matching the fundamental frequency
target (black). Selected sample index with a maximum am-
plitude oscillation of 3 (gray). In the case of stationary rpm
targets, the sample index is alternatively selected over and
under the expected index in the dataset.

matches the stationary target value. This randomized
selection algorithm is illustrated in Figure 8.

The choice of the maximum amplitude of the random
oscillation depends on the sound sample density in the
dataset. In fact, the overlap-and-add algorithm is not
intended to handle important spectral variations from
one sound sample to another due the low overlap between
successive sound samples. In practice, when the dataset
contains about 30 sound samples per Hz of fundamental,
the maximum amplitude of the random oscillation can
be set to 3.

C. Computational cost

The main advantage of this analysis-synthesis scheme
is that most of the algorithmic complexity is kept in the
analysis stage which is not performed in real time. The
synthesis stage is limited to the selection of sound sam-
ples in the dataset and ∆ additions per sound sample
(where ∆ is the overlap length between two samples) .

To illustrate the performance of the synthesis algo-
rithm, a comparison between different simple methods
to produce a sound signal is presented in Figure 9. Our
OLA approach is compared with a simple signal read-
ing from memory and two methods of generating a sin-
gle pure tone using the standard C library sine function
and the direct-form digital resonator method30. The sin-
gle pure tone generation methods are introduced here to
point out the benefit of our OLA synthesis scheme over
additive synthesis approaches for harmonic signals. The
comparison criterion estimates the percentage of proces-
sor time spent on the generation of the signal. These
percentages are calculated as

P% =
NCPU

FCPU
× 100, (9)

where NCPU the number of processor cycles NCPU spent
to generate one second of a sound signal sampled at
44.1 kHz and FCPU is the processor frequency FCPU .

It appears that the synthesis of an engine sound is
nearly twice as fast as the generation of a single sinusoid
with the direct-form digital resonator method. Thus it

READ OLA SIN 1 SIN 2
0

0.05

0.1

0.15

0.2

0.25

0.0096

0.1037

0.2338

P
%

0.0513

NEW_

FIG. 9. Percentage of processor time spent for the real time
generation of a sound signal. READ corresponds to a simple
signal reading of a stored signal in memory. NEW OLA corre-
sponds to an engine sound synthesis with our overlap-and-add
algorithm. SIN 1 and SIN 2 correspond to the generation of
a single sinusoid respectively by the direct-form second-order
digital resonator method30 and with standard C library sine
function.

is much faster than any time domain or frequency do-
main additive synthesis method. The direct form dig-
ital resonator method requires one multiplication and
two additions per sample. We can deduce that the to-
tal complexity of our method is approximately equiva-
lent to half a multiplication and one addition per syn-
thesized sample. It appears that more than 1, 500 engine
sounds can be synthesized simultaneously in real time on
a standard personal computer (Intel(R) Xeon(R) CPU
at 2.33 GHz) using a single thread implementation. As
such, this method is particularly well suited to synthesize
engine sounds of multiple vehicles and can therefore be
applied to the simulation of the sound field perceived by
a listener in urban areas under dense traffic conditions.

VI. VALIDATION

The analysis of the spectral content of a synthesized
signal provides valuable material to assess the perfor-
mance of the analysis-synthesis algorithm. Important
psychoacoustic clues such as the A-weighting or the log-
arithmic sensitivity to loudness of human hearing can
be considered in a spectral analysis. In the following,
a novel method to evaluate the similarity between two
signals through the analysis of their spectral content is
proposed.

In practice four engines will be considered, three low
power four-cylinder engines used in light vehicles (noted
engine 1 to 3 ) and one six-cylinder engine used in a heavy
duty vehicle (engine 4 ). The performance of our method
is assessed by synthesizing engine signals with different
methods and comparing them to a recorded signal of the
same engine. The different methods include the WSOLA
approach18 and different ways of taking into account the
phases of the harmonics using the framework described
in this paper.
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A. Method

For each vehicle, two engine noise signals are recorded
with different variations of the fundamental frequency.
The first signal, referred to as input 1, is used for the cre-
ation of a sample dataset. The fundamental frequency of
the second signal (referred to as input 2 ) is used as the
target value to synthesize engine noise signals with differ-
ent methods as introduced above. We propose a criterion
to evaluate the similarity between the input 2 signal and
the synthesized signal (with the same rpm evolution).
The computation of the similarity criterion between the
two signals is performed through the following steps:

1. The Short Time Fourier Transforms of both signals
(STFTinput2[m, f ] and STFTsynth[m, f ]) are com-
puted using frames at time m of 16, 384 samples
(371 ms at 44.1 kHz) windowed with Hann windows
and a 90 % overlap.

2. The squared error D[m, f ] in dB and the power spec-
trum Pinput2[m, f ] in dB of the reference input 2 are:

D[m, f ] =

10 log10

(
(|STFTinput2[m, f ]| − |STFTsynth[m, f ]|)2

)
,

(10)

Pinput2[m, f ] = 10 log10

(
(|STFTinput2[m, f ]|)2

)
, (11)

where m is the frame index, f , the discrete frequency
value and |.|, the absolute value operator.

3. A-weighting, Aw[f ], is added to account for the sensi-
tivity of human hearing:

DA[m, f ] = D[m, f ] +Aw[f ], (12)

PA
input2[m, f ] = Pinput2[m, f ] +Aw[f ]. (13)

4. The mean over time and frequency with a 1/f weight-
ing (giving equal importance to each octave) is:

DA = meant,f

(
DA[m, f ].

f0
f

)
, (14)

PA
input2 = meant,f

(
PA
input2[m, f ].

f0
f

)
, (15)

where f0 is a frequency reference for the 1/f weighting,
set to 1000 Hz by analogy to the A-weighting. The
mean is performed on the logarithmic decibel scale to
follow the properties of human perception.

5. Finally, the proposed similarity criterion is calculated

on a linear scale as the mean error DA normalized by

the energy PA
input2.

C =
10D

A/10

10P
A
input2/10

. (16)

Although, the value DA in dBA already appraises the
similarity between a recorded and a synthesized sig-
nal, the normalization makes it easier to interpret by
providing a value less sensitive to the signal energy.

This criterion is used as a first estimate of the per-
ceptive difference between the signal input 2 and sig-
nals of the same rpm evolution synthesized with differ-
ent datasets created out of input 1. If it is close to one,
the energy of the error is close to the energy of the input
signal pointing out a poor quality synthesis. If it tends
to zero, the perceptually important part of the spectral
structure is correctly reproduced. The next section de-
scribes the different sound sample datasets created out
of input 1. These differ only by the pitch mark locations
in order to emphasize the improvement brought by our
pitch mark location method.

B. Tested datasets

First, to show the importance of placing the pitch
marks in a pitch synchronous way, a dataset is created
without taking the phase of the fundamental into ac-
count. The sound samples still contain information on
one complete engine cycle but start at an arbitrary in-
stant of the cycle. The signal synthesized from this
dataset, following the fundamental frequency evolution
of input 2, is noted xasyn[n] (for asynchronous signal).

Then, the principles of an existing speech processing
technique (WSOLA) are applied to the creation of a
dataset. The pitch marks are placed so as to maximize
the cross-correlation between the sample to be extracted
and already extracted samples with a similar fundamen-
tal frequency. The synthesized engine signal is xwsola[n].

Finally, to assess the importance of the order of the
explosions in each sound sample, three different sample
datasets are created. For the first, the order of the ex-
plosions in the cylinders is not taken into account. Each
sound sample can start at the explosion in any cylinder,
this is performed by taking every second zerocrossing of
the kAmaxF0 frequency component as a pitch mark (see
Section IV.C). For the second, every N th

c zerocrossing
of the kAmaxF0 frequency component is listed as a pitch
mark. For the third, every 2N th

c zerocrossing is consid-
ered so that all sound samples start at the explosion in
the same cylinder. The synthesized signals for these three
datasets are noted respectively x2[n], xNc [n] and x2Nc [n].

The spectrograms of the signals are computed and the
similarity criterion C is evaluated. As mentioned pre-
viously, this study is carried out on three different light
vehicle with four-cylinder engines (engine 1 to 3 ) and one
heavy duty vehicle with a six-cylinder engine (engine 4 ).

C. Results

The spectrograms of the recorded and the synthesized
signals of engine 2 are presented in Figure 10 over the low
frequency range. First, one can observe that the phase
matching between the sound samples is crucial for engine
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noise synthesis. In xAsyn[n], the harmonicity of input 2
is not correctly preserved. The energy of the harmonics
is spread over nearby frequencies. Moreover, the short
transitions (∆ = 128 samples) between sound samples
introduce a comb structure around prevailing harmon-
ics which in practice results in audible artifacts. Second,
the spectrograms of xwsola[n] and x2[n] are very similar.
The harmonics of Fc and Fen are missing. This suggests
that the order of the explosions in the sound samples
has a considerable impact on the harmonicity of the syn-
thesized signals. One can also assume that in the cross-
correlation calculations of the WSOLA-like method, the
kAmaxF0 harmonic component has a prevailing influence
and induces a high error rate on the differentiation of the
order of the explosions in the sound samples.

In xNc [n], the sound samples start on the explosion
either in the first or third cylinder. The order of the
explosion is respected for every engine rotation but not
for complete engine cycles (two engine revolutions). The
harmonics of Fen are therefore present while the harmon-
ics of Fc are still missing. When the order of the explo-
sions in the cylinders is respected, all harmonic compo-
nents of the engine noise signal are rendered properly.
This result can be interpreted in terms of phase match-
ing between the sound samples in the dataset. The in-
stantaneous phases of the harmonics of Fen and Fc are
continuous at the sound sample boundaries only if the
order of the physical events occurring during an engine
revolution and an engine cycle is respected.

Figure 11 shows the similarity criterion C values cal-
culated for the signals synthesized with the five datasets
for each engine. These results confirm the visual ob-
servations in the low frequency range [0 1, 000 Hz] (Fig-
ure 10). The relative values of the criterion C confirm
that x2Nc [n] has the closest spectral structure to the
recorded engine noise for all tested engines. The results
for the six-cylinder engine (engine 4 ) are similar to those
obtained for the four-cylinders engines. This attests that
the approach described in this paper is general and can
be applied to different internal combustion engines. The
variance of the C criterion for each engine is related to the
energy ratios between the different harmonic families Fc,
Fen and Fex and the stochastic noise component. As all
the considered methods for pitch mark location benefit to
different harmonic families, they have variable influence
on the C criterion depending on the tested engine.

D. Preliminary perceptive analysis

To form its own opinion on the quality of the synthe-
sized signals, the reader is invited to listen to the audio
samples of the signals presented in Figure 10 and pro-
vided with the supplementary material.

For all considered cases, when synthesizing engine
noise signals with stationary rpm, the random sample
selection algorithm presented in Section V.B is efficient.
There is no audible sample repetition and the perceived
pitch sounds stationary when the sound sample density
is sufficient in the dataset. More thorough listening tests
based on psychoacoustic test procedures will be carried

out to assess the similarity between recorded and syn-
thesized engine noise signals. These psychoacoustic tests
will also be used as a first validation of the correlation
between the perceptive difference and the C criterion.

VII. CONCLUSION

The present paper introduces a method to synthesize
internal combustion engine noise. Based on the PSOLA
framework and the Lent’s method, the proposed method
does not require knowledge of the pitch. Instead, it ex-
tracts information about the prevalent harmonic com-
ponent of the signal to determine accurate pitch mark
locations and ensure a high quality synthesis. The out-
put of the analysis stage is a dataset of sound samples
corresponding to equally-sampled fundamental frequency
values. The sound samples are concatenated using ap-
propriate sample selection and OLA algorithms to sim-
ulate any fundamental frequency evolution. The main
feature of this modified OLA method is the optimization
of the pitch mark locations in the input signal so that
every extracted sound sample contains the same physical
events, in the same order but for different engine speeds.
It has been shown that this ensures the continuity of the
phases of all the harmonics and hence, better preserves
the harmonicity of the engine noise signals in comparison
to standard OLA methods.

As a future work, the influence of the load applied
to the engine on the emitted noise will be considered.
The sample selection algorithm can also be improved
by taking advantage of other speech processing meth-
ods. Particularly, the unit selection algorithms intro-
duced by Hunt and Black31,32 could be adapted to our
sample selection process. These selection algorithms esti-
mate transition costs between sound samples from large
speech databases and optimize their selection during the
synthesis stage to ensure the natural continuity of the
synthesized signal. In the case of engine noise sample
datasets, the cost could be estimated by evaluating the
differences in frequency and amplitude of the harmonics
of the sound samples. This optimization would improve
the quality of the synthesized signals but would also in-
crease the computational load of the synthesis stage.

The low complexity of the proposed synthesis scheme
makes it particularly relevant for real time synthesis ap-
plications. The real time synthesis of engine noise has
numerous applications in the field of road traffic auraliza-
tion, as well as in other areas such as driving simulators,
evaluation of exterior and interior vehicle sound quality
or the emission of internal combustion engine noise for
the detection of silent electric vehicles. In the specific
case of traffic noise in urban areas, the auralization sys-
tem requires very high quality and low complexity sound
source synthesis. Indeed, such simulators involve the syn-
thesis of numerous sound sources, the calculation of all
significant acoustic propagation paths and the filtering
and spatialization of each contribution. All these steps
are time consuming and therefore require optimizations.
The proposed OLA method applied to engine sound syn-
thesis clearly benefits traffic noise auralization.
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FIG. 10. Spectrograms of the recorded signal input 2 and the synthesized signals calculated using frames of 200 ms zeropadded
to 32, 768 samples (at a sampling rate of 44.1 kHz) for FFT computations. Hann windows overlapping by 50 % were used. The
frequency range is restrained to [0 1, 000 Hz] for clarity reasons. On the right of the spectrogram, the colored segments indicate
the positions of the harmonics for the last signal frame, as introduced in Figure 1: (red) harmonics of Fex, (green) harmonics
of Fen and (blue) harmonics of Fc.
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plex environments”, J. Acoust. Soc. Am. 112(6), 2680–

2687 (2002).
3 H. Jonasson, U. Sandberg, G. V. Blokland, J. Ejsmont,

G. Watts, and M. Luminari, “Source modelling of road ve-
hicles”, Technical Report, Deliverable 9 of the Harmonoise
Project (2004).

4 G. Dutilleux, J. Defrance, B. Gauvreau, and F. Besnard,
“The revision of the french method for road traffic noise
prediction”, J. Acoust. Soc. Am. 123(5), 3150 (2008), full
paper available on the CD-ROM of the Proceedings of the
Joint ASA-EAA Meeting in Paris, 2008 (Acoustics’08).
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