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Abstract 

 

 

Spurious correlations occur when two independent time series are found to be correlated 

according to the typical statistical procedure for testing the null hypothesis of zero 

correlation in the population.  Using a Monte Carlo analysis, this study examines the 

spurious correlation phenomenon for two independent stationary AR(1) processes and it 

finds that if an alternative testing procedure is applied, spurious behavior is eliminated 

using the variance of the sample correlation coefficient of these two series, suggested by 

Bartlett (1935).   
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1. Introduction 

 

In many economic applications interest is focused on investigating the existence of a 

linear relationship between two random variables using the sample correlation coefficient 

which declares the strength of the linear association in the sample and can be used as the 

basis of testing the null hypothesis of no linear correlation in the population.  In some 

cases, however, an analyst may get misleading statistical results with respect to the 

degree and to the existence of a linear association between two random variables, when 

indeed these two random variables are not linearly related.  This phenomenon is known 

as the spurious correlation phenomenon, introduced by Yule (1926), although in the 

literature it received a considerable attention as the spurious regression phenomenon 

presented by the pioneer work of Granger and Newbold (1974), in which, using a Monte 

Carlo analysis, they showed that the regression of two independent random walk 

processes generates spurious results.  Furthermore, the behavior of this phenomenon was 

well-documented mathematically by Phillips (1986) and extended by Granger et al 

(2001) for two stationary independent AR(1) processes.   

 Spurious correlations and spurious regressions are two similar if not identical 

terms referring to the same phenomenon of obtaining false evidence for the existence of a 

linear relationship between two variables.  However, in the case of spurious correlations 

the analyst has no indication about the existence of such behavior, unless he or she has 

some a priori information about the relationship between these two variables, such that a 

high absolute value of the sample correlation coefficient will be considered suspicious, 

see for example Hendry (1980).  Contrary, in the case of spurious regressions, Granger 
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and Newbold (1974) have pointed out that a low value of the Durbin-Watson statistic will 

appear in regression analysis and standard procedures, such as the Cochrane-Orcutt, will 

fail to correct the problem of autocorrelated errors.  Actually, evidence of serially 

correlated errors will also appear in regression analysis, along with spurious results, even 

in the case of two independent stationary AR(1) processes, as Agiakloglou (2009) has 

shown.  Thus, it is more difficult to detect spurious correlations than spurious regressions.   

 This paper demonstrates that using the variance of the sample correlation 

coefficient of two independent AR(1) processes, the spurious behavior is eliminated for 

all values of the autocorrelation coefficient.  Recall, that Granger et al (2001) have also 

proposed a method to correct the problem of spurious regressions for stationary AR(1) 

processes, but their empirical results did not convert to nominal levels, especially for 

large values of the autoregressive parameter, even for large sample sizes.  Only 

asymptotically Granger et al (2001) have shown convergence.   

 

2.  Testing for linear association 

 

To investigate whether or not a linear association between two random variables exists, 

an analyst must test the null hypothesis of zero correlation, i.e., H0: ρ = 0, against the 

alternative of not zero correlation, i.e., H1: ρ ≠ 0, where ρ is the population correlation 

coefficient.  The test is implemented using the following t statistic:   

 
21

2

r
t

r

T

=
−

−

 (1) 
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where r is the sample correlation coefficient and T is the sample size.  The t statistic 

follows a t distribution with (T - 2) degrees of freedom and the null hypothesis will be 

accepted if its absolute value is less than the critical value, indicating evidence of no 

linear association between the two variables.  In the case of spurious correlations the null 

hypothesis will be rejected, although the two variables will not be linearly related.   

 Yule (1926) pointed out that frequently in practice a high degree of linear 

association between two independent time series can arise for variables that have nothing 

in common.  As an effort to justify this behavior, Yule (1926) studied the properties of 

the sample correlation coefficient of two series and noticed that the major factor that 

determines this spurious behavior is the shape of the frequency distribution of the 

correlation coefficient of these two series.  Banerjee et al. (1993), using Monte Carlo 

analysis, examined the frequency distribution of the correlation coefficient for various 

orders of independent integrated time series verifying Yule’s (1926) initial results.  They 

concluded that if the two processes are non-stationary I(1) processes, the frequency 

distribution of the correlation coefficient will be semi-ellipse, whereas if the two series 

are non-stationary I(2) processes, the frequency distribution has a U shape with values of 

-1 and +1 to be more likely to occur.  Contrary, in the case where the two series are 

stationary white noise processes, the frequency distribution of the correlation coefficient 

will be symmetric around zero and it will look like normal distribution.   

 However, simulation results for two independent I(1) processes based on 10,000 

replications will show that the standard deviation of the t statistic ranges from 7.38 to 

23.37 for series of 100 to 1,000 observations, whereas the null hypothesis of zero 

correlation is rejected from 76.95% to 92.76% respectively at the 5% nominal level.  
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Things are even worse for two independent I(2) processes in which case the value of the 

standard deviation of the t statistic ranges from 49.01 to 139.39 and the null hypothesis is 

rejected from 94.82% to 98.18%, using the same simulation process as above.  Therefore, 

the large number of rejections of the null hypothesis of zero correlation for non-stationary 

processes is basically due to the fact that the variance of the sample correlation 

coefficient is not properly computed and indeed its value strongly deviates from one as 

appose to the white noise case which remains one, regardless of the sample size.   

 Spurious correlations can also appear in the case of two independent stationary 

AR(1) processes, as indicated by Granger et al (2001) in the context of spurious 

regressions.  To illustrate, consider two independent AR(1) processes Xt and Yt generated 

from the following DGP:   

 1t x t xt
X Xϕ ε−= +     and    1t y t yt

Y Yϕ ε−= +  (2) 

where the errors εxt and εyt are white noise N(0, 1) processes independent of each other 

and the autoregressive parameters are allowed to take values of 0.0, 0.2, 0.5, 0.8 and 0.9.   

 Table 1 reports the percentage of rejections of the null hypothesis of zero 

correlation against a two sided alternative at the 5% nominal level for two independent 

stationary AR(1) processes for sample sizes of 100, 500 and 1,000 observations based on 

10,000 replications.  The most interesting feature of this table is the fact that, unlike the 

two non-stationary cases, previously discussed and especially the I(1) case, the 

percentage of rejections of the null hypothesis of zero correlation remains unchanged 

regardless of the sample size and it is only affected by the magnitude of the 

autoregressive parameter.  Thus, one will get more spurious results as the value of the 

autoregressive parameter increases.  For example, for φx = φy = 0.5, the null hypothesis is 
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rejected approximately 13% at the 5% nominal level, whereas for φx = φy = 0.9, this 

number becomes approximately 52%.   

 However, following Yule’s (1926) proposition, an analyst will find no spurious 

results based on the frequency distribution of the correlation coefficient of two 

independent stationary AR(1) processes.  This distribution remains symmetric around 

zero mean regardless of the value of the autoregressive parameter, as, for example, 

Figures 1 and 2 depict.  Therefore, as in the case of non-stationary processes, spurious 

correlations appear simply because the value of the standard deviation of the t statistic for 

testing the null hypothesis of zero correlation is not equal to one for all values of the 

autoregressive parameter.  Indeed, as Table 2 reports, this value is only affected by the 

magnitude of the autoregressive parameter of the series and not by the sample size.  For 

example, the standard deviation of the t statistic for φx = φy = 0.5 is close to 1.3, whereas 

for φx = φy = 0.9 this number is approximately equal to 3.  Hence, although, the frequency 

distribution for the t statistic is symmetric around zero mean, it becomes flatter than the 

standard normal distribution as the value of the autoregressive parameter increases, as, 

for example, can be seen from Figures 3 and 4.   

 

3.  Simulation results using the variance of the sample correlation coefficient of two 

independent stationary AR(1) processes 

 

Having discussed the problem of spurious correlations for two independent stationary 

AR(1) processes the next step is to investigate the behavior of this phenomenon using the 

variance of their sample correlation coefficient obtained as follows.  For two independent 
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stationary AR(1) processes Xt and Yt  with autocorrelation coefficients ρx and ρy 

respectively we have:   

 2 2 2

2 2

1 1
[ ( ) ] [ 2 ]t t t t t t s s

t s

E X Y E X Y X Y X Y
T T ≠

= +∑ ∑ ∑  (3) 

and since  

1 1 2 2 ...
t t s s t t t t t t t t

t s

X Y X Y X X YY X X YY+ + + +

≠

= + +∑ ∑ ∑  

equation (3) is written as: 

2 2

2 2 2 2 2

2 2

21 1
[ ( ) ] [( 1) ( 2) ...]

x y

t t x y x y x y
E X Y T T

T T T

σ σ
σ σ ρ ρ ρ ρ= + − + − +∑  

which approximately is equal to:  

2 2 2

2

21 1
[ ( ) ] (1 )

1

x y

t t x y

x y

E X Y
T T

ρ ρ
σ σ

ρ ρ
= +

−
∑  

 Hence, the variance of the sample correlation coefficient between the two 

independent stationary AR(1) series is approximately defined as:   

 
11

( ) ( )
1

x y

x y

Var r
T

ρ ρ

ρ ρ

+
=

−
  

or equivalently as:  

 
11

( ) ( )
1

x y

x y

Var r
T

ϕ ϕ

ϕ ϕ

+
=

−
 (4) 

 

since ρx = φx and ρy = φy for AR(1) processes.  More evidence about the proof of this 

variance can be found in Bartlett (1935), whereas McGregor (1962) verifies the existence 

of this variance by determining the approximate null distribution of the sample 

correlation coefficient of two stationary Markov chain processes using the steepest 

descents method proposed by Daniels (1954 and 1956).  Clearly, the degree of accuracy 

of this variance depends on the sign, on the absolute magnitude of the two autoregressive 
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coefficients and on the sample size.  One should expect less accuracy if φx and φy are both 

positive (or negative), if their absolute magnitude is close to one, as well as if the sample 

size is small.   

 To investigate the accuracy of this variance in the context of spurious correlations 

two independent AR(1) processes Xt and Yt are generated by the same DGP, given in (2).  

Based on the sample correlation coefficient of these two series, the test for zero 

correlation is conducted by replacing the denominator of the t statistic defined in equation 

(1) with the square root of the variance of equation (4) and the results of 10,000 

replications at the 5% nominal level are reported on Table 3.  Perhaps the most 

astonishing feature of this table is the fact that for all values of the autoregressive 

parameter the empirical levels are very close to nominal levels, due to the fact that the 

value of the standard deviation of the t statistic for testing the null hypothesis of zero 

correlation is one for all cases.  Deviation from this behavior we only observe for values 

of the autoregressive parameter of 0.8 and 0.9 and only for series of sample size of 100 

observations in which cases the empirical levels are smaller than the nominal ones, since 

the standard deviation of the t statistic in these cases was slightly smaller than one, i.e., its 

values ranged from 0.88 to 0.95.   

 

4.  Concluding remarks 

 

Spurious correlations can be found not only for a pair of two independent non-stationary 

processes, but also for a pair of two independent stationary AR(1) processes.  However, 

using the approximate variance of the sample correlation coefficient of two independent 

stationary AR(1) processes, this study shows that the spurious behavior can be eliminated 
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for all values of the autoregressive parameter.  Perhaps, the most interesting feature of his 

study is the fact that the correction of spurious results can be obtained very easily.  

Indeed, as long as two processes are identified as AR(1) processes, using the Box and 

Jenkins (1976) methodology, the estimates of the autoregressive parameters can be used 

to determine the value of the variance of the sample correlation coefficient in order to 

apply the test for a linear association.    
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Table 1  

Percentage of rejections of the null hypothesis of zero correlation at the 5% nominal 

level (|t| > 1.96) for two independent stationary AR(1) processes based on 10,000 

replications 

φx  

T 

 

φy 0.0 0.2 0.5 0.8 0.9 

0.0 5.03     

0.2 5.18 6.20    

0.5 5.38 7.77 12.85   

0.8 5.04 9.86 19.53 35.23  

 

 

100 

0.9 4.81 10.44 22.42 41.12 50.27 

0.0 5.24     

0.2 5.13 5.77    

0.5 5.31 7.92 13.15   

0.8 4.90 9.44 19.72 34.78  

 

 

500 

0.9 5.42 10.46 22.67 42.56 52.22 

0.0 5.10     

0.2 5.25 6.00    

0.5 4.73 7.38 12.87   

0.8 5.30 9.94 19.92 36.05  

 

 

1,000 

0.9 4.83 10.53 22.55 43.21 52.01 

 

 

Table 2  

Standard deviation of the t statistic for testing the null hypothesis of zero correlation 

for two independent stationary AR(1) processes based on 10,000 replications 

φx  

T 

 

φy 0.0 0.2 0.5 0.8 0.9 

0.0 1.00     

0.2 1.02 1.05    

0.5 1.01 1.11 1.30   

0.8 1.00 1.17 1.52 2.12  

 

 

100 

0.9 1.02 1.21 1.62 2.45 3.00 

0.0 1.00     

0.2 1.01 1.04    

0.5 1.00 1.11 1.29   

0.8 1.02 1.18 1.51 2.10  

 

 

500 

0.9 1.00 1.21 1.62 2.48 3.10 

0.0 1.00     

0.2 1.00 1.05    

0.5 1.00 1.11 1.28   

0.8 1.01 1.17 1.52 2.15  

 

 

1,000 

0.9 1.00 1.20 1.61 2.47 3.07 
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Table 3  

Percentage of rejections of the null hypothesis of zero correlation at the 5% nominal 

level (|t| > 1.96) for two independent stationary AR(1) processes using the 

approximate variance of their sample correlation coefficient based on 10,000 

replications 

φx  

T 

 

φy 0.0 0.2 0.5 0.8 0.9 

0.0 4.76     

0.2 5.22 5.13    

0.5 5.18 5.08 4.56   

0.8 4.96 4.72 4.59 3.41  

 

 

100 

0.9 5.08 4.73 4.46 2.75 1.59 

0.0 5.21     

0.2 5.09 5.03    

0.5 5.07 5.03 5.25   

0.8 4.91 4.77 5.07 4.81  

 

 

500 

0.9 5.09 4.88 5.11 4.61 4.56 

0.0 4.98     

0.2 5.21 4.81    

0.5 4.90 5.13 4.90   

0.8 4.80 5.08 5.09 4.77  

 

 

1,000 

0.9 5.09 4.88 4.92 4.79 5.16 

 

 

 

 

 

 

 

 

Figure 1  
Frequency distribution for the correlation coefficient between 

two independent AR(1) processes for φχ = φy = 0.5 (T=100) 
 

 

Figure 3  
Frequency distribution for the t statistic between two 

independent AR(1) processes for φχ = φy = 0.5 (T=100) 
 

 

Figure 2  
Frequency distribution for the correlation coefficient between 

two independent AR(1) processes for φχ = φy = 0.9  (T=100) 
 
 

 

Figure 4  
Frequency distribution for the t statistic between two 

independent AR(1) processes for φχ = φy = 0.9 (T=100) 
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