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ABSTRACT: Demand forecasting performance is subject to the variability and uncertainty underlying the time series 
related to the Stock Keeping Units (SKUs) an organisation is dealing with. Different strategies may be used to reduce 
the demand variability and forecast error, thus improve the forecasting performance. One such strategy is to aggregate 
demand in lower-frequency ‘time buckets’, thereby reducing the demand variability. In this paper, we investigate the 
impact of temporal aggregation on forecasting performance. We assume that the underlying demand follows a first-
order autoregressive process [AR(1)] and a Single Exponential Smoothing (SES) procedure is used to estimate the level 
of demand. The theoretical forecast errors are derived for the aggregated and non-aggregated demand in order to 
contrast the relevant forecasting performances. A theoretical analysis indicates that performance improvements 
achieved through the aggregation strategy are a function of the aggregation level, the smoothing constant value and the 
autoregressive parameter. The results are also empirically validated by means of experimentation with the sales data 
related to 555 AR(1) series from a major European superstore.  
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1 INTRODUCTION 

Demand variability and uncertainty are among the most 
important management challenges facing modern indus-
tries and companies. These issues have been addressed in 
the academic literature for many years. 
The existence of high variability in demand for fast mov-
ing and slow/intermittent moving items (items with a 
high ratio of zero observations), pose considerable diffi-
culties in terms of forecasting and stock control. Devia-
tions from the degree of variability accommodated by 
the Normal distribution often render standard forecasting 
and inventory theory inappropriate.  
There are many strategies that may be used to reduce the 
demand variability and thus to improve the forecasting 
(and inventory control) performance. An intuitively 
appealing strategy is to aggregate demand in lower-
frequency ‘time buckets’, thereby reducing the presence 
of potential zero observations (in case of intermittent 
demand) or generally reduce variability in case of fast 
demand. 
Such an aggregation strategy is often referred to in the 
academic literature as Temporal Aggregation. Another 
aggregation strategy discussed in the literature refers to 
Cross-Sectional Aggregation, which involves aggregat-

ing different time series to reduce variability across a 
group of items. 
Aggregation has been used in economics and economet-
rics for the last 40 years and therefore the idea of aggre-
gation is not new. In a production planning framework, 
many researchers have focused on the effectiveness of 
cross-sectional aggregation and especially the bottom-up 
and top-down approaches. The former involves the ag-
gregation of individual SKU forecasts to the group level 
whereas the latter relates to forecasting directly at the 
group level (followed by the dis-aggregation of forecasts 
at the individual level). However there are comparatively 
less studies focusing on the effects of temporal aggrega-
tion in production planning and inventory management 
frameworks. 
In this paper we assume that the underlying series fol-
lows an Autoregressive process of order one, AR(1) and 
the forecasting method is the Single Exponential 
Smoothing(SES). Both assumptions are very realistic as 
demand very often follows an AR(1) process and SES 
has often been discussed to be a most popular forecast-
ing method. In our previous work (Rostami et al., 2012), 
we have evaluated by analytical approach the impact of 
temporal aggregation on forecasting when the demand 
process follows MA(1) and AR(1), In this paper in addi-
tion to theoretical analysis, we investigate the empirical 
analysis for AR(1) demand process. We use a real data-
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set from a European Grocery Store in order to analyze 
the performance of the temporal aggregation forecasting 
approach as compared to the classical approach. 
The remainder of this paper is structured as follows. In 
Section 2 we provide a literature review on demand 
aggregation and forecasting. Section 3 presents the nota-
tions and assumptions. In Section 4 a mathematical eval-
uation of the MSE for non-aggregated and aggregated 
demand is provided. Section 5 presents details related to 
the empirical investigation and the results. The paper 
concludes in Section 6 with the implications of our work 
along with some natural next steps of research. 

2 LITERATURE REVIEW 

In this section we briefly present a literature review on 
demand aggregation and forecasting. Demand variability 
may affect the different systems in the organizations 
such as demand forecasting, production planning and 
inventory management systems.  
It has been shown by Theil (1954),Yehuda and Zvi 
(1960) and Aigner and Goldfeld (1974) that demand 
uncertainty can be effectively reduced through appropri-
ate demand aggregation and forecasting. In the literature 
of supply chain and demand planning, demand aggrega-
tion is known as a 'risk-pooling’ strategy to reduce de-
mand fluctuation for more effective material/capacity 
planning (Chen and Blue (2010). In some papers, the 
authors have shown that aggregation of data improves 
the accuracy of the forecasts (Armstrong (2001); Zotteri 
and Verganti (2001)). This improvement can be ex-
plained in terms of the lower variability of the aggre-
gated demand as compared to the original demand 
streams. 
There are two types of aggregation discussed in the aca-
demic literature.  
In temporal aggregation, the aggregated time series is 
obtained through the sum of every m periods of the high 
frequency data, where m is called the aggregation level. 
When considering temporal aggregation, there are two 
different ways of aggregation: non-overlapping and 
overlapping. In the former case the time series are di-
vided into consecutive non-overlapping buckets of time; 
that is if the number of observations in the basic series is 
n and the aggregation level is m, then the number of 
observations in the aggregated series is N, where N is the 
integer part of n divided by m.  
In the overlapping case, at each period the oldest obser-
vation is dropped and the newest is included, therefore 
the number of aggregated series is n-m+1. In both the 
non-overlapping and overlapping cases, the length of the 
time bucket equals the aggregation level. In this paper 
the case of temporal non-overlapping aggregation will be 
considered. 
Another type of aggregation refers to the cross-sectional 
or contemporaneous aggregation and this is further dis-
cussed below. 
 

2.1 Cross-sectional aggregation 

Most of the forecasting literature in this area has looked 
at the comparative performance of the top-down (TD) 
and the bottom-up(BU) methods. 
In the top-down aggregate forecasting approach, demand 
is first aggregated, then the forecast is made by applying 
a forecasting method at the aggregate level and finally 
the forecast is disaggregated back to the original level by 
applying an appropriate disaggregation method. In the 
subaggregate approach, called bottom-up approach, the 
aggregate demand forecast is produced by combining 
individual forecasts for each demand segment, i.e. a 
separate forecasting model is developed for each item in 
the family(Zotteri et al. (2005)). 
In the literature of cross-sectional aggregation, when 
dealing with the impact of aggregation on the forecasting 
performance, there are different findings. Lütkepohl 
(1984) and Fliedner (1999) have shown that the forecast 
performance at the aggregate level for a derived (top-
down) strategy is better. On the other hand, Orcutt et al. 
(1968), Edwards and Orcutt (1969) argue that informa-
tion loss is substantial in aggregation and therefore the 
bottom-up method gives more accurate forecasts. Some 
authors take a contingent approach and analyze the con-
ditions under which one approach produces more accu-
rate forecasts than the other. Lapide (1998) and Fliedner 
(2001) summarized some practical guidelines for the 
situations where top-down is preferable to  bottom-up 
and vice versa. 
Widiarta et al. (2007) and Widiarta et al. (2009) have 
studied analytically and by means of simulation the rela-
tive performance of TD and BU strategies when the item 
demands follow a first-order univariate autoregressive 
[AR(1)] and first-order moving average [MA(1)] proc-
ess. They showed that when the time series for all of the 
subaggregate components follow an MA(1) process with 
identical coefficients of the serial correlation term, there 
is no difference in the relative performance of TD and 
BU forecasting strategies. However, when the subaggre-
gate components follow an AR(1) process with the same 
autoregressive parameters for all the items, the superior-
ity of each strategy is a function of the autoregressive 
parameter; in particular, they showed that when the auto-
regressive parameter is smaller than or equal to 1/3, the 
maximum difference in the performance of the two fore-
casting strategies is only 1%. However, if the autoregres-
sive parameter is greater than 1/3, then the bottom-up 
strategy consistently outperforms the top-down one. 
 
2.2 Temporal aggregation 

Temporal aggregation refers to aggregation in which a 
low frequency time series (e.g. quarterly) is derived from 
a high frequency time series (e.g. monthly) ( 
Nikolopoulos et al. ,2011). Most of the literature that 
deals with temporal aggregation may be found in the 
Economics discipline. 
Amemiya and Wu(1972) have shown using simulation 
that forecasts generated from aggregated series in the 
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case of ARIMA models perform remarkably well com-
pared to those from the original series. Souza and Smith 
(2004) have also shown that for Auto-Regressive Frac-
tionally IMA (ARFIMA) models, temporal aggregation 
results in a bias reduction. On the other hand, Rose 
(1977) compared forecasts from an aggregate ARIMA 
model and an underlying disaggregate ARIMA model 
and showed that forecasts from the aggregate model are 
in general less efficient 
Willemain et al. (1994) have empirically explored the 
effects of temporal aggregation on forecasting intermit-
tent demand. In this study Croston’s method has been 
applied as a forecasting approach. They have compared 
the results of the forecasting approach, using 16 real data 
sets with 905 daily observations. Daily and weekly data 
have been considered. In this study, the daily data form 
corresponds to the basic series and the weekly data form 
corresponds to the aggregated series with an aggregation 
level that is equal to seven. Results based on the mean 
absolute percentage error (MAPE) have been obtained 
for both forms and the researchers showed a significant 
reduction in forecasting errors when weekly demand 
aggregate data were used instead of daily data.  
Athanasopoulos et al. (2009) have recently looked at the 
effects of temporal aggregation on forecasting accuracy 
in the tourism industry. They have conducted an empiri-
cal investigation using 366 monthly series and three 
forecasting methods tested in the M3 competition data, 
namely the exponential smoothing, the ARIMA method, 
and a commercial software, Forecast Pro. They have 
compared forecast errors from forecasting yearly data 
directly with errors from temporally aggregating the 
forecasts produced for monthly and quarterly data. They 
have considered one and two forecast-ahead periods and 
three statistical measures have been used to compare the 
results: MAPE, Mean Absolute Scaled Error (MASE) 
and Median Absolute Scaled Error (MdASE). The ag-
gregated forecasts (whether produced from monthly or 
quarterly data) were more accurate than forecasts pro-
duced directly from yearly data. 
Nikolopoulos et al. (2011) have empirically analysed the 
effects of temporal aggregation on forecasting intermit-
tent demand requirements. The proposed approach called 
aggregate-disaggregate intermittent demand approach 
(ADIDA) works as follows. Firstly the original time 
series is converted to a high frequency time series ac-
cording to the level of aggregation, then a forecasting 
method is applied to this new series to obtain a cumula-
tive forecast and finally the cumulative forecast is bro-
ken down (disaggregated) to the original form. In this 
research 5,000 SKUs over 7 years (84 monthly demand 
observations) form the Royal Air Force(RAF, UK) have 
been used and 3 methods (Naïve, Croston and Syntetos-
Boylan Approximation) have been applied to basic series 
and aggregated series based on an aggregation level 
varied from 2 to 24. The results show that the proposed 
ADIDA methodology may indeed offer considerable 
improvements in terms of forecast accuracy. Four differ-
ent accuracy measures have been used including: Bias 
(Mean Error, ME and Median Error, MdE), Scaled Er-

rors (MAsE, MdAsE), Mean Squared Errors (MSE) and 
a relative MSE error (Relative Geometric Root MSE, 
RGRMSE) Various disaggregation approaches were also 
considered and the best one was found to be that related 
to an equal weight split of the aggregated forecasts to the 
disaggregated components.  
Luna and Ballini (2011) have used an aggregation ap-
proach to predict daily time series of cash money with-
drawals in the neural forecasting competition. Each time 
series consists of 735 samples, from March 18, 1996, to 
March 22, 1998 and have been used to forecast 56 daily 
steps ahead. Daily samples are aggregated to give week-
ly time series and then an adaptive fuzzy rule-based 
system is applied to predict the 8- step-ahead, thus ag-
gregation reduces the forecast horizon from 56 to 8 
steps.  Two different aggregated approaches are evalu-
ated for this purpose: the historical top-down (TD-H) 
approach and the daily top-down (TD-DM) approach, 
where the main difference between the two is the disag-
gregation procedure. The statistical measure of symmet-
ric mean absolute percentage error (sMAPE) and mean 
absolute error (MAE) have been used to compare the 
results. The researchers show that the aggregated base 
models perform well for both TD-H and TD-DM regard-
ing the basic daily forecasts. 
Babai et al. (2012) have compared various forecasting 
methods with and without aggregation based on stock 
control measures. They have considered ADIDA as a 
temporal aggregation approach along with a periodic 
order-up-to-level stock control policy. Three forecasting 
methods, SES, Croston and SBA have been used. They 
have used the same dataset used by Nikolopoulos et al. 
(2011) which consists of 5000 SKUs from the RAF, and 
the demand was assumed to be Negative binomially 
distributed. Performance was reported through the inven-
tory holding and backlog volumes and costs, for three 
possible targets Cycle Service Level (CSL): 90%, 95% 
and 99%. For high CSLs, the aggregation approach has 
been shown to be more efficient and for low CSLs, the 
aggregation approach was outperformed by the classical 
one when Croston’s method was used. For SES the ag-
gregation approach outperforms the classical approach 
even for low CSLs. 

3 NOTATION AND ASSUMPTIONS 

Let td be the basic demand series that follows a first 
order autoregressive process, AR(1), that can be mathe-
matically written in period t as follows: 
 

( ) .1,1 1 <++−= − φφεφμ wheredd ttt  (1) 
 
Assume TD is the m period non-overlapping aggregate of 

td defined as 
 

( ) ....1 *

1

0

1
* Tm

m

i

m
iTmT dBBdD ∑

−

=

−
− +++==  (2) 
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td  Basic demand in period t 

TD  Aggregated demand in period T 
m  Aggregation level 
N  Total number of observations 

tε  Random term for basic demand in period t, 
normally distributed with zero mean, vari-
ance 00),(2 ≠=− kallforCovand ktt εεσ  

Tε ′  Random term for aggregated demand in pe-
riod T, normally distributed with zero mean, 
vari-
ance 00),(2 ≠=′′ − kallforCovand kTT εεσ  

tf  Forecast of basic demand in period t 

f  The expected forecast of basic demand in any 
time period  

TF  Forecast of aggregated demand in period T 
α  Smoothing constant used in exponential 

smoothing method, 10 ≤< α  

kγ  Covariance of lag k of basic  demand 

kγ ′  Covariance of lag k of aggregated demand 

BAMSE  MSE before aggregation 

AAMSE  MSE after aggregation 
φ  Autoregressive parameter before aggregation, 

1<φ  
φ′  Autoregressive parameter after aggregation,

1<′φ  
B  Backshift Operator 
d  Integrated parameter 

d=μ  Expected value of basic demand in any time 
period 

μ′  Expected value of aggregated demand in any 
time period 

n0  1×n vector of zeros 

C  1×[2(m-1)+1] vectors of Ci which is the coef-
ficient of Bi in the polynomial 

( )21...1 −+++ mBB  
Table 1 Notation 

All the notations used in this paper are provided in Table 
1. 

The forecasting method considered in this study is Single 
Exponential Smoothing (SES); this method has been 
applied in many companies and most of the managers 
use this method in a production planning environment 
because of its simplicity. 
Using SES to forecast the demand in period t means that 
 

( ) ,1 11 −− −+= ttt fdf αα  (3) 
  
which, through recursive substitutions, can also be writ-
ten in an infinite summation as  
 

( ) .1
1

1
kt

k

k
t df −

−∞

=
∑ −= αα  (4) 

 
We further assume that the standard deviation of the 
demand is significantly smaller than the expected value 
of the demand, so that the probability of a negative value 
of the generated values is negligible. 
Constraining φ  to lie between -1 and 1 in (1) means that 
the process is stationary. 

4 MATHEMATICAL EVALUATION 

In this section we analytically compare the mean square 
error (MSE) of the forecast before and after aggregation. 
The comparisons will result in the derivation of theoreti-
cal rules that indicate under which conditions forecasting 
of aggregated demand is theoretically expected to per-
form better than forecasting of the basic demand. These 
theoretical rules will be based on the aggregation level 
and control parameters. The cut-off values to be assigned 
to both criteria will be the outcome of a numerical analy-
sis to be conducted on the theoretical results. Having 
obtained the cut-off values, we can then specify regions 
of superior performance of the aggregated approach over 
the non-aggregate approach. In this study MSE is used to 
compare the results of basic and aggregated forecasts. 
The MSE is similar to the statistical measure of the vari-
ance of forecast errors (which consists of the variance of 
the estimates produced by the forecasting method under 
concern and the variance of the actual demand) but not 
quite the same since bias can also be explicitly consid-
ered. 
 

( ) ( )
( ) ( ){ }
( ) ( ) ( ) ( ){ },222

2

ffEddEffEddE

fdfdE

fdVarErrorForecastVar

tttt

tt

tt

−−−−+−=

−−−=

−=
 

 
Assuming a stationary model and then independence of 
terms we have: 

( )
( ) ( )
( ) ( )

,2

22

BiasMSE
DemandActualVarEstimateVar

ddEffE

ErrorForecastVar

tt

−=

+=
−+−=  (5) 

 
We can show easily that the SES provides the unbiased 
estimations 
 

( ) ( ) ( ) ,0=−=−=−= μμtttt fEdEfdEBias  (6) 
 
The bias of the forecasting method is zero, so the vari-
ance of forecast error is equal to the MSE, i.e.  
MSE=Var(Forecast Error). 
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4.1 MSE of basic demand 

We begin the analysis by deriving the MSEBA. In the 
basic series, the MSE is defined as follows 
 

( ) ( )
( ) ( ) ( )( ),,2 tttt

ttBA

fdCovfVardVar
fdVarErrorForecastVarMSE

−+=
−==  (7) 

 
When the time series demand follows an AR(1) the fol-
lowing properties hold as long as 1<φ   (William W.S. 
Wei, 2006, p34) 
 

,
1

0
-1

0

2

2

⎪⎩

⎪
⎨
⎧

≥

=
=

k

k
k

k

γφ
φ

σ
γ  (8) 

 
So  
 

.01 φγγ =  (9) 
 
We first start by deriving the covariance between the 
forecast and the demand in period t, by substituting (1) 
and (4) into (10) we have 
 

( ) ( )

( ) ,)1

,1(,

1

1

1

∑
∞

=
−

−

−

−

++−=

k
kt

k

tttt

d

dCovfdCov

αα

φεφμ
 (10) 

 
Then using the fact that ( ) ( )ttt dVarddCov =,  and 

( ) 0, =ttdCov ε  for all 1≥k , and substituting (8) into 
(10), we get 
 

( ) ( )( ) ,
111

, 1
2

2

αφφ
αγ

αφφφ
αφσ

+−
=

+−−
=tt fdCov  (11) 

 
Next, the variance of forecast in period t is derived as 
follows: 
 

( ) ( )( )
( ) ( ) ( )

( ) ( ).,12
1

1

11

1
2

1
2

11

−−

−−

−−

−+
−+

=−+=

tt

tt

ttt

fdCov
fVardVar

fdVarfVar

αα
αα

αα
 (12) 

 
Using the fact that ( ) ( )1−= tt fVarfVar  and substituting (8) 
and (11) into (12), we get: 
 

( ) ( )
( )( ) ,12

10

αφφα
αφφαγ
+−−
−+

=tfVar  (13) 

 
Now we can calculate the mean square error of the fore-
cast before aggregation. By substituting (8), (11) and 
(13) into (7), we have 
 

( )
( )( ) ,

1
2

12
1 10

0 αφφ
αγ

αφφα
αφφαγ

γ
+−

−
+−−
−+

+=BAMSE  (14) 

 
And finally by substituting (9) into (14), we get: 
 

( )( ) .
15.01

1
0 ⎥

⎦

⎤
⎢
⎣

⎡
+−−

−
=

αφφα
φγBAMSE  (15) 

 
4.2 MSE of aggregated demand 

Let us consider a non-overlapping aggregation of a first-
order time series process, AR(1). Amemiya and Wu 
(1972) have shown that when the basic series follows an 
AR(p), the temporal aggregation of this series follows an 
ARMA(p,q*) process where 
 

( )( ) .11*
⎥⎦
⎤

⎢⎣
⎡ +−

=
m

pmq  (16) 

 
According to (16), we can show that when the basic 
series follows an AR(1), the aggregated series follows an 
ARMA(1,1) process with different parameters; the de-
mand process after aggregation can be defined as fol-
lows: 
 

( ) .11 1 <′′+′+′−′= − φφεφμ whereDD TTT  (17) 
 
By applying SES as a forecasting method, the forecast in 
period T is defined as 
 

( ) ,1
1

1
kT

k

k
T dF −

−∞

=
∑ −= αα  (18) 

 
Now the MSE of the forecast after aggregation is 
 

( ) ( ) ( )
( ).,2 TT

TTTTAA

FDCov
FVarDVarFDVarMSE −+=−=  (19) 

 
In order to obtain the MSEAA, we need to calculate the 
variance of the demand, the variance of the forecast and 
the covariance between the demand and the forecast.  
If the time series follows an ARMA(1,1), we can show 
that the following properties hold: 
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1
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(20) 

It is obvious from (20) that 
 

( ) .
1
21 2

2

2

0 σ
φ

θθφγ ′
′−

′+′′−
==′ TDVar  (21) 
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We can derive the covariance between the demand and 
forecast by substituting (17) and (18) into (22) as fol-
lows: 
 

( ) ( ) ,1,,
1

1
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−= −

−∞

=
∑ KT

k

k
TTT DDCovFDCov αα  (22) 

 
Then by substituting (20) into (22), we can get 
 

( ) ,
1

, 1

φαφ
γα

′+′−
′

=TT FDCov  (23) 

 
And finally the variance of the forecast is 
 

( ) ( )( )
( ) ( ) ( )

( ) ( ) ,,12
1

1

11

1
2

1
2

11

−−

−−

−−

−+
−+=

−+=

TT

TT

TTT

FDCov
FVarDVar

FDVarFVar

αα
αα

αα
 (24) 

 
Using the fact that )()( 1−= TT FVarFVar  and by substitut-
ing (20) and (23) into (24), we get 
 

( ) ( )
( )( ).12

12
2

10

φαφα
γαα

α
γα

′+′−−
′−

+
−
′

=TFVar  (25) 

 
Now the MSE of the forecast after aggregation can be 
calculated by substituting (21), (22) and (25) into (19) 
 

( ) .
15.01

1 1
0 ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
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′
−′

−
=

φαφ
γαγ

αAAMSE  (26) 

 
4.3 The relationship of autocovariance between 

basic and aggregated demand 

It has been shown that the autocovariance function on 
basic and aggregated series are related as follows (Wei 
,2006) 

( ) ( )

( )( )( )11
...1 1212
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This can be transformed to a matrix form as follows:   
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since kk −= γγ  for all k, it’s unnecessary to put autoco-
variance for negative values of k in the above matrix, so 
by removing these values from the above matrix, we 
need also to adjust the values of matrix A, in this matrix 
we delete the first (d+1)(m-1) column corresponding to  

( )( )11 +−− dmγ , …and ( )1−γ  by adding them to column cor-

responding to )1)(1( +− dmγ ,…, 1γ  respectively; thus the 
above equation can be reduced to (28): 
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 (28) 

 
Where d

mA is a modified matrix A, after deletion of the 
first (d+1)(m+1) columns and adding them to the corre-
sponding remaining columns of the matrix A. 
Based on this assumption that the basic series follows an 
AR(1) and by calculating the matrix d

mA   using (27) and 
by substituting (8) into (28) we get: 
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And for all k>1, we have : 
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Finally, by using the relationship between successive 
autocovariance we can calculate the autoregressive pa-
rameter after aggregation as follows: 
In equation (20) we have 1−′′=′ kk γφγ , so 

.
1−′
′

=′
k

k

γ
γφ  (32) 

 
Now, by using (31) we calculate both the autocovariance 
of lag k and lag(k-1), then by substituting kγ ′  and 1−′kγ  
into (32) we get 
 

.mφφ =′  (33) 
 
4.4 Comparison results 

The performance and effectiveness of temporal aggrega-
tion versus non aggregation on forecasting can be com-
pared by analyzing the ratio of their mean square errors. 
The relative efficiency of aggregation approach to classic 
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approach is defined as AABA MSEMSE , If this relative 
efficiency is greater than 1, we would conclude that 
aggregation is more efficient than classic approach , in 
the sense that it has a smaller mean square error. 
From (15) and (26) 
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(34) 

To be able to compare the result of the aggregated and 
the basic forecast, we have to multiply the basic de-
mands and forecasts by the aggregation level m (or to 
divide the aggregated demands and their forecasts by m), 
which converts the above equation to 
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(35) 

Now by substituting (29), (30) and (33) into (35) 
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(36) 

 
It is obvious from (36) that the ratio is a function of the 
aggregation level m, the autoregressive parameter φ and 
the smoothing parameter α. 
The analysis shows that when the value of the autore-
gressive parameter is 5.01 ≤<− φ , the ratio is always 
greater than 1. It means that the MSE of the aggregated 
forecast is less than MSE of the basic forecast, in other 
words, the forecast of aggregated demands are more 
accurate than the forecast of basic demands, but when 
the autoregressive parameter is 15.0 << φ , the superior-
ity of each strategy is a function of three parameters: the 
aggregation level m, the autoregressive parameter φ  and 
the smoothing constant α. 
In the following figures the MSE ratios have been shown 
for aggregation levels m=2, m=7 and m=12. It is easy to 
see the superiority of each strategy based on the value of 
the autoregressive parameter and the smoothing constant. 
The results show that for a highly positive value of the 
autoregressive parameter, the classical approach is more 
accurate than the aggregated approach, and consequently 
the aggregation approach in not recommended in this 
region. However, when the aggregation level increases, 
the parameters' regions in which the basic forecasts are 
superior disappear and when m→∞, for all autoregres-

sive values and smoothing constants, the aggregated 
forecasts are more accurate. 
 

 
Figure 1.Impact of ø and α on the analytical ratio of MSE, m=2 

 
Figure 2. Impact of ø and α on the ratio of MSE, m=7 

 
Figure 3.Impact of ø and α on the ratio of MSE, m=12 

When ø is positive, the series is 'slowly changing' or can 
be considered as a positively autocorrelated process, in 
that the differences between successive observations 
tend to be relatively small. A negative ø or negatively 
autocorrelated process leads to a more irregular pattern, 
since observations tend to oscillate successively, in other 
words high values of dt tend to be followed by low val-
ues and vice versa (Harvey, 1993). Thus, when the time 
series is very smooth, aggregation doesn’t add any value 
and by moving from a positive ø toward negative values 
of ø, the forecasts of aggregated series are more accurate 
than those related to the basic series. 

Ratio<1 
Ratio>1 

Ratio<1 
Ratio>1 

Ratio<1 
Ratio>1 
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5 EMPIRICAL ANALYSIS 

The objective of our empirical analysis is to assess the 
validity of the main theoretical findings of this research. 
In the following sections we describe the experimental 
structure and we provide details of the empirical data 
available for the purposes of our investigation. The de-
mand dataset available for the purposes of our investiga-
tion consists of weekly sales data over a period of two 
years for 1798 stock keeping units (SKUs) and comes 
from a European grocery store. The Time Series Expert 
Modeling function of SPSS (version 19) has been used 
to identify the ARIMA demand process for each series 
and estimate the relevant parameters. It was found that 
more than 30% of the series may be represented by the 
processes considered in our research. All SKUs have 
been categorized to different intervals according to the 
value of the process parameterφ , this categorization 
allows us to compare the empirical results with theoreti-
cal results. We see that the φ  parameter estimations are 
almost positive, so the data set presented in this study 
don’t cover whole range ofφ  which is between -1 and 
+1. 
 
 
 

Autoregressive 
parameter 
interval 

Average of 
autoregressive 

parameter 

number 
of SKUs 

[-.1,0[ -0.20 1 

[0,.1[ 0.07 3 

[.1,.2[ 0.16 12 

[.2,.3[ 0.26 43 

[.3,.4[ 0.36 120 

[.4,.5[ 0.45 149 

[.5,.6[ 0.55 142 

[.6,.7[ 0.63 60 

[.7,.8[ 0.75 22 

[.8,.9[ 0.82 3 
Table 2 Empirical Data 

 
5.1 Simulation details 

The available data series are divided into two parts. The 
first part consists of 41 time periods and is used in order 
to initialize the SES estimates. The second part consists 
of the remaining 62 time periods and is used for the 
evaluation of the performance (out-of-sample). 
The smoothing parameters for the SES method are not 
optimized and the values of 0.05 to 0.95 have been con-
sidered with a step increase of 0.05. In the classical ap-
proach, we first calculate 62 one-step ahead forecasts for 
each series and then we calculate the variance of the 
forecast error.  
In order to get forecasts via the aggregation approach we 
start creating buckets of aggregated data based on the 

aggregation level and then we apply SES to these aggre-
gated data. 
Aggregation level = 2: Starting from the 62th monthly 
observation, we sum observations backwards in buckets 
of two (2), resulting in a bi-monthly series consisting of 
31 aggregate observations. Subsequently, we create a 
one-step- ahead bi-monthly forecast using the SES 
method for each series. 
Aggregation level = 3 . . . 12: Similarly, we continue 
with time buckets of up to 12 periods. At this level there 
are only 5 aggregate yearly observations, so only 2 
monthly observations at the start of the series remain 
unused. 
After getting all aggregated SKUs and their forecasts, we 
calculate the variance of the forecast error for the aggre-
gated data. 
In order to estimate the m period demand level at each 
time period, the basic forecast is simply multiplied by m. 
Similarly the variance of the forecast error before aggre-
gation is multiplied by m2. 
Finally the value of the variance of forecast error before 
aggregation (multiplied by m2) is divided by the variance 
of the forecast error after aggregation, to get the ratio of 
MSEBA to MSEAA. 
 
5.2 Empirical results 

In section 4.4 we analytically showed the conditions 
under which aggregated forecasts are more accurate than 
non-aggregate or basic forecasts using the ratio of 
MSEBA to MSEAA. Now in the following figures we 
show the results of the empirical investigation. 
These results indicate the superiority of each approach 
according to the control parameters and aggregation 
level. The results show that basic forecasts are associated 
with a better performance than the temporally aggregated 
forecasts when the autoregressive parameter gets high 
positive values, 16.0 <≤ φ , but the superiority of each 
approach is a function of ø and α. In other words when 
the autoregressive parameter takes a value 6.01 <<− φ , 
aggregated forecasts is preferable.  
 
 

 
Figure 4. Empirical results for the ratio of MSE, m=2 

Ratio<1
Ratio>1
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Figure 5. Empirical results for the ratio of MSE, m=7 

 
Figure 6. Empirical results for the ratio of MSE m=12 

 
Similarly when m→∞ the ratio of MSEBA to MSEAA 
increases and it's always greater than one, which indi-
cates that aggregated forecasts are more accurate. Com-
paring these empirical results with the analytical results 
reveals the same thing: aggregation doesn’t add value for 
highly positive φ  and then we observe that by increasing 
aggregation level, the area in which aggregated approach 
works better becomes larger as compared to classical 
approach, showing that aggregated approach is prefer-
able to classical one as shown in Figure 4, Figure 5and 
Figure 6. 
 

6 CONCLUSIONS AND FUTURE RESEARCH 

Aggregation is an appealing strategy to reduce the vari-
ability in both fast and slow moving items. Moreover, 
most inventory forecasting software packages support 
aggregation of data. Although this would typically cover 
cross-sectional aggregation (i.e. aggregation across se-
ries), the consideration of temporal aggregation has been 
neglected in these packages. In this paper we have ana-
lytically evaluated the effectiveness of the temporal 
aggregation strategy on forecasting when the basic series 
follow a first-order univariate autoregressive [AR(1)] 
process. 
This paper focuses on the identification of the conditions 
under which the mean square error of the aggregation 
forecasting strategy would be lower than the non-
aggregation one. 

Single exponential smoothing is used as the forecasting 
technique under both basic and aggregated strategies. 
We analytically obtained the ratio of the mean square 
error before aggregation to that after aggregation, i.e. 

AABA MSEMSE and then based on certain values of the 
aggregation level, the autoregressive parameter and the 
smoothing constant, the superiority of each approach has 
been determined. We have then performed an investiga-
tion to empirically validate our theoretical results. We 
have done so by considering 555 SKUs from a European 
grocery store. The analytical and empirical results indi-
cate that overall the aggregation approach improves 
forecast accuracy. A forecast variance reduction has 
been demonstrated through the consideration of the MSE 
metric. The main findings of this study are the following: 
 
• The ratio,

AABA MSEMSE , is a function of m, φ  and α. 
• For the autoregressive parameter 5.01 ≤<− φ , ag-
gregation is preferable. 
• For autoregressive parameter, 15.0 << φ , the superi-
ority of each approach is a function of m andφ . For a 
very high positiveφ  and high smoothing constants α, the 
classical approach is preferable. 
• By increasing the aggregation level, the region of 
superiority of the aggregation approach as compared to 
the classical one becomes larger, and when m→∞, the 
aggregation approach is always preferable. 
The future research should focus on theoretical analysis 
of temporal aggregation when the basic series follow 
other stationary and non-stationary ARMA and ARIMA 
processes. The interaction between temporal and cross-
sectional forecasting is also an exciting area of research. 
In this study we have considered the case of non-
overlapping aggregation; another interesting area is to 
consider the analytical and empirical evaluation of over 
lapping aggregation cases. 
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