N
N

N

HAL

open science

COLOR TEXTURED IMAGE RETRIEVAL BY

COMBINING TEXTURE AND COLOR FEATURES
Cong Bai, Kidiyo Kpalma, Joseph Ronsin

» To cite this version:

Cong Bai, Kidiyo Kpalma, Joseph Ronsin. COLOR TEXTURED IMAGE RETRIEVAL BY COM-
BINING TEXTURE AND COLOR FEATURES. European Signal Processing Conference (EUSIPCO-

2012), Aug 2012, Bucharest, Romania. 5 p. hal-00728083

HAL Id: hal-00728083
https://hal.science/hal-00728083

Submitted on 4 Sep 2012

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00728083
https://hal.archives-ouvertes.fr

COLOR TEXTURED IMAGE RETRIEVAL BY COMBINING TEXTURE AND COL  OR
FEATURES

Cong BAI, Kidiyo KPALMA and Joseph RONSIN

Université Européenne de Bretagne, France
INSA de Rennes, IETR, UMR 6164, F-35708, RENNES
{cong.bai, kidiyo.kpalma, joseph.ron$@ insa-rennes.fr

ABSTRACT multivariate Laplace distributions and Student-t disttibn
are considered to model the wavelet coefficients in RGB

A new approach for color textured image retrieval based Ol annels

the combination of color and texture features is proposéd. T
features are extracted in DCT domain. For texture featuring ) ) _
Texture-Pattern is proposed to be constructed by using thre Another aspect of analyzing color images is to process
groups of AC coefficients of each DCT block from ththem se_parately, that means to transform the color image
luminance component. And for color featuring, LumaColor-into luminance and chrominance components and color and
Pattern is constructed by using the DC coefficients fronfeXture feature are extracted separately. For examplé&]in [
the luminance and chroma components. The histograms &CB image was firstly transformed into HSV image. The
dominant components of these two patterns are constructéditocorrelogram of wavelets coefficients extracted frore Hu
and their combination is used forimage retrieval. Experitae 2nd Saturation components is used as color feature, and the
results on VisTex database have shown that the propos&st and second moments of the BDIP (block difference
method yields higher performance than referred approach® inverse probabilities) and BVLC (block variation of ldca
which are reported in recently published literature. correlation coefficients) for each subband of Value compone
) _ is used as texture feature. In [6], color feature is represkn

Index Terms— Content-based image retrieval, DCT, py op histogram ofCIE Lab chromaticity coordinates and

color, texture texture features are extracted using Discrete Wavelet &am
(DWF) analysis.
1. INTRODUCTION

In this paper, we propose a new approach using the

Color and texture are two important features in Contentcombination of texture and color features to do color tediur
Based Image Retrieval (CBIR). A combined use of color andmage retrieval. Color image is firstly converted from RGB
texture would provide better performance than that of coloko YCbCr. And then, the image is decomposed into 4x4
or texture alone. In general, two kinds of approaches ofgusinplocks which are transformed by Discrete Cosine Transform
the combination of color and texture features can be used fqDCT). Texture-Pattern is constructed by using the stedikt
image retrieval: jointly and separately [1]. information of directional group of AC coefficients in each

Under the jointly aspect, N pseudo gray-level imagesDCT block from Y component and LumaColor-Pattern is
are derived from different spectral bands of color imageconstructed by using DC coefficients of each DCT block
Traditional methods of extracting texture features in grayfrom Y, Cb and Cr components. Feature descriptors are
level domain are implemented on these pseudo gray-leveépresented by the histograms of dominant components of
images. For example, in [2], red, green, and blue (RGB}hese two patterns ang? distance is used to measure the
channels from color iamge are seen as three pseudo grasimilarity of feature descriptors between query and images
level images and Gabor filters are applied to them. In [3], ahe database.
Chromatic Statistical Landscape Features (CSLF) method is
proposed by applying Statistical Landscape Features (SLF)

the th d level | that iract The rest of the paper is organized as follows: the general
on ne three pseudo gray-level images that are extrac edjescription of our proposal is presented in section 2. Be&i
from the three chromatic components of the HSI color

del. And i hi ted in 141, in whi hgivesthethe procedure of forming texture and color feature
model. And a recent approach is presented in [4], in whic Similarity measurement and combination of color and textur

This work is partly supported by CAIMAN project within the dich feature§ are given in section 4 .Ex.perimental results are
ANR (Agence Nationale de Recherche) program. shown in section 5 and conclusion is given in the last section




2. GENERAL DESCRIPTION 3. PATTERN CONSTRUCTION AND HISTOGRAM
GENERATION
Figure 1 shows the block diagram of the proposed approach.
The color image is firstly converted to a YCbCr color space3.1. Texture-Pattern construction

which is adopted in JPEG standard. In this color spaceDCT has th bility t t th it that
there are three components: one is luminance compdgent as the capability to compact Ine energy, it means tha
much of the energy lies in low frequency coefficients, so that

and the other two are chroma compone and I¢,. : . . o . .
Then each component is decomposegintolff@ b|OCkCSTWhiC igh frequences can be discarded without visible distortio
urthermore, the AC coefficients of some regions represent

are transformed by DCT. So we get one DC coefficien directional inf i
and fifteen AC coefficients for each DCT block. Both the S°M€ dif€ctionalinformation. -
non-overlapping and 50% overlapping DCT blocks were From the point of view above, we select 9 coefficients

tested, and we found that 50% overlapping performs bettePUt Of all 15 AC coefficients in each block and categorize
So we adopt this overlapping. Furthermore, luminanc hem into 3 groups: horizontal (Group H), vertical (Group

normalization should be applied to the DCT coeffcientsv) and diagonal (Group D). For each group, the sum of

to eliminate the effect of luminance variation [7]. And the coefficients is calculated firs_tl_y and then the squareql-
then the DCT coefficients are quantized with a quantizatior‘ij'fferences between e_ach coefficient and the sum of this
coefficientQ P after normalization. In our approach,P — group are calculated. Finally, the sums of squared-diffeze

30. Dy, Dew and D, represent the DCT coefficients after of each group are used to construct. Texture-Patt.erns. The
normalization and quantization from each component. Agrocedure of forming Texture-Pattern is shown in Figure 2.
the Iy component can be seen as a gray-level copy of the

original color image, and the texture feature is considesed 4X4 DCT Block

mainly appearring in the luminance component of the image, x |1 z2]3 H 1213
the texture feature is extracted from this component. We . -| -1
select 9 AC coefficients of every block iRy to construct p v 4| 8|2
Texture-Pattern. As the DC coefficient is proportional to 87 ° -| 11
the average value of each block, LumaColor-Pattern is 21l 13 |14 I-I D -
constructed by DC coefficients of each block from each
componentDy, D¢, and D¢e... The histogram of patterns (a)
are generated as the number of occurrences of patterns in $1=C, +C,+Cs RS
the DCT domain. Finally, we use the histogram of dominant “%i = Texture-Pattern
Texture-Patterr{ and histogram of dominant LumacColor-
PatternH to do retrieval. S2=C4*CqCrz &= D(C-5,)
i=4,8,12
2
Query Image §3=Ce#Cro+C1s %= 23%5 =5
Image Database

(b) (c) (d)

| YCbCr color conversion |
‘ Fig. 2. Texture-Pattern:
[ DCT block transformation | (a) Three groups of AC coefficients extracted from DCT
block (b) Sums of each group (c) Sums of
squared-differences (d) Texture-Pattern

| Normalization and Quantization |

Texture-Pattern and LumaColor-
Pattern construction and

histogram generation 3.2. LumacColor-Pattern construction

As the DC coefficient is proportional to the average value of

Similarity each block, DC coefficients iy can represent the average
measurement and combination luminance of each DCT block and DC coefficientdip, and
" D¢, can be seen as the average chrominance of each block.
Retrieved images From the above observation, the LumaColor-Pattern is
constructed by the DC coefficients from the 3 components
Fig. 1. Block diagram of proposal of each block in the image. The procedure of forming

LumacColor-Pattern is shown in Figure 3.



Der appear rarely. So in consideration of time-consuming and
efficiency, we select those of Texture-Patterns which have
- higher frequency to construct the descripfdy. We use
parameterl'bins to represent the number of bins that are
selected in the histogram of Texture-Patterns. The second
one is that the first Texture-Pattern inside the histogram is
very dominant. This Texture-Pattern mainly corresponds to
uniform blocks of image and will not be considered as a
V representative pattern in the Texture-Pattern histogram.
So the histogram of Texture-Patterns that we will use
DCy | DCep| DCo for image retrieval is as shown in Figure 5. This histogram
is obtained by selecting the first 300{ins = 300) high
LumaColor-Pattern frequencies Texture-Patterns from the histogram of Figure

Dy D¢y

4x4 DCT
Block

>

160
160

Fig. 3. LumaColor-Pattern
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3.3. Histogram generation 100

As mentioned before, the histogram of Texture-Pattern and & *

LumacColor-Pattern are defined as the number of occurrences
of patterns in DCT domain. A disadvantage of the histogram
method is that it requires a large number of histogram bins “

typically several hundreds, to capture information of deat 20 1
vector accurately. Thus it leads to complexity in both gjera .

60

Number of Texture-Pattern

of image features and retrieval timing. To overcome this 0 S 00 s0 o200 0250 300 350 400
drawback, we adopt two improvements as demonstrated
in [7][8]. Here we show the modifications in the histogram Fig. 5. Histogram of selected Texture-Pattern

of Texture-Pattern only, but in the aspect of the histogrédm o
LumacColor-Pattern, same amelioration can also be adopted.

The original histogram of Texture-Pattern is shown in  Finally, we getH; from Texture-Pattern and{ - from
Figure 4. From this histogram, we can get two conclusiong umaColor-Pattern as the feature descriptors which aré use
and two improvements can be adopted respectively: thedirst for image retrieval.
that there is only a few part of Texture-Patterns which appea

in large quantities and a large number of Texture-Pattéiats t
4. SIMILARITY MEASUREMENT AND

COMBINATION

©
=1
=3

4.1. Similarity measurement

The similarity between query and images in the database is
measured by the distances between the descriptor of Texture
Pattern and the descriptor of LumaColor-Pattern. A sintylar

s00 1 measure assigns a lower distance to the most similar images.
400 1 AssumingHq and Hp are feature descriptors (descriptor
of Texture-Pattern and descriptor of LumaColor-Pattern in
our study) of the query) and imagesD in the database

700+

Number of Texture-Pattern

200 ] respectively, many classical methods can be used to compute
100 1 the distance in metric space. In our approach, we chgdse
ohm. b b . ‘ ‘ ‘ distance as the similarity measurement. Nfedistance is
0 100 200 300 400 500 600 700 800 - .
Texture-Pattern defined as follows:
Fig. 4. Histogram of original Texture-Pattern Dis(Q, D) = i HQ(k) Hp(k))* 1)



in whichm indicates the dimension of the histograms.

4.2. Distance normalization

Since each feature descriptor has its own physical meanings
and the value ranges of them are totally different, befoee th
distance of color descriptor and that of texture descripter
fused, they should be normalized.

Distances can be normalized through the following ways:
given a query image, by calculating distances of texture
descriptors between this query and allimages in databade, a
those of color descriptors between this query and all images
in database, two sets of distantPisr (i)} and{Disc (i)}
are obtained, wheré¢ = 1,---,N. N is the number of
images in the databaseDisr (i) is the distance of texture
descriptor between query image and ith image in the
database, andisc (i) is the distance of color descriptor
between query imag@ andith image in the database. Thus

Fig. 6. Selected textures from VisTex database

the distance normalization can be implemented as: comparison purpose, retrieved images are the first 16 most
o . o similar images for each query in our experiments. The
Di Dy = Disz(i) — min{Disr(i)} relevant images for each query consists of all the subimages
isnt(Q, D;) = ——— — iy .
max{Disy (i)} — min{Disp(i)} from the same original texture. We use the average retrieval

Disc (i) — min{Disc(i)} 9 rate (ARR) to evaluate the performance. For a given query
maxz{Disc (i)} — min{Disc(i)} (2) image, and a given set of retrieved images, the retrieval rat
is defined as the percentage of the number of relevant images
whereDisy7(Q, D;) andDisnc(Q, D;) are the normalized  retrieved on the total number of retrieved images. So the
distances between query imagg and ith images in the retrieval rate (RR) is defined as:
database of texture and color descriptors respectivelyh Bo

Disyc(Q,D;) =

type of distances now range from 0 to 1. RR — f(relevant images retrieved) (4)
The global distance that is used to evaluate the similarity f(retrieved images)
between the query and images in the database is then giv

by: ?Pa) denotes the number af
' ARR is defined as the mean value of the set of retrieval
Disc(Q, D;) = (1—a)x Disnr(Q, Dy)+axDisye(Q, D;)  rate of each query. We also should emphasize that for
(3) differenta in Equation 3, various ARR can be got because of
wherea € {0,1} is a weight parameter that can control the different impact of color and texture feature in the proasfss

impact of color feature and texture feature in the procedtire retrieval. All the results presented below are the ARR when
image retrieval. a = 0.35. This weight parameter assures the best ARR that

we can get.
Table 1 presents the comparative experimental results
on the data set of 40 texture classes with referred methods.

We have performed experiments of image retrieval on VisTe>|<n this table, GCG represents Gaussian Copula with Gamma

texture database [9]. The whole VisTex texture databasgiStribUted margins [12], GFP represents Gaussian ditoi

has 167 natural textured images. Each image in the VisTe‘inth Fixed Point covariance matrix estimators [4] and Shiee

collection is of sizeé512 x 512 and for our experiments all of tis also the proposal presented in [4]. The comparison shows
them are divided into sixteen non-overlappingg x 128 that our proposal performs better.
subimages. To compare with the other approaches, we
evaluate our proposal on two sets of VisTex: one is the Table L ARR in the selection of VisTex
classical selection of 40 classes of textures that are used Method | GCG | GFP| Student-t | Our Proposal
by many literatures about texture retrieval [10] [11]. This | ARR(%)| 85.83| 88.23 89.65 90.16
selection is displayed in Figure 6. And the other is the whole
collection of VisTex, that means the selection of 167 classe
of texture. Table 2 presents the retrieval performance on the whole
In the retrieval experiments, for both data sets, eaclNisTex database. CSLF indicates Chromatic Statistical
subimage in the database is used once as a query. Hoandscape Features [3]. Gabor indicates the Gabor filters

5. EXPERIMENTAL RESULTS




used to do color texture retrieval in [2]. From this table, we [6] Liapis, S.; Tziritas, G.;, “Color and texture image

can see that as many classes of texture in VisTex are not
homogeneous, the retrieval rate is much lower than that of 40

classes. But our proposal still outperforms.

In this paper, we have proposed a new approach for image[g]

Table 2. ARR in the whole VisTex
Method | CSLF | Gabor | Our Proposal

ARR(%)| 56.2 52.0 58.09

6. CONCLUSION

retrieval based on the combination of color and texture

features.

feature and color feature from color image: this method

uses the statistical information of directional group of AC[10]

coefficients of DCT from luminance component to construct
Texture-Pattern and uses DC coefficients from luminance

and chroma components to construct LumaColor-Pattern.
Experiments that are excuted both on the 40 selected clasdéd]
and the whole of the VisTex database have shown that our

proposal outperforms the referred methods which are regort
in recently published papers.
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