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ABSTRACT

To improve results in automatic wheat ear counbggroxy-detection for early
yield prediction, we need depth information of theene. In this paper, we
describe our 3D acquisition system dedicated t@nsituction of agronomic
scenes. This system is composed of a camera moantadlinear displacement
driven by a microcontroller. The linear displacetmathows acquiring a set of
images in different distances to the scene. Thegerstack is used to apply shape
from focus technique which is a passive and morawc@D reconstruction
method. This technique consists in the applicatba focus measure for every
pixel in the stack. An approximation method is usedefine the results of focus
measure. Depth information of each point on thenscs determined by the
maximum of focus measure. With depth informatioreath pixel, we create the
depth map of the scene. The parameters previonabcessible with 2D images
like a leaf volume can be retrieve thanks to dépfibrmation.

Keywords: 3D reconstruction, acquisition system, agromom
scenes, crop analysis



INTRODUCTION

To enable a better decision making by the farmeoraer to optimize the
crop management, it is essential to provide a g$etnfmormation on basic
parameters of the crops. These information are muwmse and the image
processing is increasingly used for diseases dete¢Al Hiary et al.,, 2011),
weeds detection (Burks et al., 2000) or yield estiom (Germain et al., 1995).
We will focus initially on assessing the yield ofndieat crop in automatic way.
This yield is directly related to the number ofseper square meter for which the
counting is currently done manually. To gather maceurate data than these
obtained by remote sensing or not accessible lsytdthnique, we developed a
proxy-detection system. The advantages of this kihdystem in comparison to
remote sensing are: a best resolution, temporalitg precision but also a
simplified access and lower costs. With images inbthby the 2D acquisition
system, we detect and count wheat ears by hybeadesp(Cointault et al., 2008)
or texture analysis (Cointault et al., 2008). To fgother in the analysis of
agronomic scene parameters, the contribution @etldimensional information
using 3D acquisition of scene is a relevant sofutibhus, the design of a 3D
acquisition system is required in order to obta#wrparameters related to crops.
In literature, there are numerous 3D acquisitianbéques. In first time, we use a
Time-of-Flight scanner to reconstruct the scends Knd of system provides
good results but the prohibitive cost of such deas well as its incompatibility
with easy use in the field does not make this omp®ssible solution. Then, we
focused toward a common approach in computer vistereovision also called
shape from stereo. The principle of this technicgieletailed in (Barnard and
Fischler, 1982) and it is based on multiview geagnasing at least two cameras.
The major drawback of this technique is its sefigiio occlusion phenomenon
(a point on the scene viewed by a camera is nassacily viewed by the other).
These occlusions problems do not allow us to olgawd results due to the kind
of scene where this phenomenon is very active §rophus, we need a 3D
reconstruction technique that frees oneself fromluston problems. We choose
to use shape from focus technique (Nayar and Nakagd994) which is
currently applied in microscopic domain. This ismenocular technique that
provides a depth map of the scene based on 2D istagk. Firstly, we detail the
acquisition system created to obtain the image esszpi Then, we explain the
different steps of image processing used to perfsihagpe from focus method.
Finally, we present and analyze the results obtiaine



ACQUISITION SYSTEM

The data set requiring the use of shape from faeaknique is an image
sequence of the same scene acquired by movingotda plane. A schematic
representation of acquisition process can be foufigure 1.

The rugged notebook is connected on camera andrmotdrol board by
USB cable to retrieve information and control thestem. The motor control
board is composed of a microcontroller and a pogad. A stepper motor is
coupled to a linear displacement with trapezoi@\wciThis motor is controlled by
the motor control card and allows moving the canrereementally and precisely.

The real acquisition system is presented in figerélhe vision system is
composed of a camera and a lens as well as tworpoiBs to illuminate the
scene. The vision system is centered on the defsaleldbf view and it is mounted
on the linear displacement. All of this is integtinto a global metal frame
which is composed of two frames: upper and lowersoWhen the system is not
used, the upper frame could be integrated in loineme to reduce the size of
system.

The choice of step corresponding to the displacéntmtween each
acquisition will depend on the depth of field inddcby vision system. Indeed,
accuracy of shape from focus method and the numibanages to acquire will
depend on this depth of field. The depth of fiellepomenon appears when we
use a real optical system. It corresponds to tha af the scene where the points
projected on the sensor will be sharp. All scenatpdocated before and after this
area will appear blurred in the image. The depthfield depends on four
parameters of the vision system: camera/scenendistaperture of the lens, focal
length and diameter of circle of confusion. Thealolength and aperture value
will therefore depend on the kind of lens used. Tmemeter of the circle of
confusion is equivalent to the pixel size of canssasor.

Motor Control
Board

Rugged notebook

Linear Scene
displacement

Fig. 1. Acquisition process



Fig. 2. Acquisition system

To resume the impact of these different opticabpweters, the depth of field
decreases when the focal length or aperture valkreases. In the same way, it
increases when the diameter of circle of confusiothe camera/scene distance
increases. The depth of field is calculated agvait
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Where D is camera/scene distana@js diameter of circle of confusiot is
focal length andd is aperture. The diameter of circle of confusian be defined
like the pixel size of sensor.

Our vision system includes a CCD camera with a 138060 resolution and
pixel size of 4.65 pm. We use a 50 mm lens witaerture of 1.4 which allows
the depth of field presented in table 1. In thisldawe find different available
fields of view and depths of field according to ued of lens.



Table 1. Fields of view and depths of field according to the kind of
lens (values in millimeter and our values highlighted)

D 25mm f1.4 35mm f1.4 50mm f1.4
width height DoF width height DoF width heightDoF

800 204.8 153.6 1291 146.2 109.7 65 1024 76.812 3.

900 2304 1728 164 1645 1234 8.27 1152 86.498 3.

1000 256 192 20.31 182.8 137.1 10. 128 9% 494

IMAGE PROCESSING

When the acquisition of image stack is done, diffiérimage processing
techniques can be applied on the images to perftrape from focus method.
There are four different steps: image registratiooys measure, approximation
and depth map construction.

Imageregistration

The acquisition process involves a magnificatiorfeatf tied to the
displacement of the vision system between eachemaguisition. In microscopic
domain, this magnification is not considered duthtovery small displacement of
the system. However, with our application we needegister this magnification.
The image registration technique used is phaselation method detailed in (Raj
and Staunton, 2007). This method consist in caleulae cross power spectrum
resulting from two images to estimate the transtatbetween them. When the
registration of all images of the sequence is deveecrop and scale all images
according to the last image. Thus, we have a seguainmages where all images
represent the same area of the scene.

Focus measur e and approximation

When the image registration is done, we must meashe sharpness of all
pixels of image stack to find where pixels are nslsirp. We can consider this
measure like the following function:

fi(x; )’) = ml.aX(FMi(x' )’)) (2)

Wherei = 1...N andN the number of images of sequenEd/;(x, y) is the
focus measure applied in a local window aroundpikel (x, y) for the I" image.
Several focus measures exist in literature (Krotkk887). We choose to use the
variance of Tenenbaum gradient (Tenengrad) (Pechefa et al., 2000). Since a
sharp and textured image has more pronounced eilgegms natural to use an
edge detector to calculate sharpness. The amplatigeadient is calculated by
equation 4 wherér (x,y) is the convolution between imadéx,y) and Soble
operatorsS, ands,, (equation 3).
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The variance of Tenengrad is given by:

i+N J+N
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WhereS = ﬁ AR, Z;;’).'_Ns(x, y) andN the size of neighborhood.

With this measure, we obtain a curve (fig. 3) facke pixel where the position
of maximum represents the image for which the ciinpexel is sharp.

Then, we use a Gaussian approximation to refinerésalt of position of
sharpest pixel. In figure 3, the cross indicatesahproximate position. We search
d where the focus value is maximumydf. Three measures are Usé€g; ,, Fy,
andF,,,, (fig. 3).

d=d + log(Fm—l) - log(Fm+1)
™ 2log(Fp-1) — 4log(Fy) + 21og(Frpn1)

(6)

Focus values

\
\WFm+1

0

e L
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 = d
Images -y d dy dpiq

Fig. 3. Focus measure curve and Gaussian approximation



Fig. 4. Merged image from the sequence, associated depth map and
3D visualization (with and without texture mapping)

Depth map and discussion

When the approximate position of each point is thuhese results are used
to retrieve the depth information of all points. \W&sociate a grey level to each
point according to the sharp position to obtaindbpth map. In figure 4, darkest
are the pixels, nearest are the correspondingguirthe scene.

The primary purpose of this depth map is the aasiod with our previous
research based on automatic counting of wheat keaesed, the depth information
allows us to distinguish objects which are not tedaon the same spatial plane
but overlapped in 2D image. The knowledge of spéi@ation of each point of
scene can also eliminate unnecessary informatiam ®s$ soil, for example,
during a classification of leaves and wheat ears.

Currently, we design another acquisition systenmintyease field of view
available and keep a small depth of field. A newee and new lens will be used
to perform that. This future system will be alwdyssed on shape from focus
technique.



CONCLUSION AND FUTURE WORK

This paper describes a 3D acquisition system usingpe from focus
technigque in a macroscopic level. The image regismn problem is solved by
phase correlation method. The depth map of scesedban the use of variance of
Tenengrad is created. This system is designed toplete and open up
perspectives about our previous research in evatuaf an early yield. We can
easily use it in the field and it will allow us &tart an acquisition campaign to
obtain a database of images. This database willvalk to follow the evolution of
crop and extract new parameters. An important péamt any use of this
acquisition method is the tradeoff between accueaty available field of view.
Indeed, accuracy is linked to depth of field andedels on the acquisition system.

The achievement of depth information allows goingtifer in feature
extraction necessary to characterize cultures. Wdomus on the optimization of
our system to obtain an accuracy which allows theuation of the number of
grains in wheat ears.

Afterwards, a database of several kinds of cropkbei built. This database
allows us to test the robustness of our systemrdirap to different scenes. A
direct agronomic application would be the assesswifeninter losses of different
crops.
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