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Abstract: This article deals with consensus algorithms for heteregaa multi-agent systems (MAS).

A control strategy based on a consensus algorithm which ésug#ed from the original systems is

proposed. Consequently, its major advantage remains isep@ration of the stability analysis of each
subsystem and the distributed control algorithm. Throtghpaper, it is shown that our method allows
using classical distributed consensus algorithms suclngsesintegrator consensus (with or without
delay) and distributed consensus filter algorithms. Fnalbme simulations supporting our theoretical
results are presented, where the efficiency of the methedied for completely arbitrary models.
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1. INTRODUCTION the first question to be answered is whether there exists-a con
sensus solution to such a system. Only a few papers consider

; terogeneous cases of the synchronization problem. i par
Roughly speaking, Networked Control Systems (NCS) are sp'él‘—e .
tially distributed systems with a communication networkdis tcular, Chopra and Spong (2008); Qu et al. (2007) solved the

between sensors. actuators, and controllers, which aflews output synchronization problem under a non linear approach

: ; ; ; ; : Recent results restrict their attention to heterogeneioesu
ible architectures with reduced installation and mainbeea : :
costs. This means NCS's applications can be found in a larg¥namical systems Wieland et al. (2011b); Zheng etal. (2011

range of areas such as mobile sensor netwoblgrdn et al. ~Im et al. (2011). Consensus for heterogeneous multi-agent
(2004)), remote surgery, haptic collaboration over Inéérn systems composed of simple and double integrators is pegben

multi-robot systems (Olfati-Saber and Murray (2004)),caut N £heng et al. (2011) while Jonsson and Kao (2010) pertains

mated highway systems, averaging in communication netvor{! COnsensus algorithms applied to a formation control {emob
g y Sy ging §oreover, the authors of Wieland et al. (2011b) focus ordline

(Xiao and Boyd (2004)) and formation control (Dimarogona e . X
and Kyriakopoulos (2008); Ren (2007)). A recent review @ th OUtPUt Synchronization of heterogeneous agents usingten in
vast literature in the field can be found in Olfati-Saber et af'@ Mmodelapproach. The same problemis analyzed in Kim etal.

(2007), Hespanha et al. (2007) and Ren et al. (2005). (2011) taking into account uncertainties of the agents’ efed

This article proposes a control strategy based on a consensu

We consider aconsensuslgorithm (or protocol) as amter- lqorith hich is d led f h oinal |
action rule that specifies the information exchange betweef90"thm which is decoupled from the original systems. In
ther words, we attribute to each agent an additional cbntro

an agent and all of its neighbors over the network in order 3t ble which achi dthus. th o
reach an agreement regarding a certain quantity of intérast Va"@Ple which achiéves a consensus and thus, the measureme

depends on the state of all agents, see, e.g., Ren and Be\éqgable of the each agent should converge to this additiona

(2007). Consensus algorithms are extensively studied én tiarable. Ehe n§y|\'l algorlith_m ?ffershthe majodr ﬁdvantage to
literature for identical multi-agent systems and in paiic to ~ S€Parate the stability analysis of each agent and the agenee

simple and double integrator dynamics, see, e.g., Olfaitie analysis of ’the distributed consensus allgorithm. To the difes
and Murray (2004): Ren and Beard (2007) and the referenclhé authors’ knowledge, such approach is new and has not been
therein. However, increasing interest has turned to MA% wit'€Ported in the literature.

general linear time-invariant dynamical agents, see, 8@r-  This paper is organized as follows: Section 2 presents thie-pr
dovi and Sepulchre (2009); Wieland et al. (2011a). lem formulation, while Section 3 will be devoted to the con-
fgfl design. In Section 4, we will proceed to stability arsy

of the algorithm. Section 5 briefly presents extensions ef th
Jroposed algorithm to the case where delays appears in the

ations of robots. Assuming heterogeneous dynamics nturafmmunication network and to distributed consensus filters
fits to several challenging applications relying, for imsta, >cction 6 includes some illustrating simulation resulisafy,
on surface and underwater marine vehicles or on ground aﬁ&ctlon 7 will present our conclusions and indicate poesibl
aerial robots. Therefore, this work is motivated by rectignj 'Jture research efforts.

recovery and search operations on a civil or military frammew

For a system consisting of heterogeneous dynamical agents,

In this paper, we are interested in consensus algorithms
heterogeneous multi-agent systems, i.e., with non-idakdiy-
namics representing, for example, different models or gen



Notation: Throughout the paper, the superscript stands for Agent i
matrix transpositionR" denote then- dimensional Euclidean
space, an®"™ M is the set oh x mreal matricest, represents
the identity matrix of dimensiom x m. Finally, for any square
matrixM, the notatior{M); denotes thé" line of M andAy (M)
represents th& eigenvalue oM. We denote for any € .4
(1) as the subset off” including all neighbors of agenti.e, —
all nodes that agentcan sense at time For the graptG with vj,j €N; —_— vi
N vertices and an edge set given By= {(i, ) : j € A{} the - 'llet“buw Consensus Algo'li
adjacency matrixeZ = 7 (G) = (&) is aN x N matrix given

byaij =1,if (i, j) € E anda;; =0, otherwise. If there is an edge Fig. 1. Control architecture for ageint

connecting two vertices j, i.e. (i, j) € E, theni,j are called ; ;

adjacent Thedegree ¢of vertexi is defined as the number of ?sﬁgirt?g;lfanni(.(qs.g};ciu;ﬁ(g)lfdtshe systems)For alli €4/, the
its neighboring vertices, i.ei = #j : (i, j) € E. Denote also ! '
dmax = max{d;}. Let A be theN x N diagonal matrix ofdi’s.  Technically speaking, it means that the input vectors tiyec
The LaplaCIanof Gis the matrixL = A — 7. affects the measurement vector.

Assumption 4(Controllability): For each agent, the pair
(A, By) is controllable.

In this section, we are going to study consensus algoritlms fiy order to avoid a centralized solution of the problem, the
a set of heterogeneous linear systems. One can easily denclggents are assumed to be connected through a communication

that the control complexity for systems considering h&ero network. In order to establish further stability resultse fol-
neous agents increases with respect to simpler frameworksying assumption holds.

Even though some results for such problem have been propo%d

in literature, most of them presents major drawbacks such agsur:ngt'\zz Sagcsaa?npg fhgfphneei%\mﬁhnﬁggtigﬂy rcaonhsﬁae;e;l di-
computational effort, complexity or accuracy of the sauti grapn, grap

Therefore, in this article an efficient way to simplify thentl rected spanning tree.
design is proposed. 3. CONTROLLER DESIGN

2.1 System Definition

2. PROBLEM STATEMENT

In order to achieve the goals mentioned above, a controller
composed of two parts, one corresponding to the local con-

Consider the multi-agent inear system: troller and one representing the consensus algorithm,ds pr

% = A+ Biui _ posed. Thus, the control law for each agent is represented by
Yi =X vies ={1...N}, (1 Ui(t) = i (t) + ug(t), i€, @)
z =GCix whereu;; andug are the local and the agreement controllers

wherex € R", y; € R", z € R™ andu; € R™ are the state, respectively. The solution provided in this paper to sohis t
output, measurement and input vectors, respectively. tate problem is summarized in Figure 1. In the sequel, a method is
it is assumed that the state of the system is available for tmoposed for the design of the local and the agreement dontro
design of the controller, i.ey; = x for all i € 4. For all |aws.

i € .4, the matricesy € RN B € R""*MandC, ¢ R™MN,

with m < min{n;} andn; > m are assumed to be constant an®.1 Local control law

known.

In this context, the objective of the paper is the design étccordlngtoAssumptlon4,foreach system, there existsal lo
state feedback controller:

distributed control law which ensures th@t each subsystem

is stable andii) the measurement vectors of each agent reach ui = —Kix;, (3)
an agreement. such that the matrid; = Aj — BiK| is Hurwitz. Thus, dynamics

(1) can the be written as:
2.2 Assumptions on the multi-agent system ¢ — AX L Bile

{ ’379’“ el Ve ={1...N}. (@)

In order to solve this problem, the following assumptionstan 4 =%,
systems are considered: The objective is to design a consensus algorithm which guar-
Assumption 1(Heterogeneity): The N systems are assumedantees that the measurement vectors reach an agreemésat. In t
to be heterogeneous. literature, classical distributed consensus algorithevetbeen

o ] o intensively studied. Inherently, their stability and merhance
In other WOI’dS, this Slmp|y means that the matrices def”heg t roperties are well documented (SeE, for instance, CHfaber
systems may differ from one agent to another one and that tg?al. (2007); Ren and Beard (2007); Hespanha et al. (20@7) an
vectorsx; may have different dimensions. the references therein).
Assumption 2(Homogeneity of the measurement vector):
The measurement vectors represents the same quantity of3.2 Distributed Consensus algorithm
interests for all agents. As a consequence, the measurement
vectors have the same dimension, or in other woglss In the context of the paper, the main idea is to add additional
RM™Vi € A4, wherem < min{n;}. dynamics to the control law of each system which correspond



to a simple consensus algorithm. As a starting point, we wilDur objective is to obtain a very simple control technique to
consider the simplest situation where the dynamics of thigach consensus of heterogeneous multi-agent systems. The
additional dynamics are driven by: main difference with respect to Wieland et al. (2011b) ig tha
the heterogeneous synchronization problem is solved tisang
. , roperties of simple-integrator consensus algorithmsisée
vi== > (i-vy), Vied, ) gueenly, this apprgach ca% easily be extendedgto more comple
Mo JeM . and realistic situations where, for instance, commurocatie-
wherev; 3 - This allows defining the augmented vecior  |5ys or external references are considered. Moreovessthis-
[V1,...,vn]" and thus the previous consensus algorithm can hgre seems to considerably reduce the control complexiy an

rewritten in a matrix form such as= —L®Imv, whereL isthe  computational efforts with respect to Wieland et al. (2011b
Laplacian matrix associated to the communication graphef t

g:gérséltu agent system amdrepresents the classical Kronecker 4. STABILITY ANALYSIS

The stability of such system has been widely studied in thEhe next theorem states our main result:

literature, see, for example, Olfati-Saber et al. (2008nBNd  Theorem 1.If Assumptions 1-5 are satisfied, then the control
Beard (2007) among many others. The well known conve[s,, (2), given by:

gence properties of (5) naturally motivate it as an appeted ’ 1

“choice” for the additional dynamics. The rest of the cdmiFi U = —Kix + (GBi) " (vi — B(z — vi) — GiAX) (10)

tion consists in using this well known consensus algoritbm twherev; is given by (5), guarantees that the multi-agent system
reach an agreement on those additional dynamics, whilgapp(1) is stable and reaches an asymptatieasurement variable
ing a standard model tracking based controller to the reimgin consensus

system. This ensures that the real system will have iddntica

performances as the additional model. Due to the intenagtioProof.

Fhet\t/\{[een then?u? g'uﬁt b?. design?dlfiﬂ %.proper manner SUC!&ccording to Assumption 3 and following Edwards and Spur-
at two correlated objeclives are tultillied: geon (1995, 1998), there exists a change of coordinatesof th

lim (vi —vj) =0, Xi .
{ tﬁ;"(z‘ v =0 Vi, je N> (6) form 7| = Tix;, such that each system (4) can be rewritten as
oo I ’ follows:
In other words, system (5) can then be seen as a referencé mode i Auii Awa ] [ xi 0
for system (1). Then, it is natural to introduce the errortgec [ g } = {Azn Aon ] {Zi ] + { B, } Uci, (11)
between the measurement vectdrom (1) and the additional 2
dynamicsv given by: wherex; € R~ and

&=12—V. (1) [Aw AlZi] _TATL
We wish to e ensure that eaeh converges to zero as the Az Agz '
time evolves, therefore the evolution gf has the following Note that, in this representatiof ;; € R™~m*(M—m js Hyr-

dynamicss; = —B& wherefs > 0. Thus, it follows: witz, By € R™™M is invertible and satisfie§B; = [0 B]T. In
o Edwards and Spurgeon (1995, 1998), a method is proposed to
z—vi=—P(z—v), construct the matriX; representing the change of coordinates.
Gi(AX + Biug) + (L) ® Imv = —Be. (8) The system is now rewritten in an appropriate represem#dio

analyze the problem of measurement variable consensus. Due

Due to the Assumption &;B; is invertible for all agent, and 5 hrevious transformation, the control law (10) can be e
thus our controller can be expressed as a standard asyoptgji.

output tracking controller (see Isidori (1995)) defined by:

Ui = (CiBi) ™ (Ui — B(z — vi) — CGIAX;) . 9)
Remark 1.0ne might see that in the previous calculus w
inherently assume that, at each time instant, each agesd — .
access to its own full state. Despite the fact that, thezakti X = (A —BiKi)X + Bi(Ba) *[Vi — B(z — Vi) — [0lm TIAX].
speaking, this does not represent a too conservative eomdit Following the line presented in the control design sectome
the same comment does not hold in terms of practical appliceemputations show that the previous system is equivalent to
tion. However, this assumption might be relaxed by applying . Arr Ara _ 0
observer and using the estimated state instead. TougraKer s {X'} = [Olh 2 ] {X' } + { } :
of brevity, the synthesis of this observer will not be coesétl. —Blm| | 2 Blm— (Li) @1mv

Recalling that = z — v;, one has:

Relying on a decoupling approach as well, a solution to tte ou . AL . .

put synchronization problem for heterogeneous agentseis pr [)s(l] = ['8‘1“ Aml } [)s(l] + {Alz' Vi ] . (13)
sented in Wieland et al. (2011b). In particular, authorsastth : —Blm ! 0

that an internal model requirement is necessary and sufficieOn the other hand, the variablg is obtained by solving a
for exponential synchronizability of a group of heterogaue consensus problem summarized \as= —L @ Imv which is
agents. Following Scardovi and Sepulchre (2009), the asthdnown to be stable provided that the communication graph
add an internal model to the dynamics of each agent and syepntains a directed spanning tree. Consequently,;lim(v; —

chronize these identical exosystems in order to achieyeubut vj) = 0, for all (i, ) € 2. Finally, applying a separation
synchronization of the multi-agent systems. principle allows concluding on the stability of the multient

Ui = —Kix + By Ui — B(z —vi) — 0 1n]TAX]  (12)
Consider system (1) with the control law (12). Foriadl ./,
®ach closed-loop system becomes:



Motion
—_—

= Initial Position

= Final Position

llustration of the first case llustration of the second case
Fig. 2. Application framework
system (13) for all € .#". Thus, for alli € A4, lim{_ (Vi — e there exist symmetric and positive-definite matri€eS
z)=0.m such that the following LMI holds:
o . R T )
It is important to point out that the method proposed in this [B P+P?+ S B P@Jr')] <0, (16)
paper allows splitting the analysis of each agent and thigsisa (B+1) PB —TS

?f thet dlztrtlﬁuted cpnsensui allgliorltfsm. Therefore, '} Eﬁme then all elements of converge asymptotically to a common
0 extend the previous control law to more general situafion,.a e, which is given by:

where for instance the communication link induces transmis
sion delays as provided in Munz et al. (2008), Seuret et al. . V(0)+e*TSJETV(t)e*tsdt -
(2008) or when one considers distributed filters as in Glfati Veq=U2 | lims st(l—e™) 1.
Saber and Shamma (2005). In fact, practical applicatiool su
as the control of a fleet of mobile robots naturally ask foconsequently, the following result holds:

environment constrained controllers or robustness tcstnis: Corollary 1. If Assumptions 1-5 and the conditions of Theo-

sion delays induced by communication network. This will b?em 2 are satisfied, the control law (10) wheris given in (14),

detailed in the sequgl. ] ensures that the multi-agent system (1) is stable and reache
Remark 2.An other important issue concerns the agreemegkymptotioneasurement variable consensus

point. It has been shown (see the proof of Theorem 1) that (1)
will achieve consensus whergw) depends on the initial con- 5.2 Consensus algorithms with external reference
ditions of the consensus variablgsThus, no matter which the
initial state of the system is, (1) will always achieve carses |n this section we focus on reference-based consensus algo-
on the agreement value of(see for instance Figure 3(b)).  rithms (see Olfati-Saber and Shamma (2005)). Our objective
here is to develop a distributed algorithm that allows theras)
5. EXTENSIONS TO MORE COMPLEX SITUATIONS o track an external signal while the consensus agreement is
achieved. It is considered that each agent receives a differ
5.1 Consensus algorithms with transmission delays signal, or the same signal corrupted by noise for instamaéis
case the objective is to achievegasurement variable consen-
In this section, it is assumed that ageh@as access to its own syswhile tracking the average of all external signal refersnce
variable without any delay, but receives the informatianir |etr; € R™ be the external signal reference received by agent
its neighbors after a time-delay caused by the communitati¢ c .4, In this situation, the new additional system can then be
network. Consider further as an approximation that all thexpressed as

communication delays are constant and equahMidich can be V= —aS(v—v r— v 17
assimilated as an average delay. In this situation, theiaddl ! JZM( Vi)t jezfi( =) (17)

dynamics becomes: here 7 — Ui} and [ ]T q tes th ) |
) , where ¢, = A4{U{i} andr = [ry,...,rn]' denotes the externa
vi(t) = _z_a”(vj (t=1)—w(), ie{l....N}, (14) signals. As mentioned before, our objective is to reach an
o JEM ] ) agreement on the average of measurements suchvthat
where itis assumed thditjc 4 a; = 1, for alli € .4". Knowing re.Vi € 4 wherer, — ﬁZ'N i
I < 1= .

that the vectoﬁ> is an eigenvector associated to the eigenvalugneorem 3.[Olfati-Saber and Shamma (2005) Let r; be a
'0” of the Laplacian matrix, it is possible to find a change Ofsjgnaj with uniformly bounded rate such that following ined

coordinates such that=Wn and: ity is satisfied||r*|| < y1, wherer* = Y@rc. Thenv =r*isa
WLLwW = [ B 0} : (15) globally asymptoticallye-stable equilibrium of the consensus

o' 0 algorithm given by (17) with
1/2
whereW is a non singular matrix such that—1 = wﬂ and e yivN(1+ dma;) + Vo¥3) Amiax(Aa)
5/2 ’
U, = (U)n. A stability condition of the consensus algorithm Arin (A">
with communication delays is described as follows: where constantg andy; are defined as
Theorem 2.[Seuret et al. (2008) Consider the system (14) [r=r] <, IBgAall < ¥, (18)
with a constant delay. If there existst > 1 such that: and wheréA; = aL + Iy +AandBy = Iy + <.

e 1+ A(—B— I)l‘TeST_ #0, forallse C*, and In our case, the following result holds:
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Corollary 2. If Assumptions 1-5 and the conditions of Theo-
rem 3 are satisfied, the control law (10) wheris given in (17),

. . Reference Behavior
ensures that the multi-agent system (1) is stable and reache

measurement variable—consensus 4
[¢]
6. EXAMPLES AND SIMULATION RESULTS <2
1 1 | 1 1 1
In this section, some results regarding the efficiency of the 0 2 4 6 8 10 12 14 16 18 2
approach introduced in the previous sections will be prieskn Heterogenous MAS
We are particularly interested in applications considgiimne E ‘ ‘ ‘ ‘ ‘ ‘
motion control of a set of mobiles robots. Therefore, coasal 7
set ofN = 4 heterogeneous flying robots (Figure 2). In orderto  .° 3 =
fit with our problem, the matrice&;, B;, andC; for the different N #
agents are defined by 0 | | | | | | | | |
7005 -1] Tl M (e Tracking Error
- [-2 1 -1 o]’ ~ T T T T T T T T T
A = 0 _049:|, 82:__1:|,02:>1] *T_ 9 : : . |
[0 11 [0 o]’ N oo
Ao=|-201 2}7 Bs= 1}’ G = O} W | | | | | | | | |
1 23 1 1 -2
L L e 7 2 4 6 8 W0 1 U 1B B 20
01 1 0 1 0 Tines
fu—|7201 2 2| 5 O] |0
“lo o1 2 3|10 T
0.2 04 01 03 11 L0 Fig. 4. Reference signals and heterogeneous MAS response

It is clear that the agents are characterized by differenedk
sions and stability properties. Moreover Assumptions et a
fulfilled. Thus, a pole placement allows us to find matriggs
such that the matricey = Aj — BiK; areHurwitz

since, in several operations, such as search and recovery op
erations, robots usually move trough changing/hostilérenvy
ment. Therefore, distributed collaboration, by exchagdli-
vidual measurements in order to achieve the control obgesti
Consider that these four agents are connected trough a grdjstcomes a key issue.

expressed by the following Laplacian matrix Consider for the moment Figure!'3 Figure 3(a) shows simu-

1-100 lation results for the closed-loop system (1) controlled )y
L]0 1 -10} We can clearly see that both systems reach a consensus, where
0 0 1-1 the agreement value corresponds/fec). Note that, since the
-1 0 0 1 choserL matrix is doubly stochastiaj(«) corresponds to the

Note that this choice is not restrictive, as lond.agpresents a average of the initial conditions of the additional modes, i
graph containing a spanning tree satisfying Assumption 5. v(e) = ave{v(0)}. Figure 3(b) shows the same set of het-

In a first case. the heterogeneous agents must agree on ﬁ}r&ogeneous agents initialized with different initial cdiwhs
’ 9 9 9 ' those of the additional variables. Once more, we can see

same height by applying the control strategy detailed in- Se . .
tion 3. Related to Remark 2, a special attention is paid R%;at system (1) achieve consensus, converging to the agréem

the influence of non-identical initial conditions (betweite alue of the additional modal(c). This simulations enhance

additional model and the multi-agent system) over convezge the conclusion mentioned in Remark 2, as well as the advan-
9 y 9€ {ages of the referenced based algorithm introduced in @ecti

properties. In a second case, the robot fleet is moving trou%_ . In Figure 3(c), we can find simulation results for theseld-

a changing environment. More precisely, the ground profil o .
varies with the position of the fleet, while the objective aitn f%op system (1) controlied by the delayed additional aleni

ke(_-}p a constant height _fOI’ the fleet Wit_h respect to the_grourﬂd For all figures, the dashed line corresponds to the additidgaamics,
This particular application has a pertinent practical ni@@n whereas thetar line represents the measurement veetevolution.




(14). For these simulations, we considered that all the commC. Edwards and S. K. Spurgeon. Sliding mode stabilization of
nication delays are constant and equalrte- 0.6s, which in uncertain systems using only output informatiolmterna-
other words can be assimilated as an average delay. Noia that tional Journal of Control 62(5):1129-1144, 1995.

Figure 3(a),3(c) both the dashed line andster line are com- C. Edwards and S. K. Spurgeddliding Mode Control: Theory
pletely overlapped due to equal initial conditions. Figa(e) and Applications London, U.K.: Taylor and Francis, 1998.
shows that all elements of both the delayed additional dyceam J.P. Hespanha, P. Naghshtabrizi, and Y. Xu. A survey of tecen
v; and the measurement vectprasymptotically convergeto a  results in networked control systemBroceedings of IEEE
common valueveq previously defined. These results enhance 95(1):138 — 162, 2007.

the efficiency of the proposed strategy when more complex Isidori. Nonlinear Control System$Springer, 1995.
situations are considered for the additional system. U.T. Jonsson and C.-Y. Kao. Consensus of heterogene@as lin

. L . - agents applied to a formation control problem. IN4€EE
Consider now the application setup illustrated in Figure 2. Conference on Decision and Contr@010.

While previous simulation results concern the first casesreh H. Kim, H. Shim, and J. H. Seo. Output consensus of heteroge-
flying robots must agree on a common height, consider now the‘neou’S l.mcertéin Iinéar .multi:agent SystentBEE Transac-
second application case assuming that agents are moving on flons on Automatic Contrpb6(1):200-206, 2011

changeable environment. Initially, agents are supposadriee Munz, A. Papachristodoulou .and = Allgbwér Delay-
on a same height. At a certain time instant different for eaCH.depen(’jen't rendezvous and fl’ocking 'Of large séale multi-
agenti, the ground level changes due to a cliff or an obstacle. agent systems with communication delays. |W4EEE
Therefore, such a case naturally asks for the externakneder Conference on Decision and Contr@008 '

based control strategy mentioned in Section 5.2. Thus,tagep, &0n °E Fiorelli, and N. E. Leonard. Cooperative control
are supposed to perform an efficient reference tracking and ¢\ il sensor networks: Adaptive gradient climbing in a

to finally agree on a common height. Figuré shows the  y b ted’ environmentEEE Transactions on Automatic
simulation of four flying vehicles controlled by the refecen Control 49:1292—1302. 2004

based control law (17), where the input signalare different R. Olfati-Saber and R. M. Murray. Consensus problems in net-
for every agent. We can see the evolution of the measuremen works of agents whith switching topology and time-delays.

vector z of system (1), as well as the evolution of the error IEEE Transactions on Automatic Contai9(9):1520—1533,
z — r¢, Wherer¢ corresponds to the average of the reference

signals. Therefore, we can see that all measurements Sectgr v saher and J. S. Shamma
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