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Abstract—The degree of freedom of the Single Input Single  In the IA schemes described above, the full DoF is achieved
Output (SISO) fading interference channel is asymptotically for large dimensional precoding matrices, and for signal-to

upperbounded by K/2. This upperbound can be achieved using ; ; i ; ;
the Interference Alignment approach (lA), proposed by Cadambe g?;lieisr?jueclj‘ir(zdl\li)s close to infinity. The maximum achievable

et al.. In this work, a new optimized design of the 1A scheme is
presented. It involves introducing, for each user, a combination . C(SNR) K

matrix so as to maximize the sum rate of the network. The S]\}}{Hioo m = 9 1)
optimal design is obtained via an iterative algorithm proposed in 82

the K-user IA network, and a convergence to a local optimum is where K is the total user number in the fading interference
achieved. Numer]cal results enable us to e\(aluate the pe_rformance channel, andC(SN R) represents the channel capacity.
of the new algorithm and to compare it with other designs. L . .
In order to optimize the IA beamforming design and to
. INTRODUCTION improve the data rate performance, some methods have been

A few years ago, the capacity region of the fading inteRroposed such as in [9]-[11]. One of these methods suggests
ference channels was an open problem. Several researdRefitroduce a combination matrix at each transmitter, and
have pursued some special cases among which [1]-[3]. opdimize it so as to maximize the sum rate for high signal-
of them is the two-useX channel, which has been studied if0-noise ratio (SNR), under the assumption of Zero-Forcing
[3], and a new upperbound has been obtained. The capabi(i#f) decoding scheme. The optimal solution of the introduce
of achieving this upperbound involves introducing a neWatrix is the one that orthonormalizes the precoding méorix
approach of interference management, known as Interfere®@ch user. In this paper we aim to maximize the sum rate of
Alignment (IA). the IA network employing a Minimum Mean Square Error

The basic idea of the IA is to design transmitted signa(MSE) decoding scheme and assuming synchronous users.
such that interfering signals at each receiver overlapeshiée Compared to the ZF decoder, the main advantage of an MMSE
desired signal remains distinct from interferences. Camamdecoder is a better error performance while a matched filter
and Jafar (CJ) have exploited this approach in order to shé@geiver can be implemented at lower computational cost. An
that the maximum achieved Degrees of Freedom (DoFJfer MMSE shows an equivalent error performance to a ZF for
user time-varying interference channels, in theimensional high SNR level.

Euclidean space, is5 [4]. Inspired by the IA idea for This paper is organized as follows. In Section Il, we
time-varying fading interference channels, many effodsen describe the system model of tii€-user fading interference
been made to extend this idea to the quasi-static intedereighannel. Section Il reviews some related work to highligint
channels [5], [6]. Considering a transmission with quaaiist contribution. The proposed optimization algorithm is give
real channel coefficients, Motahari at have demonstrated Section IV. Numerical results are shown in theuser SISO
the capability to achieve the full DoF in the one-dimension#ading interference channel in Section V. Finally, Sectiin
spaces (rational spaces) using the IA approach [7]. concludes the paper.

A common assumption in the aforementioned schemes isNotations: boldface upper case letters and boldface lower
that the users are synchronous and the received signalcage letters denote matrices and vectors, respectively. Fo
each receiver node is a synchronized linear combination € transpose, transpose conjugate and conjugate matrix we
the transmitted signals. In practice, such an assumptiootis use (.)f, (.)* and (.)*, respectively..| and t(.) denote the
realistic. Therefore, the asynchronous transmissioneén/fh  determinant the trace of a matrix, respectively. The(vec
user fading interference channels with quasi-static ageffts operator indicates the vectorization of a matrix, ar(d) J
is considered in [8]. It has been shown that the total Do¥enotes the Jacobian of a matrix.
of this channel is equal to the one of the corresponding
synchronous channel. The full DoF is achieved using a novel Il. SYSTEM MODEL
IA scheme with no need of any channel state information atConsider theK -user SISO time-varying block fading inter-
the transmitters. ference channel as illustrated in Fig. 1, withtransmit receive



pairs. A wireless channel links each receiver to one tratemit User 1 Vixs o Y,
11

source and destinatidn The precoding matrices in this model
are chosen in order to satisfy the IA scheme and to maximize  UserK ]
the DoF for limited channel extension, simultaneously [12]. | Y -
The DoF per user is obtained using the following combination

and each transmitter intends to have its signal decoded by |q,[t=—") [ Y~ >

its destination. The proposed IA scheme in [12] shows more (NN

efficiency than the CJ scheme féf > 3, and higher DoF : o cHi :

is achieved for reduced channel extension. A synchronized 1 o !

scheme is adopted with perfect channel knowledge at each : H :
1 . 1
[} [}

M M

wherem* is a given nonnegative integek/ is a parameter

depending on the user numbé&f = (K — 1)(K —2) — 1,

and d' is the DoF of theit" user. Providedl’ = d3 ,d! > In the remaining of the paper, the precoder is modified by
d3, i € K\{1,3}, IA can be then satisfiedC represents the introducing a combination matrix at each transmitter. Tims
set of the user indece§l,?2, ..., K}. The precoding matrix (2), the matrixV; is replaced by a matri¥’, defined as
Ielngth,zobtamed using _the channel extensions, is givel as _ P, =V, C, (6)

d' + d*. The channel is supposed to be frequency selective, ] - ] ) )

and the Orthogonal Frequency Division Multiplexing (OFDMjvhereCy is ad” x d* matrix that will be designed so as to
transmission technique is applied (in this cagedenotes the Maximize the sum rate while keeping the IA scheme satisfied,

subcarrier number). At thet" destination, the channel output@"d thus, ensuring a full asymptotically achievable DoF for
is given by the network.

Fig. 1. TheK-user SISO fading interference channel

K IIl. REVIEW WORKS ABOUT THEIA BEAMFORMING
yr = Zij Vix;+ 2z, VkEK, 2) OPTIMIZED DESIGNS

J=1 In this section, we review the two algorithms that seek to
where Hy; is the N x N diagonal channel fading matrix find the combination matrice€, for all k, that maximize
betweeln thej'" transmitter and thé:'" receiver.V; is the the data rate performance. We also recall the expression of
N x d’ precoding matrix of thej*" transmitter. Thejt"  the maximum individual rate for an MMSE receiver.
transmitted informatior; is defined as @’ x 1 vector. z;, is S '

. ) . : A. Optimization of the precoding vectors
the N x 1 circular symmetric complex Gaussian noise vector o ) o
at the receivet, with independent and identically distributed 1he optimization of the precoding vectors within the sub-

(i.i.d.) components; i.ezj, ~ N.(0, In). spaces, proposed by CJ at each transmitter, was firstly pro-
According to [12], the beamforming design criterion maxiPosed in [11]. This perspective aims to maximize, in e
mizing the DoF of the IA scheme is defined as user SISO fading mterferenC(_a c_ha_nnel, the h.|gh SNR offset

. - of the sum rate under power limitation constraints (cf. ef. (5
Vi={ H ((T23) ™" T) ™ w and (8)-(20) in [11]) while preserving the full asymptotiga
kIERNL, kL, (k,1)#(2,3) achievable DoF. The optimized precoders is given by
| > nw<m'+1}  (3) v _ W
k€KL, kL, (k,1)#(2,3) 1= KAl
and Vo =V, F,
Vs = {(Tos) ™" 11 ((T2s) ™')™ w0 Vi=V; E. )
RACKAL kL (k:D7(2,3) Considering the optimization of the high SNR offset of the
| Z ng <m*}, (4) sum rate for a ZF receiver, the maximum solutionskband
k€KL, k£l (kD#(2,3) F ared* x d* matrices that orthonormalizing th# columns

wherew is the N x 1 vector determining the beamforming®f ‘162 and Vs, respectively, Wh}i}e allocating an average power
vectors of each user. For an optimized data rate performan@k zr for each stream of the*" transmitter. _
w should be judiciously chosen in order to maximize the dataUnfortunately, the ZF increases the level noise at the re-

rate as described in [9], [10L}; is anN x N diagonal matrix Ception leading to a degradation error performance. Thezef
defined as MMSE criterion has been employed by Sungaktand the

. . optimization problem has been proposed throughout the SNR

T = (Hy1)™ Hyp(Hy) ™ Hs. ®) region [13]. However, a suboptimal strategy was shown where

1t is important also to recall that this scheme can be easilgradd to _theck' at each transmitter, has b_een chosen as aunitary matrix
the one proposed in the asynchronous transmission (cf.oBelstiin [8]). in order to reduce the computational complexity.



B. Maximum sum rate expression The expression of the sum rate can be rewritten in the
The proposed algorithm in this paper is based on the sdfiowing compact form

rate expression that depends on the MMSE decoding matrix. K
Therefore, the decoding scheme of each user must be designed R=") log, | Xy| —log, |Yi| (11)
carefully so as to maximize the information rate for all gser k=1

The expression of the maximum individual information rateith
for an MMSE receiver is obtained as

K
= = = S\H
b g, TP Hi PP H - Xp=I+p} o;Hi,C; (HiyC;)
k = logs . j=1
[T +p 5 Hiy P PITH] K .
Based on this information rate expression, a new improved Y, = I+pZO‘J’H’€J’CJ’ (Hk;C;) (12)
design for the IA scheme is proposed in the upcoming section. 7k
For such a problem, the gradient descent algorithm which has
IV. ITERATIVE MAXIMIZATION OF THE SUM RATE a simple implementation, could be applied. However, it sake
FUNCTION too many iterations to converge. The optin@g} is obtained
A. lterative algorithm using the Jacobian ak(Cy}); function of C.. This Jacobian

o ) ) o can be computed from the differential of the functi®C),
Maximizing the sum rate function requires finding the 0P34 yescribed in [14]. AE, is a complex matrix, then &d —

timal precoding vectors of each precoder subspaces, meref28R/é*_ The differential oflog, | X} is computed as
a new matrixCy, is combined with each precoding mati¥. F

A closed-form solution of this combined matrix is nontrivia dlog, | X x| = tr(X, 'dX})
Therefore, we seek to find the solution iteratively using the S S
sum rate maximization criterion. Using the MMSE maximumd Xy, = p o, Hy,;C;dC; H{, + p day Hy;C;C/THJY, (13)

information rate in (8), the sum rate maximization pmblenbsing the property tAdB") —tr(A'dB*) and referring to

constrained by the individual power limitation, is formied [14] that describes the first-order differentials and thepbéan

as follows X X .
matrix properties, we obtain
K

1 2 _ _
argmaxy —Ry = _ P H x—1 . )
C’kgkeIC]; ~ Fe _dlogjrz X, 7|n2_[ ayvec(HYL {(k Hy, C_k)
—aptr(CHHE X Hii Cr) ved Vi V,.Cy)' lveddCy). (14)
1 & \I+pzf=1 H,,;C; (I?ijj)H| Thus, the derivative of? with respect toC}, is obtained as
argmax - Zlog2 —— — 7 follows
Crokele NV [T+ p 3oy HiCj (HiCj) | X
_ 2 _ PR
J(R(Cy)) = %akZHf}iXi 'H,;,Cy,
subject to ttViC,CHIV) =N, ke K. 9) S —
K
— _ . 2 - _ ~
with Hj; = Hj;V;. Due to the variation of the matrices _liaiztr [CHHIX ] HyCy) V.G
C). at each iteration, for alk, the considered problem is n2 =~
non concave, which results in a local optimal solution. This 9 K
kind of constrained problem can be solved by transforming it _i)ak Zﬂﬁg*lﬂikc_’k
to an unconstrained problem and then applying a first order In2 itk
optimization method such as the gradient descent method. K

Other methods can also be used such as Newton method.—Q—pa§Ztr [CHHIY 'H)C ) VIViC,.  (15)

However, a higher computation cost is required. Let us start n itk

by defining the matrbC). as Using this derivative, the matriC;, at thek*" transmitter is

~ ; 1 iteratively computed as described in the following aldarit
C; = apCy, with ap = - . (10) _
k Rk § tr(Vi,CrCE V) 1) Fix the d® x d* matrix C,EO) to the identity matrix for
all £

Substituting (10) into (9) and considerinG). as the new 2) for k=1:K
variable, the constraint in (9) is satisfied for ady, and ' _ )
the resulting optimization problem gets unconstrainede Th « Calculate ‘(R(Ck)_); the Jacobian of:.
optimization problem is now formulated as . UpdateCy'*" = C} + Veo R.

% K _ _H 3) lIterate step 2 until convergence
argmaxiz: R =3 log, I +p> i, O‘J'I_{kj?j ( _kj?j)H| In this algorithm, the step sizg is a determining factor
Gy, kek 1 |T +p2;.;k a;j Hy;C; (ijCj) | to ensure a faster convergence, thus, it must be judiciously




selected. In [15], two line search methods are proposedtt ex 2 3-users frequency selective channel, N=7

line search and inexact line search methods. Most line searc | Dt ; ]
are inexact in practice, and many methods have been propo: |l ®
Herein, the backtracking line search method is used, whi ul
is very simple to implement and quite effective. The sto g -
criterion of this iterative algorithm is supposed to be avbi E”’ -
either when 910 =
d_IB(REG) || < e (16 i o
k 61 A

or when a maximum number of iterations is achieved, whe i i
e is defined as a tolerence factor. B

The main drawback in the above algorithm is that th o < 5 = ‘ 3 3 20

20
convergence to a global maximum is not ensured. Howev SNR [48)

as long as the gradient descent method is applied, the matrix

C), will move in the direction of the Jacobian, which couldkig. 2. average sum rate performance comparison between fresedit

imply a convergence to a local maximum. The convergendesigns fork = 3 and N = 7 assuming an MMSE receiver

will be illustrated in the next section.

B. Extension to the asynchronous system where dj, is given in (2) (cf. Section Il). In all the above
In the 1A optimized scheme above, all users are supposgesigns, we fixw as defined by the equation (29) in [10]. The

synchronous and the signal at each receiver is a linear of & design is the IA scheme with precoding matrices defined

synchronized transmitted signals. Unfortunately, thens@to in (4). In the following results, the data rate performanée o

be an unrealistic assumption, where propagation delaysaappthe following designs: CJ, SHV and Cnew, are compared for

even though synchronization providers exist. Therefore, different values ofNV. For the Cnew design, the maximum is

extension to the asynchronous interference alignmeninsehe supposed to be achieved either when

proposed by [8] in the quasi-static fading interferencencied, _

is shown. [[J(R(Cy)) || <€ (18)
Referring to the equation (37) in [8], the optimized design ) ) ) ]

proposed above can be applied directly to the IA scheme in tH8€ree is the tolerance factor for stopping the iterations, or

asynchronous network. In this scheme, there is no need of &N @ maximum number of iterations is achieved. The step

channel knowledge at the transmitters. However, the velatiSiZ€ iS chosgn using the backtracking line search method as i

delays between all transmitters and receivers are required1°] 0 provide provable convergence.

be estimated. Therefore, to adapt our optimized schemeeto th!n Fig. 2, it is clear that the combination with a new

asynchronous case, we have to replace the channel nfirix matrix while preserving the IA scheme, improves the_ data

by the circulant convolution matrik,,; (equation (13) in [8]) rate performance of the network. Fer= 3, the Cnew design

that depends on the values of the relative asynchronouy.def/tPerforms the CJ design by 0.35-0.47 bits/s/Hz for SNR
values comprised between 0dB and 8dB. This gain increases

V. NUMERICAL RESULTS with the SNR. However, compared to the design with SHV

In this section, we present the numerical results of tf®@mbination, which optimizes the IA scheme for high SNR,
improved design, derived in IV, in thg-user SISO fading We observe that the gain of the proposed design towards the
interference channel. The exhibited results are based 66 1$HV design decreases as the SNR increases. For the SNR
channel realizations. Channel coefficients have an iicdular values between 0dB and 8dB, a gain of about 0.35 bits/s/Hz
symmetric complex Gaussian distribution with zero medf shown over the SHV design. However, this gain decreases
and unit variance. In the next figures and interpretatioms, twith SNR to achieve 0.01 bits/s/Hz at 40dB.
following abbreviations are used Increasing the DoF taw = 5, a higher gain between these

« CJ- The IA scheme proposed by Cadambe and Jafar Ej_jfferent designs is shovvn. The Cnew design outperforms

e SHV- The IA |mpr0ved design proposed by Shen, HOSEhe CJ by a 0.45-0.84 bits/s/Hz between 0dB and 8dB as

Madsen and Vidal reviewed in Section IlI illustrated in Fig. 3. Increasing the SNR value to 20dB, agai
« Cnew- The IA design with the improvement proposed iff a_bout 1.56 bits/s/Hz is obt_ained. Similar improvemenmes a _
this paper _ach|eved over the SHV design. The average sum rate gain
« D, log(snr)- The maximum DoF for high SNR with = S 0.38 bits/s/Hz at 0dB and 0.57 bits/s/Hz at 16dB. The
m* 41 sum rate gain compared with the SHV design increases with

SNR until the SNR value of 16 dB is achieved, and then
decreases with SNR to achieve the same performance at high
D. — di +dy 17) SNR levels. Moreover, the difference for low and mid SNR

! Zle di regime increases wittV. These simulation results show that

Depending om, D,, is computed as



3-users frequency selective channel, N=11
20 T T T T
— Dslogz(SNR)
—6—Cnew : 7
——SHV
- Cd q

optimized designs. It outperforms existing schemes in the
targeted low to medium SNR regime and performs the same in
the high SNR regime. This scheme can be easily extended to
an asynchronous user scheme and to the MIMO case described
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Fig. 4. Average sum rate convergence using the new desigivfer 9 at

different SNR values [12]

the new design outperforms the SHV design for low to mids!
SNR values, and performs the same in the high SNR regime.

Finally, the provable convergence of the proposed itezatiii4]
algorithm is illustrated in Fig. 4. The sum rate of the new
design grows up with the number of iterations while aps;
improvement in performance at each additional iteration is
observed. Comparing the convergence at 7dB and 14dB, we
observe that more iterations are required for higher SNRegalu
while higher gap between the optimal design and the non
optimized design is obtained. The number of iterations acoul
be reduced with a better initialization.

VI. CONCLUSION

In this paper, a new algorithm is proposed in order to
improve the data rate performance of theuser SISO fad-
ing synchronous interference channel. This improvement is
achieved by optimizing the precoding vectors for each user.
consists in introducing a combination matrix at each tratsm
ter while preserving the 1A scheme. The introduced matrices
are computed using the gradient descent method. Howeeer, th
non concavity of the problem makes the solution converge to
a local optimal. Numerical results illustrate the perfonoe
of the proposed algorithm, which is then compared to other

in [8].
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