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Abstract

In this paper, a numerical multiscale method is proposed for computing the
response of structures made of linearly non-aging viscoelastic and highly
heterogeneous materials. In contrast with most of the approaches reported
in the literature, the present one operates directly in the time domain and
avoids both defining macroscopic internal variables and concurrent computa-
tions at micro and macro scales. The macroscopic constitutive law takes the
form of a convolution integral containing an effective relaxation tensor. To
numerically identify this tensor, a representative volume element (RVE) for
the microstructure is first chosen. Relaxation tests are then numerically per-
formed on the RVE. Correspondingly, the components of the effective relax-
ation tensor are determined and stored for different snapshots in time. At the
macroscopic scale, a continuous representation of the effective relaxation ten-
sor is obtained in the time domain by interpolating the data with the help of
spline functions. The convolution integral characterizing the time-dependent
macroscopic stress-strain relation is evaluated numerically. Arbitrary local
linear viscoelastic laws and microstructure morphologies can be dealt with.
Implicit algorithms are provided to compute the time-dependent response of
a structure at the macroscopic scale by the finite element method. Accuracy
and efficiency of the proposed approach are demonstrated through 2D and
3D numerical examples and applied to estimate the creep of structures made
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of concrete.

Keywords: Computational homogenization, Linear viscoelasticity,
Composites, Structures, Concrete

1. Introduction

Designing composite materials with tuned viscoelastic properties is a ma-
jor concern in engineering. In polymer composites, damping properties can
be desired in tandem with strength properties. In concrete structures, reduc-
ing the magnitude of creep allows diminution of the associated damage [16].
The related experimental relaxation tests are extremely costly and can last
for months or years. Progresses in the design of high performance concrete
then require predictive models and simulation methods taking into account
the microstructure of the material.

Analytical methods for the homogenization of linear viscoelastic media
have been proposed since the works of Hashin [7, 8], who exploited the corre-
spondence principle between linear elasticity and viscoelasticity by mean of
the Laplace transform. In the Laplace space, classical homogenization meth-
ods such as the self-consistent scheme [13, 25, 15, 1, 21, 2] and Mori-Tanaka
technique [26, 6, 18, 5, 3] can be applied. The main issue is then the inver-
sion of the Laplace transform which, in most cases, need to be performed
numerically (see e.g. [27, 9, 14]). Accuracy and computational costs of this
numerical inversion are serious issues. When applied to homogenization, the
restrictive assumptions underlying the analytical methods on the morphology
and local constitutive laws prevent them from being applied to complex re-
alistic microstructures. Then, numerical method must be employed to solve
the microscale spatial equations. Some methodologies have been proposed.
For example, in [17], the microscopic spatial equations are solved by the
generalized cell method.

To overcome the limitations of approaches based on the Laplace trans-
form, alternative numerical methods operating in the time domain have been
suggested. Lahellec and Suquet [12] introduced a scheme in which the no-
tion of macroscopic internal variables related to an effective viscous strain is
involved. Their method is based on an incremental variational principle and
the variational approach of Ponte-Castañeda [19]. Ricaud and Masson [20]
proposed a different way taking advantage of the Prony-Dirichlet series ex-
pansion in the internal variable formulation. Another possible methodology
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corresponds to a two-scale numerical procedure [11, 4] where each integration
point of the macroscopic structure is associated to a representative volume
element and, at every time step, the macroscopic strains at each integration
point are taken to be the boundary conditions for the relevant local problem.
The numerical solution to this problem gives the effective stresses. These
methodologies induce important computational costs due to the nested nu-
merical solvers and the storage of internal variables, even though progresses
have been made by means of parallel computing [4] or model reduction [29].

The purpose of this paper is to present an efficient and simple methodol-
ogy to compute the effective time-dependent response of structures consist-
ing of linearly viscoelastic heterogeneous materials and undergoing arbitrary
loadings. The homogenized constitutive law of a linearly viscoelastic het-
erogeneous material takes the form of a convolution integral involving an
effective relaxation tensor which cannot be in general determined analyti-
cally. One of the main steps of our approach is to numerically determine
all the components of the effective relaxation tensor directly in the time do-
main. This is realized as follows: (i) a representative volume element (RVE)
for the microstructure of the linearly viscoelastic heterogeneous material in
question is chosen and subjected to appropriate relaxation test loadings; (ii)
the overall time-dependent response of the RVE is computed by using some
efficient algorithms (see e.g. [10, 22, 24]); (iii) the numerical results obtained
at different time steps and stored during the previous preliminary compu-
tations are interpolated with some appropriate spline functions. Then, the
convolution integral is evaluated numerically so as to yield the macroscopic
stress-strain relation for the computation of structures.

Compared to existing approaches, the one elaborated in the present work
offers the following advantages: (a) the method operates directly in the time
domain and avoids the drawbacks of the techniques based on the Laplace
transform; (b) the formulation needs not to introduce any macroscopic inter-
nal variables; (c) in contrast with the numerical methods using concurrent
calculations at the microscopic and macroscopic scales, the data required to
determine the effective constitutive laws can be calculated in a preliminary
step, so that, once they are stored, structure calculations can be carried
out without solving any new problems on the RVE (for a related work on
nonlinear homogenization, see [28]); d) the implementation of the proposed
approach is simple and classical implicit time-stepping algorithms can be
directly employed.
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Figure 1: (a) Macroscopic structure and (b) Representative Volume Element

The paper is organized as follows. In the next section, we briefly review
the equations and algorithms for formulating and solving the local viscoelas-
tic problem defined over an RVE. In section 3 we present the methodology for
sampling and interpolating the values of the effective relaxation tensor. Fully
implicit algorithms are then detailed to compute the macroscopic structural
response. In section 4, we illustrate the proposed method and test its accu-
racy and efficiency through different 2D and 3D examples, with applications
to the analysis of structures made of concrete.

2. Microscopic viscoelastic problem

We consider a structure made of a heterogeneous material whose phases
are linearly and non-aging viscoelastic. We assume that the microstructure
is defined by a representative volume element occupying a domain Ω, as de-
picted in figure 1 b). The sub-domains occupied by the different phases are
Ω(r) (r = 1, 2, ..., R) such that Ω =

⋃R

r=1 Ω
(r). In this section, we review

equations and algorithms for solving linear homogeneous viscoelastic prob-
lems. We focus on the generalized Maxwell model which, with an infinite
number of branches, is the most general one for linear viscoelasticity.

2.1. Linear viscoelasticity: generalized Maxwell model

2.1.1. 1D formulation

A linearly viscoelastic material can be characterized by a stress-strain
relationship in the form of a convolution integral:
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Figure 2: Schematic representation of the generalized Maxwell model.

σ (t) =

∫ t

−∞

G (t− s)
dε (s)

ds
ds, (1)

where G(t) is the relaxation modulus function. The integral in (1) is a
Riemann-Stieltjes integral. It will be convenient to consider only time-
dependent stress σ (t) and strain ε (t) which are null for t < 0, and which
may have jump discontinuities at t = 0. In this case, we write (1) in the form

σ (t) =

∫ t

0

G (t− s)
dε (s)

ds
ds+G (t) ε (0) . (2)

We consider the generalized Maxwell model as depicted in figure 2. The cor-
responding relaxation modulus function is given by (see details in Appendix
7):

G (t) = E∞ +
∑N

i=1 Ei exp (−t/τ i), (3)

where N is the number of parallel viscoelastic elements, E∞, Ei are Young’s
moduli as shown in figure 2, and τ i are the relaxation times of the parallel
viscoelastic elements. Substituting (3) into (2), the total stress is given by

σ (t) =

∫ t

0

σ̇∞ (s) ds+
N
∑

i=1

∫ t

0

γi exp ( − (t− s) /τ i) σ̇∞ (s) ds

+

(

1 +
N
∑

i=1

γi exp (−t/τ i)

)

σ∞ (0) , (4)
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where σ∞ (t) = E∞ε (t) and γi = Ei/E∞. By introducing

qi =

∫ t

0

γi exp [− (t− s)] /τ iσ̇∞(s)ds (5)

as internal stress variables, we finally obtain

σ (t) =
N
∑

i=1

qi +
N
∑

i=1

γi exp (−t/τ i)σ∞ (0) + σ∞ (t) . (6)

2.1.2. 3D isotropic formulation

In the three-dimensional (3D) isotropic case, the deviatoric and hydro-
static stresses are usually expressed separately. The stress-strain relationship
of a linearly viscoelastic material is then given by:

{

tr (σ (t)) =
∫ t

0
Gk (t− s) tr (ε̇ (s)) ds+Gk (t) tr (ε (0)) ,

dev (σ (t)) =
∫ t

0
Gµ (t− s)dev (ε̇ (s)) ds+Gµ (t)dev (ε (0)) ,

(7)

where tr(.) and dev(.) denote the trace and deviatoric parts of a tensor and
Gk (t) and Gµ (t) are the time-dependent shear and bulk moduli. For an
isotropic compressible material described by the generalized Maxwell model,
we have [22]:

{

Gk (t) = 3k∞ +
∑N

i=1 3k
e
i exp

(

−t/τ ki
)

,

Gµ (t) = 2µ
∞
+
∑N

i=1 2µ
e
iexp (−t/τµi ),

(8)

where k∞ and µ
∞

are the bulk and shear moduli of the elastic element, ke
i

and µe
i are the elastic bulk and shear moduli of a viscoelastic element, say

element i, and τ ki and τµi are defined by

τ ki =
kv
i

ke
i

τµi =
µv
i

µe
i

(9)

with kv
i and µv

i being the viscous bulk and shear moduli of viscoelastic element
i. For later use, it is convenient to introduce the ratios

γk
i =

ke
i

ke
∞

, γµ
i =

µe
i

µe
∞

. (10)

In the present work, we will not consider any incompressible linear viscoelas-
tic materials.
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2.2. Strong form for the local problem

In the following, we present the equations defined over an RVE and for-
mulate the local viscoelastic problem that will be solved numerically. The
solution to this problem will be used in the next section to construct the
macroscopic constitutive law.

We consider Ω the RVE with boundary ∂Ω in figure 1 b). Neglecting
body forces, the equilibrium equations of the problem read

∇ · σ(t) = 0 in Ω, (11)

while the time-dependent stress-strain relation can be written as

σ(t) = V(t) {ε(t)} . (12)

In (11), ∇·(.) is the divergence operator, σ denotes the Cauchy stress tensor.
In (12), the infinitesimal strain tensor is related to the displacement vector
by ε(u) = (∇u + ∇uT )/2 and V(t) is the time-dependent linear operator
associated to the viscoelastic model as expressed in Eqs. (7). Next, we
prescribe the displacement boundary conditions as follows:

ū(t)= ε̄(t)x+ ũ on ∂Ω, (13)

where ε̄(t) is a time-dependent macroscopic strain tensor, x is the position
vector of a material point in Ω and ũ is a periodic displacement vector func-
tion. Eq. (13) corresponds to periodic boundary conditions. When the mesh
is not periodic, as found for example in the 3D numerical example of section
4.3, only the linear boundary conditions, namely ũ = 0, are prescribed.

2.3. Discrete algorithm for the local viscoelastic problem

To numerically solve the viscoelastic problem formulated above, a time-
stepping procedure is employed. The microscopic time interval T = [0, tmax]
is discretized into time steps ti = (i−1)∆t with i = 1, 2, ..., n, tmax being the
maximum simulation time and ∆t the microscopic time step assumed to be
constant.

2.3.1. Time-stepping

For the 1D model, using equation (6), the stress at time tn+1 is given by

σn+1 =
N
∑

i=1

γi exp
(

−tn+1/τ i
)

σ∞

(0) + σ∞

n+1 +
N
∑

i=1

qi
n+1. (14)
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Splitting the exponential expression

exp

(

−
tn+1

τ i

)

= exp

(

−
tn +∆t

τ i

)

= exp

(

−
tn

τ i

)

exp

(

−
∆t

τ i

)

, (15)

the internal variables can be written as

qi
n+1 =

∫ tn+1

0

γi exp
(

−
(

tn+1 − s
)

/τ i
)

σ̇∞ (s) ds

=

∫ tn

0

γi exp
(

−
(

tn+1 − s
)

/τ i
)

σ̇∞ (s) ds

+

∫ tn+1

tn
γi exp

(

−
(

tn+1 − s
)

/τ i
)

σ̇∞ (s) ds

= exp (−∆t/τ i) qi
n

+

∫ tn+1

tn
γi exp

(

−
(

tn+1 − s
)

/τ i
)

σ̇∞ (s) ds. (16)

With the help of the approximation [24, 10, 22]:

σ̇∞ (t) ≃
σ∞

n+1 − σ∞

n

∆t
for t ∈

[

tn, tn+1
]

, (17)

we obtain the recursive formula

qi
n+1 = exp (−∆t/τ i) qi

n

+γi

[

σ∞

n+1 − σ∞

n

∆t

] ∫ tn+1

tn
exp

(

−
(

tn+1 − s
)

/τ i
)

ds

= exp (−∆t/τ i) qi
n

+γiτ i
1− exp (−∆t/τ i)

∆t

[

σ∞

n+1 − σ∞

n
]

. (18)

For the 3D model, introducing (8) in (7) and using a time stepping yields
at time tn+1:



























tr (σn+1) =
∑N

i=1 γ
k
i exp

(

−tn+1/τ ki
)

tr
(

σ∞

(0)
)

+tr (σ∞

n+1) +
∑N

i=1(q
k
i )

n+1

dev (σn+1) =
∑N

i=1 γ
µ
i exp (−tn+1/τµi )dev

(

σ∞

(0)
)

+dev (σn+1
∞

) +
∑N

i=1(q
µ
i )

n+1

(19)
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where σ∞ = Ce

∞
: ε, Ce

∞
being the stiffness tensor in absence of viscous

effects. The internal variables can be calculated through a recursive formula
[22, 24]:

(qki )
n+1 = exp

(

−∆t/τki
)

(qki )
n (20)

+γk
i τ

k
i

1− exp
(

−∆t/τ ki
)

∆t

(

tr
(

σ∞

n+1
)

− tr (σ∞

n)
)

,

(qµ
i )

n+1 = exp ( −∆t/τµi ) (q
µ
i )

n (21)

+γµ
i τ

µ
i

1− exp ( −∆t/τµi )

∆t

(

dev
(

σ∞

n+1
)

− dev (σ∞

n)
)

.

2.3.2. Weak form and FEM implicit discretization

The weak form associated with Eqs. (11-13) is given by: find u(t) ∈ D =
{u(t) = ū(t) on ∂Ω, u(t) ∈ H1(Ω)} such that

∫

Ω

σ(t) : ε(δu)dΩ = 0 ∀δu ∈ H1
0 (Ω), (22)

where H1
0 (Ω) = {δu ∈ H1(Ω), δu = 0 on ∂Ω} and ū(t) is a prescribed dis-

placement according to Eq. (13). Employing an implicit time-stepping,
equation (22) at time tn+1 can be written as:

∫

Ω

σ
n+1 : ε(δu)dΩ = 0. (23)
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Using the expressions for the deviatoric and hydrostatic parts of stress at
tn+1 (19), we obtain

∫

Ω

σ
n+1 : ε(δu)dΩ =

∫

Ω

(

1

3
tr
(

σ
n+1
)

1+ dev
(

σ
n+1
)

)

: ε(δu)dΩ

=

∫

Ω

(

N
∑

i=1

γk
i exp

(

−tn+1/τ ki
)

tr
(

σ
(0)
∞

)

)

1

3
1 : ε(δu)dΩ

+

∫

Ω

(

tr
(

σ
n+1
∞

)

+
N
∑

i=1

(qki )
n+1

)

1

3
1 : ε(δu)dΩ

+

∫

Ω

(

N
∑

i=1

γµ
i exp

(

−tn+1/τµi
)

dev
(

σ∞

(0)
)

)

: ε(δu)dΩ

+

∫

Ω

(

dev
(

σ∞

(n+1)
)

+
N
∑

i=1

(qµ
i )

n+1

)

: ε(δu)dΩ. (24)

By introducing the recursive formula (20-21) into the above expression,
it follows that

∫

Ω

σ
n+1 : ε(δu)dΩ =

∫

Ω

ε
n+1 : Cn+1 : ε(δu)dΩ

+

∫

Ω

σ∞

(0) : I1 : ε(δu)dΩ

+

∫

Ω

N
∑

i=1

(

1

3
1χk

i (q
k
i )

n + χµ
i (q

µ
i )

n

)

: ε(δu)dΩ

−

∫

Ω

σ∞

n : I2 : ε(δu)dΩ. (25)

In this formula,

χk
i = exp

(

−∆t/τ ki
)

, χµ
i = exp ( −∆t/τµi ) , (26)

the tensors Cn+1, I1 and I2 are defined by

C
n+1 = 3k∞Mk

J1 + 2µ
∞
Mµ

J2, (27)

I1 = Nk
J1 +Nµ

J2, I2 = P k
J1 + P µ

J2, (28)
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where

J1 =
1

3
1⊗ 1, J2 = I−

1

3
1⊗ 1. (29)

In (27)-(76), (I)ijkl =
1
2
(δikδjl + δilδik) is the fourth-order identity tensor, 1

denotes the second-order unit tensor, and

Mk = 1 +
N
∑

i=1

γk
i τ

k
i

1− χk
i

∆t
, Mµ = 1 +

N
∑

i=1

γµ
i τ

µ
i

1− χµ
i

∆t
, (30)

P k =
N
∑

i=1

γk
i τ

k
i

1− χk
i

∆t
, P µ =

N
∑

i=1

γµ
i τ

µ
i

1− χµ
i

∆t
, (31)

Nµ =
N
∑

i=1

γµ
i exp

(

−tn+1/τµi
)

, Nk =
N
∑

i=1

γk
i exp

(

−tn+1/τ ki
)

. (32)

By substituting the expression (25) into Eq. (23), we obtain the weak
form:

∫

Ω

ε(un+1) : Cn+1 : ε(δu)dΩ =

∫

Ω

σ∞

n : I2 : ε(δu)dΩ

−

∫

Ω

σ∞

(0) : I1 : ε(δu)dΩ−

∫

Ω

N
∑

i=1

(

1

3
1χk

i (q
k
i )

n + χµ
i (q

µ
i )

n

)

: ε(δu)dΩ. (33)

The right-hand term of Eq. (33) can be calculated from the displacement
solution given at time step tn.

Applying a standard finite element discretization to the weak form (33)
we obtain a discrete system of linear equations at time tn+1:

Kn+1dn+1 = fn+1 (34)

where dn+1 is the nodal displacement vector at time tn+1, Kn+1 and fn+1 are
the global stiffness matrix and force vector, respectively. More precisely, the
matrix Kn+1 and vector fn+1 are provided by

Kn+1 =

∫

Ω

BT Cn+1BdΩ, (35)
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fn+1=−

∫

Ω

BT I1
[

σ
0
∞

]

dΩ

−

∫

Ω

N
∑

i=1

BT

(

1

3
I1χ

k
i (q

k
i )

n + χµ
i (q

µ
i )

n

)

dΩ +

∫

Ω

BT I2 [σ
n
∞
] dΩ, (36)

where B and N are the matrices of shape functions derivatives and shape
functions associated with the FEM approximation scheme and [σn

∞
] is the

vector form related to the tensor σ
n
∞

while Cn+1, I1 and I2 are the matrix
forms associated with the fourth-order tensors Cn+1, I1 and I2, respectively.

3. Macroscopic model

3.1. A numerical homogenization model based on a numerical mapping

The phases of the composite under investigation are assumed to be lin-
early viscoelastic and to have arbitrary morphology. Then, it can be shown
that the effective, or macroscopic behavior of the composite remains linearly
viscoelastic (see [7, 8]) and is generally characterized by

σ̄ij(t) =

∫ t

−∞

Γ̄ijkl(t− s)
dε̄kl(s)

ds
ds

=

∫ t

0

Γ̄ijkl(t− s)
dε̄kl(s)

ds
ds+ Γ̄ijkl(t)ε̄kl(0), (37)

12



where σ̄ij(t) = 〈σij〉Ω and ε̄ij(t) = 〈εij〉Ω with 〈.〉Ω denoting the volume
average over Ω. In Eq. (37), Γ̄ijkl(t) are the components of the macroscopic
relaxation tensor which is not known in closed form in the general case.
In this work we seek to determine an approximated numerical expression
for Γ̄ijkl(t). More precisely, we introduce the numerically explicit mapping
Γ̄ijkl : R

+ → R defined by

Γ̄ijkl(t) ≃
M
∑

p=1

φijkl
p (t)χijkl

p , (38)

where M is the number of non-zero shape functions at time t and χijkl
p are

the components of the effective relaxation tensor function sampled at time
tp (see figure 3) such that:

Γ̄ijkl(t
p) ≡ χijkl

p (39)

and φijkl
p (t) is the interpolation function related to the time step tp.

Examples and choice of the shape functions will be discussed in the next
section. The components χijkl

p are the values of Γ̄ijkl(t) computed numerically
at the discrete time tp. By choosing

ε(t) = H(t)ε(ij) (40)

where H(t) is the Heaviside step function and ε
(ij) is an elementary strain

state, and by introducing (40) in (37), we obtain

σ̄ij(t) =

∫ t

−∞

Γ̄ijkl(t− s)ε̄
(ij)
kl δ(s)ds, (41)

with δ(t) being the Dirac delta function. With the help of the property

∫ t

−∞

f(t− s)δ(s)ds = f(t) (42)

we finally have

Γ̄ijkl(t) =
σij(t, ε

(kl)(t))

ε0
=

〈

σij(t, ε
(kl)(t))

〉

ε0
(43)

where σij(t) is the stress field in the RVE obtained numerically by solving
the problem (11)-(13), when ε(t) is given by (40) with

13



ε
(kl) = 1

2
ε0 (ek ⊗ el + el ⊗ ek) . (44)

In Eqs. (43)-(44), ε0 is an arbitrary constant, small enough to maintain
the resulting microscopic and macroscopic strains small and such that no
geometrical and mechanical nonlinearities occur.

3.2. Algorithm for the macroscopic scale

The macroscopic time interval T̄ = [0, t̄max] with t̄max being the maximum
simulation time is discretized into time steps t̄i, with t̄i = (i − 1)∆̄t, i =
1, 2, ..., n̄ and ∆̄t the macroscopic time step taken to be constant. Note that
t̄max and ∆̄t may be different from tmax and ∆t used for the microscopic
calculations.

We express the stress at time t̄n+1 by

σ̄ij
n+1 =

∫ t̄n+1

0

Γ̄ijkl(t̄
n+1 − s)

dε̄kl(s)

ds
ds+ Γ̄ijkl(t̄

n+1)ε̄
(0)
kl

=
n
∑

m=0

∫ t̄m+1

t̄m
Γ̄ijkl(t̄

n+1 − s)
dε̄kl(s)

ds
ds+ Γ̄ijkl(t̄

n+1)ε̄
(0)
kl . (45)

With the approximation

dε̄kl(t)

dt
≃

ε̄m+1
kl − ε̄mkl

∆̄t
, for t ∈

[

t̄m, t̄m+1
]

, (46)

the stress at time t̄n+1 is given by

σ̄n+1
ij =

n
∑

m=0

{

(

ε̄m+1
kl − ε̄mkl

∆̄t

)∫ t̄m+1

t̄m
Γ̄ijkl(t̄

n+1 − s)ds

}

+ Γ̄ijkl(t̄
n+1)ε̄

(0)
kl

=
n
∑

m=0

(

ε̄m+1
kl − ε̄mkl

)

A
(m,m+1)
ijkl (t̄n+1) + Γ̄ijkl(t̄

n+1)ε̄
(0)
kl , (47)

where

A
(m,m+1)
ijkl (t̄n+1) =

1

∆̄t

∫ t̄m+1

t̄m
Γ̄ijkl(t̄

n+1 − s)ds

14



=
1

∆̄t

M
∑

p=1

χijkl
p

∫ t̄m+1

t̄m
φijkl
p (t̄n+1 − s)ds. (48)

Remark that, in the above expression, the integral can be expressed in closed
form if the shape functions φijkl

p (t) are explicit analytical functions.
We now consider an open domain Ω̄ ⊂ R3 with the external boundary ∂Ω̄

corresponding to the macroscopic domain (see figure 1 a)) which is decom-
posed into two complementary and disjoint parts ∂Ω̄u and ∂Ω̄F where the
Dirichlet and Neumann boundary conditions are prescribed, respectively. At
time t̄n+1, we have

∇ · σ̄n+1 + b = 0 in Ω̄, (49)

σ̄
n+1n = f̄n+1 on ∂Ω̄F , (50)

ūn+1 = v̄n+1 on ∂Ω̄u, (51)

where b is body force, n is the unit outward normal vector to ∂Ω, f̄n+1 and
v̄n+1 are prescribed forces and displacements at time t̄n+1, respectively. Let
ūn+1 be the macroscopic displacement vector of a point in Ω̄. The weak form
associated with equations (49-51) is given as follows:

Find ūn+1, ūn+1 = v̄n+1 on ∂Ω̄u and ūn+1 ∈ H1(Ω̄) such that

∫

Ω̄

σ̄
n+1 : ε̄(δu)dΩ̄ =

∫

Ω̄

b · δudΩ̄ +

∫

∂Ω̄F

f̄n+1 · δudΓ̄ (52)

∀δu ∈ H1
0 (Ω̄) and δu = 0 on ∂Ω̄u.

Inserting (47) into (52) and setting δε̄ij = [ε̄(δu)]ij, it follows that

∫

Ω̄

δε̄ijA
(n,n+1)
ijkl (t̄n+1)ε̄n+1

kl dΩ̄ =

∫

Ω̄

δuibidΩ̄ +

∫

∂Ω̄F

δuif̄
n+1
i dΓ̄

−
n−1
∑

m=0

∫

Ω̄

δε̄ijA
(m,m+1)
ijkl (t̄n+1)

(

ε̄m+1
kl − ε̄mkl

)

dΩ̄

+

∫

Ω̄

δε̄ijA
(n,n+1)
ijkl (t̄n+1)ε̄nkldΩ̄−

∫

Ω̄

δε̄ijΓ̄ijkl(t̄
n+1)ε̄

(0)
kl dΩ̄. (53)
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Introducing a standard finite element approximation and owing to the
arbitrariness of the variations, we obtain at time t̄n+1 a system of linear
equations:

K̄n+1ūn+1 = f̄n+1
ext − f̄n+1

V , (54)

with

K̄n+1 =

∫

Ω̄

BT [A](n,n+1)
BdΩ̄, (55)

f̄ext =

∫

Ω̄

NTbdΩ̄ +

∫

∂Ω̄F

NT f̄n+1dΓ̄, (56)

f̄n+1
V =

n−1
∑

m=0

∫

Ω̄

BT
[

A(m,m+1)(t̄n+1)
] ([

ε̄
m+1
]

− [ε̄m]
)

dΩ̄ (57)

−

∫

Ω̄

BT
[

A(n,n+1)(t̄n+1)
]

[ε̄n] dΩ̄ +

∫

Ω̄

BT
[

Γ(t̄n+1)
] [

ε̄(0)
]

dΩ̄.

Above,
[

A(m,m+1)(t̄n+1)
]

, [Γ(t̄n+1)] are the matrix forms of the fourth-order

tensors A
(m,m+1)
ijkl (t̄n+1) and Γ̄ijkl(t̄

n+1), and [ε̄n] is the vector form of the
second-order tensor ε̄n.

We notice that the vector f̄n+1
V in equation (57) depends on ε̄(0), ε̄1, ...,

ε̄n. As opposed to recursive algorithms [22, 24] it is here necessary to store
macroscopic strains history in all elements of the macroscopic domain, for
every time step. Memory limitations may appear when the structure mesh
is very fine and the macroscopic time step is small. This point would deserve
further improvement in the future, even though the technique remains still far
less expensive than other direct approaches like multilevel numerical methods
[4, 11], as will be shown in section 4.

3.3. Choice of interpolation and extrapolation functions

Different choices are possible for interpolation functions φijkl
p (t). In this

paper, cubic spline functions are adopted. For t > tmax, the continuous rep-
resentation of Γ̄ijkl(t) is obtained by extrapolation, accounting for asymptotic
properties of Γ̄ijkl(t). In figure 4, the continuous curve illustrates the interpo-
lation part of the continuous representation whereas the dashed curve repre-

sents the extrapolation part. The spline functions fin (t) =
{

f
(i)
in (t) if t ∈ [ti−1, ti]

}

,
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Figure 4: Extrapolation of the effective relaxation tensor components for t > tmax.

are widely used to construct interpolations from discrete values. Each shape
function f

(i)
in is a cubic polynomial and twice continuously differentiable,

whose coefficients are determined by the requirement of verifying at each
snapshot ti the following equations:











f
(i)
in (ti) = f

(i+1)
in (ti),

f
(i)′
in (ti) = f

(i+1)′
in (ti),

f
(i)′′
in (ti) = f

(i+1)′′
in (ti).

(58)

In the present work, the Matlab r Spline Toolbox with functions ”spline.m”
and ”ppval.m” are used to compute the aforementioned coefficients. The
spline shape functions have a high accuracy for smooth curves, allowing a
reduced number of sampling points. Since the relaxation tensor components
present in general no sharp variations by nature, spline functions are an
interesting choice.

As only a finite number of snapshots can be calculated, it is necessary
to define an extrapolation procedure to compute values of the relaxation
tensor after the last snapshot at the time step tmax. Due to the fact that the
relaxation tensor components rate vanish for t → ∞, we define Γ̄ijkl(t) in the
interval t ∈ [tmax,+∞[ by

fex (t) = ae−bt + c, (59)

which has the property that fex(t → ∞) = c. Parameters a, b and c are

17



determined by continuity conditions at time step tmax:






fex (t
max) = fin (t

max)
f ′

ex (t
max) = f ′

in (t
max)

f ′′

ex (t
max) = f ′′

in (t
max)

⇔







ae−btmax
+ c = fin (t

max)
−abe−btmax

= f ′

in (t
max)

ab2e−btmax
= f ′′

in (t
max)

(60)

The solution to (60) is given by

b =−
f ′′

in(t
max)

f ′

in(t
max)

,

a =−
f ′

in(t
max)

be−btmax ,

c =fin(t
max)− ae−btmax

.

It is worth noting that c can be determined directly by computing the
effective linear elastic properties of the material. For stationary regime, we
have c = C∞

ijkl. In this case, the third equation of (60) is removed, a and b
have the expressions

b =−
f ′

in (t
max)

fin (t
max)− c

,

a =
fin (t

max)− c

e−b(tmax)
.

3.4. Summary of the multiscale algorithm

It is useful to summarize the main steps of the proposed multiscale pro-
cedure. First, calculations are carried out on the RVE at the microscale.
Once the discrete values of the effective relaxation tensor χijkl

p are obtained,
calculations can be done for structures at the macroscopic scale without per-
forming new microscopic computations.

3.4.1. Microscale calculations

The microscopic step aims to determine the discrete values of the effective
relaxation tensor χijkl

p . According to equation (40), we apply three elemen-

tary macroscopic strains states ε
(ij) in 2D and six elementary macroscopic

strains states in 3D. For example, ε(ij) in 2D are given by
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ε
(11) = ε0





1 0 0
0 0 0
0 0 0



 ; ε(22) = ε0





0 0 0
0 1 0
0 0 0



 ; ε(12) = ε0





0 1/2 0
1/2 0 0
0 0 0





(61)
with ε0 = 10−3. In eq. (61), the strains remain within the small strain range.
For each elementary strain, we solve the problem (11-12-13) numerically by
(34) for t = {t0, t1, ..., tn} and compute σ̄ij(t

q) = 〈σij(t
q,x)〉Ω. The relaxation

tensor defined in Eq. (43) is finally provided by

Γ̄ijkl(t
q) = χijkl

q =
σij(t

q ,ε
(kl)

)

ε̄0
, q = 1, 2, ..., n, (62)

where ε = H(t)ε(kl) in the expression of boundary conditions (13) .
We then store all numerical values of χijkl

q for the macroscopic scale cal-
culations.

3.4.2. Macroscale calculations

The step-by-step algorithm for the macroscale can be summarized as
follows:

WHILE t < T

1. At time t̄n+1, ε̄qkl, q = 1, 2, ..., n̄ are given at each integration point.
LOOP over integration points in the macroscopic mesh

(a) Compute the elementary matrix K̄e,n+1 and the elementary vector
f̄ eext using (55)-(56).

(b) Compute the elementary vector f̄ e,n+1
v using (57).

(c) Assemble K̄e,n+1, f̄ eext and f̄ e,n+1
v .

END

2. Solve the system of linear equations (54).

3. Compute and store ε̄n+1
kl for all integration points of the macroscopic

domain.

4. Go to step 1.

END
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3.5. Remarks

The class of boundary loads and body forces for which the proposed ap-
proximation is reasonable is ultimately delimited by the assumption of linear
non-aging viscoelasticity and by the scale separation requirement underlying
the proposed computational homogenization method. Precisely, the class
of boundary loadings and body forces for which the proposed approach is
suitable can be defined as follows:

1. The amplitudes of boundary loadings and body forces complying with
the assumption of linear viscoelasticity must be such that the resulting
microscopic and macroscopic strains are small and no geometrical and
mechanical nonlinearities occur.

2. The frequencies of boundary loadings and body forces compatible with
the scale separation requirement must be such that the typical length
scale of the inhomogeneities in a representative volume element is small
with respect to the typical wave length of the boundary loadings and
body forces.

3. In the case of oscillatory loads, special numerical treatments are in gen-
eral necessary for a high frequency due to the implicit time-stepping
procedure at the macroscopic scale described in section 3.2. As the
method operates in the time domain, a high frequency may entail very
small time steps at the macroscopic scale. This issue is however not
specific to the present method but to any numerical procedure operat-
ing in the time domain.

4. Numerical examples

In this section, the accuracy, efficiency and memory requirements of the
method elaborated in the present paper are tested. First, one-scale calcula-
tions are performed to test the results of the proposed homogenization proce-
dure for some arbitrary time-dependent loadings applied to the RVE. Second,
two-scale examples in 2D and 3D are presented. Two different RVE with very
distinct morphological characteristics are studied, as depicted in figure 5: an
RVE with a single elliptical inclusion yielding an effective anisotropic behav-
ior and an RVE with many randomly distributed inclusions leading to an
isotropic effective behavior. The constitutive laws of the phases are taken
to comply with the generalized Maxwell model. The numerical values of the
relevant material parameters will be specified in each example.
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4.1. One scale numerical tests

4.1.1. RVE containing an elliptical inclusion

a) b)

Figure 5: a) Mesh and geometry of the RVE containing one elliptical inclusion; b) Geom-
etry of the RVE containing 100 circular inclusions.

The RVE of figure 5 a) consists of an elliptical inclusion embedded in a
unit square domain, the semi axes of the ellipse being equal to ra = 0.45
and rb = 0.1. The objective of this first test is to compare the effective
response of the RVE computed through the proposed method with the one
obtained by directly employing FEM. A conforming mesh of 1264 linear
triangles is used. The material forming the matrix is linearly viscoelastic and
isotropic while the inclusion is linearly elastic and isotropic. More precisely,
the matrix is described by a generalized Maxwell model with one elastic
branch and 5 spring-dampers branches (see figure 2). The numerical values
of the corresponding material parameters are given in Table 1, where the
indices i and m refer to the inclusion and matrix, respectively.

We apply the procedure described in section 3.1 so as to compute the
macroscopic relaxation tensor. Some components of the latter are depicted
in figure 6 a).

Next, we impose strain ε(t) on the boundary of the RVE and compute
σ̄ij(t) by using the FEM and proposed method. Periodic boundary condi-
tions (13) are prescribed by means of Lagrange multipliers. The results are
compared and presented in figure 8. In this figure, we have ε(t) = F (t)εA

with ε
A given by
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Table 1: Material parameters of viscoelastic phases in RVE of example 4.1.1.

Matrix parameters
E∞,m (MPa.days) 13909
ν∞,m 0.256
Ee

m (MPa.days) 231 322 425 630 577
νe
m 0.1 0.2 0.3 0.1 0.25

Ev
m (MPa.days) 201200 255500 348900 503000 657700

νv
m 0.1 0.2 0.3 0.1 0.25

Inclusion parameters
Ei (MPa) 2398400
νi 0.28
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Figure 6: Some components of the macroscopic relaxation tensor for a) the RVE containing
one elliptical inclusion; b) the RVE containing 100 inclusions.
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ε
A =





3 2 0
2 2 0
0 0 0



 10−3 (63)

and F (t) taken to be first the time-dependent sinusoidal function

F (t) =
1

2

(

1 + cos

(

t

500

))

(64)

and then the function

F (t) =
1

2

(

1 + (−1)⌊
t

500⌋
)

(65)

where ⌊x⌋ denotes the floor function, i.e. the greatest integer less than or
equal to x. The function F (t) is plotted in figure 7. We observe a very good
agreement between the solution given by our approach and the reference
(direct FEM) solution in each case.

4.1.2. RVE containing 100 circular inclusions

The objective of this example is to demonstrate the capability of the
method to handle complex microstructures. Here we consider the RVE of
figure 5 b) containing 100 inclusions embedded in a unit square domain. The
radii of the inclusions are randomly generated with a uniform probability
distribution between rmin = 0.0193 and rmax = 0.0595. The volume fraction
of inclusions is f = 0.4425. The positions of inclusions centers are randomly
generated with a uniform probability law and a non penetration constraint.
In this example, both the matrix and inclusion phases are linearly viscoelastic
and isotropic. The matrix is characterized by the Maxwell generalized model
with an elastic branch and 5 spring-dampers, and the inclusions are described
by the one with 4 spring-dampers (see figure 2). The numerical values of the
material parameters are indicated in table 2.

The RVE is meshed with 109948 linear triangular elements. Some com-
ponents of the macroscopic relaxation tensor are shown in figure 6 b). As in
the previous test, different time-dependent loadings are prescribed with

ε
A =





4 2 0
2 6 0
0 0 0



 10−3. (66)

Figure 9 shows the results given by our method and a direct FEM. Again,
very good agreement is observed for each choice of F (t).
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Table 2: Material parameters of viscoelastic phases in RVE of example 4.1.2.

Matrix parameters
E∞,m (MPa.days) 13909
ν∞,m 0.256
Ee

m (MPa.days) 2310 3220 4250 6300 5770
νe
m 0.1 0.2 0.3 0.1 0.25

Ev
m (MPa.days) 201200 255500 348900 503000 657700

νv
m 0.1 0.2 0.3 0.1 0.25

Inclusion parameters
Ee

i (MPa) 89000
νe
i 0.15

Ee
i (MPa) 584 689 752 880

νe
i 0.12 0.25 0.32 0.18

Ev
i (MPa) 60000 105000 144000 186000

νv
i 0.2 0.12 0.1 0.22
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Figure 9: Comparison between the proposed method and a direct FEM calculation for
the test of RVE containing 100 inclusions: a) F (t) = 1
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50 )); b) F (t) = 1

2 (1 +
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t

500
)⌋).

25



L

q

B

A

(a) (b)

Figure 10: Two-scale analysis of a 2D beam structure: geometry and boundary conditions;
a) and b) represent the different type of RVE related to the microstructure.

4.2. Two scales analysis

The purpose of this example is to compute the response of a beam com-
posed of a linearly viscoelastic heterogeneous material. The geometry and
boundary conditions of the problem considered are shown in figure 10. The
beam is subjected to a permanent loading q = 0.1 MPa/m on the upper sur-
face. The dimensions of the beam are L = 10 m and B = 1 m. The domain
is meshed with triangular elements. The beam response will be calculated
by the algorithm presented in section 3.4. As no analytical solution exists for
such a problem, we have constructed a reference solution by applying a mul-
tilevel Finite Element Method (FE2) [4] where the stress-strain relationship
is determined at each integration point of the macroscopic mesh through a
local FEM computation. For comparison, the time step is the same for both
methods. Two microstructures of RVE will be analyzed ((a) and (b) in figure
10), corresponding to those studied in the previous examples.

4.2.1. RVE containing one elliptical inclusion

In this case, the RVE contains an elliptical inclusion as in example 4.1.1.
The time-dependent vertical displacement due to the permanent loading q is
computed for point A (see figure 10). Results are presented in figure 11. We
define a relative error e1 as
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Figure 11: Two-scale beam example with an RVE containing one inclusion: a) vertical
displacement of a point in the structure; comparison between the proposed method and a
reference (FE2) solution; b) plot of the relative error e1(t) during the simulation

e1 =

∣

∣

∣
u
(y)
A (t)− u

(y)
A,FE2(t)

∣

∣

∣

∣

∣

∣
u
(y)
A,FE2(t)

∣

∣

∣

. (67)

where u
(y)
A and u

(y)
A,FE2 are the vertical displacements of point A delivered by

the proposed and FE2 methods, respectively. A macroscopic mesh with 300
triangular elements is used, and the macroscopic time step is ∆̄t = 20 days.
Results are provided in figure 11 b), showing that the error remains relatively
small during the whole simulation time.

Let h be a characteristic element size of the macroscopic mesh. The
convergence of the proposed method versus h is analyzed. We depict, in
figure 12 a), the vertical displacement u

(y)
A (t) of point A for different mesh

refinements. The reference solution is obtained with the proposed method
and a very fine mesh (href = 1/100 m). The convergence is observed. To
study the convergence of the solution with respect to h and ∆̄t, we define
the relative error e2(h, ∆̄t) as:

e2(h, ∆̄t) =

∫ T

0

∣

∣

∣u
(y)
A (t)− u

(y)
A,ref (t)

∣

∣

∣ dt

∫ T

0

∣

∣

∣
u
(y)
A,ref (t)

∣

∣

∣
dt

. (68)

In figure 12 b), e2(h) is plotted for a constant ∆̄t = 10 days. The total
simulation time is T = 2000 days. The macroscopic mesh convergence is
clearly observed.
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Figure 12: Two-scale beam example with an RVE containing one inclusion: a) convergence
of the solution (displacement of point A in the structure) for different mesh sizes h; b)
relative error e2 with respect of the mesh size h for a constant ∆̄t.

To study the convergence of the proposed method with respect to the
macroscopic time step ∆̄t, we now take a constant h and compute the solution
and e2 for different ∆̄t. Convergence results are provided in figure 13 with
h = 1/4 m and ∆̄tref = 0.5 days.

As expected, FE2 calculations carried out to provide a reference solution
are extremely time-consuming. For this reason, we did not examine the
convergence of the solution with respect to h and ∆̄t for the FE2 method.

In the following, we analyze the memory requirements of the proposed
approach. In figure 14, the consumed memory of the two-scale simulation in
question is plotted versus ∆̄t for FE2 and the proposed method. The beam
comprises 500 elements, and the RVE is meshed with 1264 elements. In the
total memory, the main part is occupied by the strain and stress histories
in all elements and by internal variables in the case of FE2. The memory
required to store the stiffness matrix is negligible in comparison. We observe
that, beyond a given time step ∆̄t, the proposed method allows saving a lot
of memory. For example, taking an error e2 ≤ etol = 10−6 corresponding to a
time step ∆̄t ≥ 2.5 (see figure 13 b)) is sufficient for the proposed approach
to be advantageous over FE2.

The comparison of the computation times is also shown in table 3 where
h is the mesh size at the macroscopic scale, T is the maximum simulation
time, Tmi is the time necessary for constructing the data base related to
Γ̄ijkl(t) from microscopic calculations on the RVE ( see section 3.4.1), Tma is
the time of the macroscopic structure calculation. For the proposed method,
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Figure 13: Two-scale beam example with an RVE containing one inclusion: a) convergence
of the solution (displacement of a point in the structure) for different macroscopic time
steps ∆̄t; b) relative error e2 with respect to ∆̄t for a constant mesh size h.

the total computation time including preliminary calculations and structure
calculation is given by T tot = Tmi + Tma. For FE2 method, the computation
time is denoted by T tot

FE2 . We can note that time saving ranges between 65
and 332.

Table 3: Computation times of proposed method and FE2 for 2-D beam.

Example ∆̄t h T Tmi Tma T tot T tot
FE2

T tot

T tot

FE2

(d) (m) (d) (min) (min) (min) (min)

4.2.1 2.30 0.2500 3240 4.1 10.0 14.1 914 65.11

4.2.1 23.20 0.2500 3240 0.5 0.8 1.3 91 68.45

4.2.1 10.00 0.0625 2000 1.0 4.8 5.8 1406 243.79

4.2.1 10.00 0.0256 2000 1.0 19.6 20.6 6846 332.34

4.2.2 3.130 0.2500 3240 350.0 6.5 356.5 76430 214.41

4.2.2 31.26 0.2500 3240 35.7 0.6 36.3 7709 212.38

4.2.2. RVE containing 100 circular inclusions

Here the same two-scale problem as in the foregoing example is analyzed
but the RVE contains 100 circular inclusions. The beam is meshed with

29



log10( t)D

M
em

o
ry

 r
eq

u
ir

in
g

 (
G

b
)

-1.5 -1 -0.5 0 0.5 1

0

0.2

0.4

0.6

0.8

FE2

Proposed method

Figure 14: Two-scale beam example with an RVE containing one inclusion: memory
required for the whole simulation versus macroscopic time step ∆̄t.

300 linear elements. The same parameters as in the previous example are
adopted. Results are presented in figures 15, 16, 17 and 18. Though the
microstructure is much more complex than in the previous example, very
good accuracy and convergence are noticed. The same conclusions also hold
concerning memory requirements.

4.3. Three-dimensional dam

In this example, a 3D dam model is studied. The objective is to determine
the creep of the dam subjected to water pressure. The problem geometry is
depicted in figure 19. The dam dimensions (see figure 19 b)) are such that
b1 = 1.5 m, b2 = 3 m, H = 10 m and l = lBM = 20 m. The sides BCDE,
MNPQ and CDPQ are blocked. The water pressure varies linearly from
0 at the top to qgH at the bottom of the dam with q = 1000 kg/m3 and
g being the acceleration of gravity. The water pressure is prescribed on the
side BCQM . Three different meshes are considered to study the convergence,
containing 3370, 28181 and 435661 tetrahedra elements, respectively.

The material is heterogeneous and characterized by an RVE shown in
figure 20. This RVE contains eight 1/8 spheres located at the 8 corners and
one sphere positioned at the center of the cube. The radius of the spheres is
0.4 L, L being the side length of the cube. The inclusion volume fraction is
0.5362. Both the matrix and inclusion materials are assumed to be isotropic.
The matrix is viscoelastic with five Maxwell-elements and one elastic element
(see figure 2). The inclusions are elastic. Their material parameters are
provided in Table 4. A conforming mesh with 2561 linear tetrahedra is used
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Figure 15: Two-scale beam example with an RVE containing 100 inclusions: a) vertical
displacement of a point in the structure; comparison between the proposed method and a
reference (FE2) solution; b) plot of the relative error e1(t) during the simulation
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Figure 16: Two-scale beam example with an RVE containing 100 inclusion: a) convergence
of the solution (displacement of point A in the structure) for different mesh sizes h; b)
relative error e2 with respect of the mesh size h for a constant ∆̄t.
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Figure 17: Two-scale beam example with an RVE containing 100 inclusion: a) convergence
of the solution (displacement of a point in the structure) for different macroscopic time
steps ∆̄t; b) relative error e2 with respect to ∆̄t for a constant mesh size h.

Table 4: Material parameters of the phases in the RVE for the 3D example.

Matrix parameters
E∞,m (MPa.days) 13909
ν∞,m 0.256
Ee

m (MPa.days) 6930 9660 12750 18900 17310
νe
m 0.1 0.2 0.3 0.1 0.25

Ev
m (MPa.days) 2012000 2555000 3489000 5030000 6577000

νv
m 0.1 0.2 0.3 0.1 0.25

Inclusion parameters
Ei (MPa) 1098400
νi 0.28

for discretization of the RVE.
As in previous examples, we use the proposed multiscale procedure and

the FE2 method. We analyze the y-component of displacement vector for
point A located at the middle of segment BM in figure 19. The corresponding
results are provided in figure 21 a). A very good agreement is noticed between
both methods. Figure 21 b) shows relation between the relative error e1
defined in (67) and the time steps ∆̄t. For this comparison, we have chosen
the same time steps at the macro-scale and at the micro-scale.

The convergence of the solution versus the macroscopic time step is ana-
lyzed in figure 22. The reference solution is delivered by the present approach
for a very small time step ∆̄tref = 3 days.
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Figure 18: Two-scale beam example with an RVE containing one inclusion: memory
required for the whole simulation versus macroscopic time step ∆̄t.

H

q.g.H

Figure 19: a) Three dimensional dam b) Transversal section of the dam and water pressure
distribution.

The convergence analysis with respect to the macroscopic mesh size h is
also carried out and illustrated in figure 23.

The memory requirements for both methods are presented in figure 24.
For log10(∆̄t) ≥ 1, i.e, e2 ≥ 10−6 in the figure 22 b), the proposed method
entails much less memory than FE2. The comparison of the total computa-
tion times of both methods is shown in the table 5 where Nmi and Nma are
the numbers of elements of the meshes at the microscale and macroscale. As
compared to FE2, the proposed method gives a computational time saving
ratio of the order of several hundreds.
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a) c)b)

Figure 20: a) RVE related to the dam material, containing one spherical inclusion and
eight 1/8 spherical inclusions; b) inclusions; c) 3D mesh.
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Figure 21: Two-scale 3D dam example: a) y-displacement of a point in the structure;
comparison between the proposed method and a reference (FE2) solution; b) plot of the
relative error e1(t) during the simulation.
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Figure 22: Two-scale 3D dam example: a) convergence of the solution (displacement of
point A in the structure) for different ∆̄t with T = 7650 days; b) relative error e2 with
respect of ∆̄t.
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Figure 23: Two-scale 3D dam example: a) convergence of the solution (displacement of a
point in the structure) for different meshes with a constant microscopic time steps ∆̄t=36
days; b) Illustration of the deformed structure (magnified displacements).
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Figure 24: Relation between the memory requiring and the macroscopic time step ∆̄t.

Table 5: Computation time of proposed method and FE2 for 3-D dam.

∆̄t Nma Nmi T Tmi Tma T tot T tot
FE2

T tot

T tot

FE2

(d) (d) (min) (min) (min) (min)

36 3370 2561 7650 3.21 5.95 9.15 2840 310

36 6865 8117 7650 20.58 10.25 30.83 6342 206

5. Conclusions

We have presented in this work a multiscale method for computing the
response of structures made of heterogeneous viscoelastic materials. Unlike
the methods based on the Laplace transform, the present one operates di-
rectly in the time domain. It also avoids the use of macroscopic internal
variables and nested numerical solvers at the micro and macro scales. The
method comprises two steps. First, finite elements computations are carried
out on an RVE model characterizing the microstructure. The components of
the effective relaxation tensor are sampled for different snapshots in the time
domain. In the second step where macroscopic structure calculations are per-
formed, the effective constitutive law is expressed as a convolution product,
involving the computed relaxation tensor, and an interpolation procedure
is employed to numerically evaluate the convolution integral. The method
elaborated decouples analyses at the different scales: once the data related
to the effective tensor are computed and stored, structure calculations can
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be carried out without solving again the problem on the RVE. Finally, im-
plementation of this method is simple, entailing only classical implicit time
stepping algorithms. The different numerical examples studied have demon-
strated the robustness, efficiency and accuracy of our method. As compared
to direct multiscale employing nester solvers, computational gain ratios are
of the order of several hundreds.

6. Acknowledgements

The support this work enjoys from EDF is gratefully acknowledged.

7. Appendix : Relaxation tensor for the generalized Maxwell model

Here, we expose a classical method for computing the generalized Maxwell
relaxation moduli by using the Laplace transform. For the sake of simplicity,
the method will be explained in the one-dimensional context. The system
of equations associated with the generalized Maxwell model (figure 2) is as
follows:







σ∞ (t) = E∞ε (t) ,
σi (t) = Ei (ε (t)− αi (t)) = ηiα̇i,

σ (t) = σ∞ (t) +
∑N

i=1 σi (t).
(69)

In (69), σi is the stress in element i, αi is the strain related with damper i, σ
and ε denotes the overall stress and strain of the system. The dot ẋ refers to
time-derivative of x. By applying the Laplace transform to (69), we obtain:







σ∗

∞
(p) = E∞ε∗(p),

σ∗

i (p) = Ei (ε
∗(p)− α∗

i (p)) = ηipα
∗

i (p),

σ∗(p) = σ∗

∞
(p) +

∑N

i=1 σ
∗

i (p),
(70)

where p is the complex frequency. From Equation (702) we have:

α∗

i (p) =
Eiε

∗(p)

ηip+ Ei

, (71)

and the total stress can be expressed by

σ∗

i (p) =
ηipEiε

∗(p)

ηip+ Ei

. (72)
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Substituting σ∗

i (p) and σ∗

∞
(p) into Eq. (703), we obtain

σ∗(p) =

(

E∞ +
N
∑

i=1

ηipEi

ηip+ Ei

)

ε∗(p). (73)

To obtain the relaxation function of the model, we apply a macroscopic
strain ε (t) = ε0H (t). We have ε∗(p) = L {ε (t)} = ε0

1
p
with L {.} being the

Laplace transform operator. By Substituting ε∗(p) into equation (73), yields

σ∗(p) =
1

p

(

E∞ +
N
∑

i=1

ηipEi

ηip+ Ei

)

ε0. (74)

We obtain the total stress by applying the inverse Laplace transform to
Eq. (74):

σ(t) = G(t)ε0, (75)

where the relaxation modulus G(t) is expressed by

G (t) = L−1
{

1
p

(

E∞ +
∑N

i=1
ηipEi

ηip+Ei

)}

= E∞ +
∑N

i=1 Ei exp ( −t/τ i)
(76)

where τ i is the relaxation time defined by τ i = ηi/Ei.
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