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ABSTRACT

Context. HD 49434 is a bright (V = 5.m75) and multiperiodic γ Dor-type pulsator that has been selected for the asteroseismic core
programme of the CoRoT satellite.
Aims. An extensive and detailed study has been carried out to investigate the pulsational content of this object on the basis of the
136.9 d (331291 useful datapoints) time series collected by the CoRoT satellite during the long-run LRa01 (October 2007–March
2008).
Methods. The frequency analysis was carried out using the recently available software package SigSpec and Period04.
Results. The results confirm HD 49434 as a complex pulsator with a very dense pulsation spectrum. A total of 1686 significant
peaks are formally detected, essentially in the region below 15 d−1. No significant pulsation peaks are detected for frequencies higher
than 30 d−1. Solar-type oscillations are not detected in this star. The reliability of such a high number of detected peaks has been
investigated on the basis of two independent methods. As a result, we propose a total of 840 frequencies that can be assumed to be
intrinsic to the star.
Conclusions. The CoRoT mission provides very high-quality light curves and datasets, which are excellent for asteroseismic studies
of complex pulsating stars beacause they allow investigation of the frequency content down to amplitude levels of a few μmag,
unattainable with ground-based observations. In this way, hundreds of excited modes were detected in HD 49434. This is the first time
that so many frequencies have been found in a γ Dor-type pulsator.

Key words. stars: variables: general – stars: individual: HD 49434 – stars: oscillations – techniques: photometric

1. Introduction

Asteroseismic tools allow one to derive, for a low-amplitude pul-
sator, essential constraints on its internal structure, such as the
internal rotation, metallicity, location of convective zones and
core boundary. This task is achieved through determining the fre-
quency spectrum, the associated mode identification, and mod-
elling.

The primary work inherent to any asteroseismic study is to
detect frequencies from time series data. Space missions such

� The CoRoT space mission was developed and it is operated by the
French space agency CNES, with participation of ESA’s RSSD and
Science Programmes, Austria, Belgium, Brazil, Germany, and Spain.
�� Tables 2, 3, 6–9, 11–14, 16–19, and 21–23 are only avail-
able in electronic form at the CDS via anonymous ftp to
cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/525/A23

as CoRoT (Baglin et al. 2006), MOST (Walker et al. 2003),
KEPLER (Borucki et al. 1997; Christensen-Dalsgaard et al.
2008), and soon PLATO (e.g. Roxburgh et al. 2007) open a new
era in these studies. Indeed, time series of unprecedented time
span (resulting in strong damping of the aliases) and precision
(access to very low-amplitude modes) result in better defined
frequency spectra. To illustrate the power of space data in com-
parison to ground-based data, Appendix A presents the results
of simulations carried out with different examples of time series,
comparing the expected noise and significant levels.

From an extensive ground-based photometric and spectro-
scopic campaign concerning HD 49434, Uytterhoeven et al.
(2008, hereafter Paper I) performed a frequency analysis that re-
vealed at least four frequencies in the 0.2–1.7 d−1 interval, as
well as six frequencies in the 5–12 d−1 domain. Some of the
spectroscopically detected pulsation modes were identified with
degrees up to � = 8. Because two frequency domains were
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identified, corresponding to the range typical of γDor and δSct
stars, respectively, this star is a candidate for this hybrid status.
However, due to the ambiguity of the real classification of the
higher-frequency mode, and because the observed frequencies
might strongly deviate from the co-rotating ones, this hybrid
status has not been confirmed yet. It has also been suggested
that the frequency spectrum, showing large residuals after the
prewhitening of these frequencies, contained additional modes
that could not be sorted out owing to both the relatively short
timespan of the dataset and the low precision of the individual
datapoints, which are limitations inherent to ground-based ob-
servations.

The present paper deals with the frequency analysis of the
5-month long run CoRoT dataset collected for the γDor-type
pulsator HD 49434 (V = 5.m75, F1V), while forthcoming pa-
pers will concern mode identification and modelling of this star.
In Sect. 2, we present the results of the frequency analysis per-
formed on the CoRoT dataset. Section 3 deals with the reliabil-
ity of the detected peaks. The frequency spectrum is discussed
in Sect. 4. Finally, conclusions are derived in Sect. 5.

2. Frequency analysis of the CoRoT dataset

HD 49434 is the first γDoradus variable of the CoRoT as-
teroseismic core programme, and it was observed from space
from October 2007 to March 2008 (LRa01). The timespan of
the collected dataset is ΔT = 136.9 d, with a sampling rate
of 32 s. After removal of unreliable points (essentially those
flagged by the reduction pipeline), the final dataset consisted of
331 291 datapoints. The associated Rayleigh frequency resolu-
tion is (1/ΔT ) = 0.0073 d−1. The corresponding Nyquist fre-
quency, i.e. the maximum limit to investigate the possible detec-
tion of significant peaks, is fNyq = 1350 d−1.

The present analysis is performed in the CoRoT JD frame,
where the CoRoT JD corresponds to HJD 2445545.0 (January
1st, 2000 at UT 12:00:00). First, the data were detrended per-
forming a linear fit to the light curves. Long-term trends were ex-
pected due to the ageing of the CCDs (Auvergne et al. 2009). In
our analysis, a linear fit was chosen as the best option among the
possible low-order polynomial fittings. No jumps were found in
the CoRoT light curves of HD 49434. Nevertheless, an indepen-
dent analysis was also performed in Sect. 2.5. A sine-fit with a
few low-frequencies was applied for detrending the original light
curves, but no significant differences were found in the results.
Second, Period04 (Lenz & Breger 2005) was used for a pre-
liminary inspection of the periodograms and one peak close to
zero in the frequency domain ( f = 0.0049 d−1, A = 1.36 mmag)
was removed from the data. Then, the resulting residual time se-
ries was analysed using the computer program package SigSpec
(Reegen 2007).

As a further check, the 50 first peaks in the residual time se-
ries were calculated with both Period04 and SigSpec and com-
pared. The resulting peaks were identical. A similar test was
successfully carried out for the CoRoT target HD 50844 (Poretti
et al. 2009) with ΔT = 56.7 d and 140 016 useful datapoints.
In that case, Period04 was used to investigate the first 200 peaks.
The agreement between the two methods was successful for 99%
of the cases.

2.1. Spectral window

Figure 1 shows the spectral window of HD 49434, which is typ-
ical of all the targets observed by the CoRoT satellite in the

Fig. 1. Spectral window of the long-run CoRoT dataset on HD 49434.

Table 1. Main aliases in the spectral window.

Alias Amplitude
[d−1] [%]

2 fsid = 2.0 4.7
4 fsid = 4.0 0.8
fs = 13.972 3.0
fs ± fsid 8.1
fs ± 2 fsid 1.3
2 fs 7.2
2 fs ± fsid 4.0
2 fs ± 2 fsid 3.2
3 fs 5.3
3 fs ± fsid 3.6
3 fs ± 2 fsid 2.0

same run. As can be seen, the spectral window shows neither
the typical aliases at 1 d−1 nor the harmonics that are common
for ground-based data. On the contrary, all the aliases are re-
lated to effects produced by the satellite and its orbital frequency
( fs = 13.972 d−1). Their amplitudes are much lower than the
usual ones found for ground-based time series. Table 1 lists the
main aliases in the figure and their corresponding relative am-
plitudes. The alias peaks at 2.005 (=2 fsid) and 4.011 d−1 are due
to the South Atlantic Anomaly (SAA) crossing, which occurred
twice each sidereal day1.

2.2. Periodograms: region below 30 d−1

As mentioned above, mainly the program SigSpec (Reegen
2007) was used to study the pulsational content of HD 49434. In
order to avoid problems with power of frequencies close to 0 d−1,
the analysis was carried out in the range 0.05–30 d−1. In the case
of Period04, the limit commonly used to consider a peak as sig-
nificant is the amplitude signal-to-noise ratio S/N ≥ 4.0 (Breger
et al. 1993; Kuschnig et al. 1997). In the case of SigSpec, the
significance parameter is “sig” (=spectral significance), with de-
fault limit sig= 5.0. This limit is equivalent to S/N = 3.8 (and
sig= 5.46 is approximately equivalent to S/N = 4.0) (Reegen
2007; Kallinger et al. 2008). Nevertheless, we used the much
more conservative limit sig= 20.0 because the periodograms at
this stage show forests of peaks, and the corresponding S/N val-
ues, determined using Period04 on the residuals, are much lower
than expected. This is probably caused by a high number of
true peaks still remaining among the residuals in the region of
interest.

1 Because of their very low amplitudes (Table 1), aliases do not play a
big role in our study. For example, fs±1 produces an amplitude level that
corresponds to the peaks detected above the ∼1300th rank in Table 2
(i.e. amplitudes lower than 8 μmag).
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Fig. 2. Top panel: amplitude spectrum of the original data of HD 49434.
Bottom panel: amplitude spectrum after removing the first 10 main
peaks.

SigSpec computes the spectral significance levels for the dis-
crete Fourier transform (DFT) amplitude spectrum of a time se-
ries at arbitrarily given sampling. It evaluates the probability
density function (PDF) of a given DFT amplitude level analyt-
ically. Similar to Period04, the process is iterative, and when a
new peak is found, the program fits all the frequencies, ampli-
tudes, and phases detected so far, simultaneously. The main ad-
vantage of this method is that the process is fully automatic.

The limit of sig= 20 was achieved after removing
1686 peaks. This corresponds to a level of 5.4μmag for the low-
est amplitudes. The frequencies are listed in Table 2, together
with the most relevant parameters (amplitude, phase, sig, S/N,
residuals, and errorbars). Column 6 lists the S/N values corre-
sponding to each peak, calculated by Period04 on the residual
file provided by SigSpec. Each S/N value was calculated from a
box of width 5 d−1 centred on the corresponding peak, as usual
for this type of variables (Rodríguez et al. 2006a,b).

The last column of Table 2 lists the possible identifica-
tion of harmonics or combination frequencies within a range
of ±0.005 d−1. Peaks that possibly are related with the orbital
frequency of the satellite, fs = 13.972 d−1 (harmonics and side-
lobes) are also taken into account. Moreover, we have also con-
sidered the possibility of interaction of fs with peaks remain-
ing in the very low-frequency domain (lower than 0.05 d−1,
see Sect. 2.5). The main peak in this low frequency region is
fl = 0.01104 d−1 with an amplitude of 0.257 mmag. As shown
in Table 2, several peaks with very low amplitudes seem to be
produced by these last interactions. Table 3 summarizes the com-
binations successfully identified in Table 2. We considered 663
possible combination frequencies, 481 identifications were de-
tected, but only 312 of them are really independent. Moreover, a
number of them are probably only “casual coincidences”.

To improve the consistency of our analysis with SigSpec, the
original datapoints were binned every five consecutive points, re-
sulting in a new time series with 66256 datapoints. SigSpec was
used again and a new list with 1742 frequencies was obtained in
excellent agreement with the list of 1686 peaks obtained before:
we find 95% and 93% of “real” matches within a frequency error
range of 0.005 and 0.001 d−1, respectively, using the same crite-
ria as in Sect. 3.1. Elsewhere in the paper, the frequency analysis
was performed on the initial set of 331 291 datapoints.

Figures 2 and 3 show the amplitude spectra of HD 49434
at different stages of the frequency analysis. There is a dif-
ference in Y-axis scale between the two figures. In the first
two panels of Fig. 3, two clearly isolated and significant peaks

Fig. 3. Amplitude spectra of the residuals of HD 49434 at different
stages of the frequency analysis.

f320 = 12.0330 d−1 (A = 47 μmag) and f410 = 10.2540 d−1

(A = 37 μmag) are marked. The frequency f320 was already de-
tected in Paper I via spectroscopy and identified as a high-degree
mode. Note the different spectral patterns of the γDoradus star
HD 49434 and the δ Scuti star HD 50844 (Fig. 3 in Poretti et al.
2009): the spectrum of the δ Scuti star shows a step at 30 d−1,
while this step occurs below 10 d−1 for the γDoradus star. This
indicates that the two stars have different pulsational regimes.
Figure 4 shows the original light curves of HD 49434 and resid-
uals at different stages of the frequency analysis. The rms of the
residuals at the bottom panel is of 0.228 mmag.

Since this value is higher than the dispersionσ ∼ 0.12 mmag
estimated from the original light curves, we suspect that a num-
ber of peaks still remain among the residuals. Another indi-
cation of additional peaks is that the noise level in the low-
frequency domain is much larger than that in the domain where
no frequencies are expected, e.g., 1.97μmag near 5 d−1 versus
0.41μmag near 150 d−1. In the region around 50 d−1, the noise
level is slightly higher (∼0.72μmag) because of a number of
peaks related to the harmonics of the CoRoTs orbital frequency
(see Table 4). The contribution of these peaks to the noise level
is much less in the region higher than 100 d−1 (see Table 5).

2.3. Periodograms: region higher than 30 d−1

We also investigated the frequency domain above 30 d−1 (un-
til 700 d−1). In this region, the periodograms show few isolated
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Fig. 4. Example of the original light curves of HD 49434 and residuals
at different stages of the frequency analysis.

peaks well-above the white noise level. We considered iterations
until a spectral significance limit of sig= 5.5. In the interval 30–
100 d−1 and, with much lower amplitudes, a number of signifi-
cant peaks appear in the region 100–400 d−1. All these frequen-
cies can be related to high-order harmonics of fs and/or with
interactions of them with frequencies in the region <0.05 d−1; in
particular with fl = 0.01104 d−1. Tables 4 and 5 list the ten main
peaks detected in these two regions. Only one peak, seemingly
unrelated to other frequencies, is found to be significant in the in-
terval 400–700 d−1: f = 599.99 d−1 with sig= 5.8 and amplitude
of only 2.9 μmag. This peak, well below the Nyquist frequency,
is still unexplained.

Solar-like oscillations expected for a star as HD 49434
(Teff = 7300 K, M = 1.55 M�, R = 1.60 R� (Paper I))
could reach ∼16μmag in the region around 140 d−1 (Kjeldsen
& Bedding 1995). Using the scaling law of Samadi et al. (2007),
together with the new estimates of the maximum bolometric am-
plitude of the Sun (Michel et al. 2009), the expected amplitudes
for HD 49434 are around 6 μmag. However, this frequency re-
gion shows an amplitude level of about 2 μmag both in the resid-
uals and when the peaks related to fs are removed. Therefore,
solar-like oscillations are not detected in HD 49434.

2.4. Distribution of the peaks

Figure 5 shows the frequency and amplitude distributions of the
peaks detected in HD 49434. Figure 6 gives the amplitude of the

Table 4. First ten significant peaks in the region 30–100 d−1. sig = spec-
tral significance.

Peak sig A Comments
[d−1] μmag

41.9251 458.9 25.8 3 fs + fl = 41.927 d−1

41.9037 408.3 24.2 3 fs − fl = 41.905 d−1

56.8994 292.6 20.5 4 fs + 1 + fl = 56.899 d−1

54.8940 316.7 21.2 4 fs − 1 + fl = 54.899 d−1

69.8682 299.2 20.6 5 fs + fl = 69.871 d−1

40.9220 317.1 21.2 3 fs − 1 + fl = 40.927 d−1

42.9279 332.4 21.6 3 fs + 1 + fl = 42.927 d−1

54.8724 254.6 18.9 4 fs − 1 − fl = 54.877 d−1

56.8780 275.2 19.6 4 fs + 1 − fl = 56.877 d−1

69.8469 269.7 19.4 5 fs − fl = 69.849 d−1

Table 5. First ten significant peaks in the region 100–400 d−1.

Peak sig A Comments
[d−1] μmag

101.823 11.2 4.0 7 fs + 4 + 2 fl = 101.826 d−1

137.723 10.0 3.8 10 fs = 139.720 d−1

122.748 10.3 3.9 9 fs − 3 = 122.726 d−1

122.722 9.5 3.7 9 fs − 3 − 2 fl = 122.726 d−1

122.735 9.6 3.7 9 fs − 3 − fl = 122.737 d−1

137.696 9.0 3.6 10 fs − 2 − 2 fl = 137.698 d−1

152.672 8.0 3.4 11 fs − 1 − 2 fl = 152.670d −1

152.696 7.9 3.4 11 fs − 1 = 152.692 d−1

109.778 8.1 3.4 8 fs − 2 = 109.776 d−1

141.734 7.6 3.3 10 fs + 2 + fl = 141.731 d−1

peaks as a function of the frequency for different amplitude in-
tervals. The relevant peaks f68 = 9.3069 d−1, f320 = 12.0330 d−1

(already detected in Paper I via spectroscopy) and f529 =
12.5485 d−1 (detected in new spectroscopy data, Uytterhoeven
et al., in preparation), are marked. The peaks a–d are related
to fs, but f410 (mentioned above) and f702 = 13.7725 d−1 (A =
21 μmag) do not seem to be related to instrumental effects.

The first panel of Fig. 5 shows that the number of peaks in-
creases very quickly as the amplitude decreases. Only 15 peaks
are found with amplitudes higher than 0.5 mmag, but below
the threshold of about 0.2 mmag, the number of detected peaks
increases steeply in a nearly exponential way. This behaviour
agrees with what is found by Breger et al. (2005) for FG Vir, us-
ing the dataset provided by the longest ground-based photomet-
ric multisite campaign carried out to date for a δSct-type pul-
sator. However, in that case, the detection limit was only about
0.2 mmag. We used a significance threshold of sig= 20. If we
adopt the spectral significance sig= 5.5 instead, i.e. the “theo-
retical” equivalent of S/N = 4.0, about 1000 additional peaks
would be added to Fig. 5, with an amplitude level of 2.5μmag
for the lowest amplitudes.

The second panels of Figs. 5 and 6 show that the location
of the peaks in the frequency domain spread towards higher fre-
quencies. However, there are only seven frequencies higher than
15.0 d−1 that are not related to fs (see Table 2). The first of them
is f1432 with an amplitude of 7.1 μmag.

2.5. Comparison with Period04 analysis

To improve the results obtained with SigSpec, the whole data
set was reanalysed with the Period04 software. The analysis
was performed up to 500 frequencies from 0 to 30 d−1 with,
each 100 frequencies, extension of the frequency domain at
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Fig. 5. Amplitude (top panel) and frequency (bottom panel) distribu-
tions of the peaks detected in HD 49434.

up to 200 d−1. After 500 frequencies, the residual is equal to
0.3685 mmag compared to 0.432 mmag derived from the 500
first SigSpec frequencies. This significant drop of the residual
signal is probably caused by additional low frequencies between
0 and 0.05 d−1. The SigSpec analysis considered only the range
0.05–30 d−1. Indeed, comparing the two frequency sets, five ad-
ditional frequencies between 0 and 0.05 d−1 are detected with
Period04. Comparing the results from the two methods, 461
Period04 frequencies are found in the first 500 SigSpec fre-
quencies, 484 within the first 600 SigSpec frequencies. All 495
frequencies between 0.05 and 30 d−1 derived by Period04 are
also present among the 1686 SigSpec frequencies. Since there
is no significant difference between the two frequency analy-
sis methods, and considering the difficulty of computing each
frequency with Period04 manually, the analysis was only per-
formed up to the first 500 frequencies. However, considering the
lower residual found with Period04, the original data set was
prewhitened with the five additional frequencies found between
0 and 0.05 d−1. Then, the 1686 SigSpec frequencies were im-
posed in Period04. The resulting residual is only 0.1655 mmag,
compared to 0.228 mmag obtained with SigSpec. A further fre-
quency analysis showed additional low frequencies. After a
prewhitening with 13 of these low frequencies, the residual in
Period04 falls to 0.1484 mmag.

We cannot be certain that the frequencies obtained from the
Period04 software (after the first 500 ones) would have been ex-
actly the same as the 1686 obtained from the SigSpec software.
Indeed, whereas results are very close for the first 500 frequen-
cies, eventual accumulation of small differences in the iterative
process could lead to a slow divergence for the whole list of

Fig. 6. Amplitude of the detected peaks as a function of frequency for
different intervals of amplitude in the region 0.05–18 d−1. The peaks a–
d are related to fs: a = f504 = fs − 1 − fl, b = f636 = fs − 1 + fl,
c = f572 = fs + 1 + fl, and d = f634 = fs + 1 − fl.

used frequencies. However, the difference between both meth-
ods, based on the same Fourier algorithm, should be negligible.

3. Reliability of the detected frequencies

The list of the 1686 “formally” significant peaks presented in
Table 2 is based on the frequency analysis carried out using
SigSpec, with sig= 20 as significance threshold. As said above,
this is a very conservative limit compared to sig= 5.5 proposed
by Reegen (2007) as “theoretically” equivalent of S/N = 4.0.
However, when using Period04 (Breger & Lenz 2005) to calcu-
late the S/N value for each peak, the last 300 peaks of Table 2
do not satisfy the S/N >∼ 4.0 criterion. This can be explained
by the presence of many additional peaks in the residuals, which
causes the noise level to increase and the S/N values to decrease.
Consequently, the criterion to define the noise level should be
adapted to both the method and the dataset considered.

In a first attempt to evaluate the reality of the 1686 formally
significant peaks, we use a simple and conservative procedure:
we take out the peaks that do not satisfy the limit of S/N ≥ 4.0.
This reduces our set of frequencies by about 300 peaks. Then,
we use the residuals corresponding to this set and recalculate
the noise level and S/N values corresponding to each peak. A
new set of “not significant peaks” appears. We repeat the pro-
cess until all the peaks are significant. However, our final set of
“significant” peaks is reduced to less than 100, whereas the real
number of peaks is obviously much higher.

This means that we need a different approach to evaluate the
reliability of our set of frequencies. The way to confirm a peak
as a true pulsation peak is the following. First, the peak must
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be present in the spectrum of the whole dataset and not induced
by the frequency analysis method (true peak). Second, the peak
must be intrinsic to the star and not an artifact of the reduc-
tion procedure (real peak). Third, the nature of the peak must
be evaluated: related or not to pulsation. The last point is beyond
the scope of this work, but some suggestions are given below in
Sect. 4. We restrict this discussion to the two first items.

3.1. Reliability of true peaks

To evaluate whether a peak is a true peak, we compare the re-
sults obtained from the same dataset with different methods.
Such a comparison has already been carried out for other CoRoT
targets with very satisfactory results. In the case of HD 50844
(Poretti et al. 2009), the results from SigSpec were checked
with those obtained using the iterative sine-wave fitting (Vaniček
1971) routine. The agreement was excellent (99% agreement for
the first 500 peaks). Here, the comparison between SigSpec and
Period04 (Sect. 2.5) leads to similar conclusions. This suggests
that the great majority of the peaks in Table 2 are “true peaks”,
and really exist in the spectrum of the whole HD 49434 dataset.

3.2. Reliability of real peaks

A true peak might be intrinsic to the star or an artefact of the re-
duction procedure. Indeed, inaccuracies in the reduction proce-
dure can produce distortions in the light curves leading to “false”
peaks in the spectra. In SigSpec, or any other automatic program
package, any significant peak is interpreted as a “real” peak.

To investigate the nature of the true peaks, we compared the
results obtained from the analysis of two independent data sub-
sets S1 and S2 extracted from the whole dataset W. By construc-
tion, S1 consists of the first part of the HD 49434 CoRoT run,
from day 0.0 to 70.0 with 166089 datapoints, while S2 consists
of days 70.0 to 136.9 with 165202 datapoints. S1 and S2 were
analysed in the same way as the whole dataset W, using SigSpec
with iterations until the limit of sig= 20.0 was reached.

The results are listed in Tables 6 and 7 with the same format
as Table 2. Now, the number of significant peaks is reduced to
978 and 896 for S1 and S2, respectively. This reduction relative
to the 1686 peaks presented in Table 2 can be explained in terms
of a higher noise level (by a factor ∼√2) and a poorer frequency
resolution (by a factor of 2) than for the whole dataset.

The reliability of the different peaks detected in S1, S2, and
W is evaluated using two different and independent methods.
First, a comparison of the corresponding three frequencies per
resolution bin, the “matching frequency” (mf) method. Second,
a comparison of the phases derived from a sine-fit associated to a
given frequency in the different datasets, the “phase constancy”
(pc) method.

3.3. The matching frequency method

We first considered the results obtained from S1 and S2. Two
peaks are considered “a match” when they differ less than
0.005 d−1 (Table 8) or 0.010 d−1 (Table 9) in the two datasets.
The 0.005 and 0.010 d−1 values have been chosen in order to
surround the Rayleigh frequency (0.073 d−1). After inspection of
the frequency lists resulting from S1 and S2, we conclude that an
appropriate length for the bins is about 0.005 d−1. Nevertheless,
we also found that a number of pairs of peaks with differences
larger than 0.005 d−1, but closer than 0.010 d−1, can also be con-
sidered as the same peak. Both criteria are more restrictive than

Table 10. Summary of matching frequencies between the peaks ob-
tained in the analysis of S1 and S2, where the last column refers to the
“probable” coincidences among the first 300 peaks.

Range Total Real Casual? Probable 300
[d−1]

0.005 772 183 151 334 146
0.010 1468 282 257 539 207

the corresponding associated Rayleigh resolutions (0.0143 and
0.0149 d−1 for S1 and S2, respectively).

To consider matching frequencies as “real”, we also require
that the two peaks must satisfy two other conditions: a) the or-
der of detection in the two lists must be close enough and b) the
amplitudes must be similar2. If two peaks satisfy these two con-
ditions, the matching frequency is considered as “real”; if not, it
is considered as “casual”. We also define an intermediate level
as “casual?” (see last column of Tables 8 and 9).

Results are summarised in Table 10, where “probable”
means “real” or “casual?”. Thus, 334 (resp. 539) “probable”
coincidences are found between S1 and S2, assuming an er-
rorbar of 0.005 d−1 (resp. 0.010 d−1), which are considered as
“real peaks”, hence intrinsic to the star. The last column refers to
the number of “probable” matching frequencies among the first
300 peaks. Obviously, a few remaining peaks associated to the
satellite orbital frequency must be removed from both datasets.

We now compare S1 and S2 with the dataset W. Results
are listed in Tables 11 to 14. The former (latter) two ta-
bles give the matching frequencies within a range of 0.005 d−1

(0.010 d−1). Results are summarised in Table 15. The last column
refers to “probable” coincidences among the first 300 peaks.
Interestingly, the results for the two subsets are very similar. This
indicates a very good consistency in both the datasets and the
method used for the analysis.

As seen in Table 15, 646 (66%) “probable” matching fre-
quencies are found between S1 and W, and 600 (67%) for S2
and W, if we assume an errorbar of 0.005 d−1. The correspond-
ing values largely increase up to 871 (89%) and 790 (88%), re-
spectively, if we consider a range of validation of 0.010 d−1, or
93%, for both subsets and the first 300 peaks.

Finally, we selected from Tables 11 and 12 frequencies that
are not obviously linked to the satellite orbit. Only the “real”
and “casual?” cases were considered. In addition, when more
than one of these frequencies were within a given bin, only the
frequency corresponding to the largest amplitude was retained.
The resulting frequency list, the final result of the mf method, is
given in Table 23, which has the same format as Tables 11 and 12
with an additional column mentioning if the retained frequency
was also selected from the pc method (see Sect. 3.2). Therefore,
281 frequencies result from the mf method, which is a very poor
number compared to the initial 1686 frequencies that were de-
tected.

2 In some cases the comparison of both subsets suggests the pres-
ence of amplitude variations during the 150 d CoRoT run. For in-
stance, the ground-based detected frequency F7 = 5.583 d−1, identified
in the CoRoT dataset as f65 = 5.5838 d−1 (A = 0.139 mmag), corre-
sponds to f41 = 5.5862 d−1 (A = 0.215 mmag) in subset S1 and as
f213 = 5.5837 d−1 (A = 0.058 mmag) in subset S2. However, the ap-
parent amplitude modulation might be a by-product of the frequency
analysis: because both subsets do not have the same global multi-beat
phases, any algorithms will modify the relative importance of any fre-
quency peak.
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Table 15. Summary of the matching frequencies detected in the S1 and
S2 subsets versus the whole dataset W within a range of 0.005 and
0.010 d−1.

Subset Range Total Real Casual? Probable 300
[ d−1]

S1 0.005 1416 219 427 646 231
S2 0.005 1319 211 389 600 223
S1 0.010 2701 301 570 871 278
S2 0.010 2430 280 510 790 279

Table 20. Peaks detected in subset S1 (or S2), but not in the whole
dataset W. The last column refers to the first 300 peaks.

Subset Range Number 300
[ d−1]

S1 0.005 98 6
S2 0.005 70 1
S1 0.010 17 0
S2 0.010 19 0

How can we explain the frequency peaks that do not appear
simultaneously in the spectra of the two data subsets? We can
distinguish two types: peaks that appear in either S1 or S2, but
also in the whole dataset W, and peaks detected in either S1 or
S2, but not in the whole dataset. A possible explanation for the
first type is that they are related to frequencies that show ampli-
tude and/or phase variations with short timescales (up to weeks),
which produce different peak strengths at different epochs. The
second type might be explained in terms of short-term, low-level
inaccuracies, introduced by the reduction procedure or instru-
mental effects, which lead to distortions in the light curves and
even to fictitious peaks in the spectrum.

On the other hand, we can also analyse the differences be-
tween peaks detected in S1 or S2 and the W dataset, Tables 16
and 17 (resp. 18 and 19) list the differences for S1 and S2
within a range of 0.005 d−1 (resp. 0.010 d−1). The results are
summarised in Table 20. It is shown that there is a number of
peaks in the subsets that are not found in the W dataset. However,
this number largely decreases when we increase the range of va-
lidity from 0.005 to 0.010 d−1. Moreover, the results are excel-
lent if we only consider the first 300 peaks.

Nevertheless, we feel that the frequency resolution ΔF =
1/ΔT of the present dataset can be an important source of
misidentifications. In the present case, ΔF = 0.0073 d−1 and 777
frequency pairs are found closer than ΔF among our 1686 peaks
(and 307 ones among the first 1000 peaks). The situation will
not be so drastic in the case of a typical δ Sct pulsator where
the frequency range for detection of excited modes is much
larger. In the case of HD 49434, this problem might largely be
improved if the timespan is increased up to, for example, two
years. If ΔF = 0.0014 d−1, only 25 close pairs exist among the
first 1000 peaks. Table 21 lists the uncontaminated peaks for
HD 49434 assuming ΔF = 0.0073 d−1.

3.4. The phase constancy method

The above results suggest that several hundred detected peaks
are intrinsic to the star. Nevertheless, the peak density between
0.05 and 4 d−1 is so high that there is a high probability of find-
ing two frequencies closer than 0.010 d−1 in S1 and S2 and even
closer than 0.005 d−1. In the previous section, the discrimination
relied mainly on the amplitude values associated to each fre-
quency present in the different subsets. Unfortunately, amplitude

Fig. 7. Histogram of the phase differences Δϕn = |ϕS 1
n −ϕS 2

n | correspond-
ing to the frequency n between the two subsets S1 and S2.

variations have been detected in many pulsation stars due either
to intrinsic variations or the beat phenomenon. From the study of
an artificial dataset having similar characteristics as the CoRoT
dataset, containing several hundred frequencies, we found large
differences between the equivalent S1 and S2 subsets. Thus, it
may be that many rejected frequencies from the mf method can
actually be real.

In the following, we used another method based on the hy-
pothesis that an intrinsic frequency keeps the same phase value
ϕ in each subset. We imposed the 1686 frequencies on the two
subsets S1 and S2 with the Period04 software (Lenz & Breger
2005). To avoid accumulative errors from too many cycles, the
date of the first observation was used as time reference T0. The
phase difference Δϕn = |ϕS 1

n − ϕS 2
n | was computed for each fre-

quency n. Figure 7 shows the histogram of the phase differences.
It becomes immediately clear that most of the phase differences
are relatively small, implying that most of the frequencies are
real (according to our hypothesis). A total of 1235 frequencies
have a phase difference smaller than 0.1 P and 762 smaller than
0.05 P, where P is the period value associated to the frequency
used in the sine fit. Two groups can be distinguished when ex-
amining the frequencies with large phase differences: a group
of very low frequencies, corresponding to trends in the CoRoT
observations, and a group of low amplitude frequencies located
close to (i.e., inside the Rayleigh criterion) larger amplitude fre-
quencies. Therefore, the pc method automatically rejects the two
types of frequencies that cannot be attributed to the stellar vari-
ations. The most difficult question remains: what is the limit in
phase difference that is acceptable? Considering the phase uncer-
tainties given by Breger (2008), we obtained a 3-σ uncertainty
of 0.0651 P for the lowest amplitude frequencies. A total of 949
frequencies is thus retained within the 3-σ uncertainty. A further
inspection of this list shows that a few frequencies are so close in
value that they cannot be separated by our relatively short time
basis. They are selected by chance, their phase differences being
unexpectedly small. Frequencies obviously linked to the satellite
orbital period are also detected from this list. Finally, the retained
intrinsic frequencies, a total of 840, are provided in Table 22.

We point out that this method is very efficient in getting rid of
the CoRoT trends as well as frequencies associated to the satel-
lite orbit.
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Fig. 8. Distribution of the detected frequencies from the frequency
constancy method (upper panel) and the matching frequency method
(lower panel).

4. Discussion

A total of 1686 frequencies were detected in the CoRoT data
of the γ Dor star HD 49434 using SigSpec up to spectral signif-
icance sig= 20. The density of frequencies is very high, espe-
cially between 0 and 8 d−1. In this region, the mean separation is
equal to 0.00658 −1 which is lower than ΔF = 0.0073 −1. Among
the 1686 frequencies, 777 pairs of frequency are closer than ΔF,
so the number of separate frequencies falls down to 909. To ver-
ify the reality of this large amount of frequencies, we used two
different methods, both based on the division of the whole data
set into two equivalent subsets S1 and S2.

The first method, the mf method, is based on the hypothesis
that the amplitude of a given frequency is relatively constant dur-
ing the observing run. The advantage of this method is that we
perform an independent frequency analysis on the two subsets.
The inconvenience is that since S1 and S2 have a timespan half
as long as the whole dataset, the width of the peaks doubles and
the number of detected peaks decreases by a factor of 2. Another
problem is that beating effects produce artificial amplitude vari-
ations that lead to the rejection of real frequencies. The first ten
peaks coincide almost perfectly in the different datasets. Then,
the amplitude decreases and the peak density increases, which
makes it more and more difficult to decide which frequencies
coincide. Finally, the result of the mf method consists of a list
of 281 frequencies (Table 23) common to the two data sets and
separated by more than 0.005 −1.

The second method, the pc method, is based on the hypoth-
esis that the pulsation phase is constant during the whole ob-
serving period for any intrinsic frequency. The advantage of this
method is that all the 1686 frequencies are tested. The inconve-
nience is that a few false frequencies are accidentally retained,
if they by chance have small phase differences. Using the 3-σ
criterion, the pc method results in a list of 949 frequencies. An
important by-product of this method is the identification and re-
moval of most of the frequencies corresponding to trends or har-
monics and aliases of higher amplitude peaks. The frequencies
closer than 0.005 −1 to a larger amplitude frequency, as well as
frequencies close to harmonics of the orbital frequencies, are re-
jected. The final list includes 840 frequencies considered as in-
trinsic to the star (Table 22). Figure 8 summarizes the two lists
of frequencies provided by both the mf and the pc methods.

Fig. 9. Periodogram obtained from the residuals after prewhitening of
1686 detected frequencies using sig= 20. The red line represents the
average considering an arbitrary frequency bin of 2 d−1.

From the results presented above, it is evident that a large
part of the significant peaks are intrinsic to HD49434, as they do
not seem to depend on the frequency-analysis method used, nor
are a consequence of instrumental effects or artifacts producing
distortions in the light curves and fictitious peaks in the spectra.

What is the nature of the detected peaks? Do all these peaks
correspond to an excited pulsation mode? If so, we are detecting
photometrically excited modes corresponding to high (or very
high)-degree �-modes. In fact, modes up to � = 14 have been
successfully photometrically detected in the CoRoT dataset of
the multiperiodic δ Sct target HD 50844 (Poretti et al. 2009).
Moreover, Figs. 5 and 6 suggest that the threshold for such de-
tections is about 0.2 mmag. This agrees with the results for
HD 50844 or for the δ Sct-type pulsator FG Vir by Breger et al.
(2005). It seems that the number of detected peaks highly in-
creases in a near exponential way below this limit. This confirms
the results of Daszyńska-Daskiewicz et al. (2006), who predict
that high-degree �-modes can be detected in high-accuracy pho-
tometric datasets, as the amplitude contrast is enhanced.

An important criterion concerns the definition of the spec-
tral significance. We found 1686 peaks when assuming the
limit sig= 20. The periodogram of the residuals after prewhiten-
ing 1686 frequencies is given in Fig. 9. Obviously, we did not
deal with white noise, and frequencies still remain in the low-
frequency domain. Considering sig= 5.5, the number of detected
peaks increases to more than 2500. This huge amount of peaks
can be explained in different ways. a) A large fraction of the
peaks (mainly those with the highest amplitudes) are true pulsa-
tional peaks that correspond to excited modes with high-degree
�-modes. b) Some of the remaining peaks (mainly those with the
lowest amplitudes) can also be residuals, resulting from an in-
exact extraction of the high-amplitude peaks in the prewhitening
process. Consequently, later extractions of these residuals most
likely introduce numerous new low-amplitude residual peaks.

One way to investigate the genuineness of a low-amplitude
peak is to search for low-amplitude peaks before extracting the
high-amplitude ones. However, this method is limited, as it is
very difficult to investigate the existence of a peak ranked at the
low end of the list without extracting first several of its predeces-
sors. A different procedure is needed.

To test the possibility that numerous frequencies of low am-
plitude are residuals in the prewhitening process, we searched
for short-period fluctuations in the original data. To increase the
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Fig. 10. Zoom over a small region (0.1 d) of the original data set binned
over 5 points. Rapid fluctuations are easily seen.

precision of the curves, we smoothed the data with a sliding win-
dow over 5 points. In the region where the curve is relatively flat,
small and rapid fluctuations with time scales around 0.01 d and
amplitudes up to 0.2 mmag are easily seen (Fig. 10). The am-
plitudes of these irregular fluctuations are 30 times greater than
the lowest amplitude peaks found in the frequency analysis of
the global data set. These fluctuations are present everywhere in
the observations and do not seem to be an effect of the smooth-
ing. We tested different bins sizes (between 2 and 7 points) and
found that the fluctuations are always present, and that their vis-
ibility increases with the quantity of points in the considered
bin. As these fluctuations are not found in the analysis of the
global data set, we searched for them in subsets. We studied the
residuals obtained from the analysis of a subset of length 13.6 d
prewhitened with up to 200 frequencies. We binned 5 points and
searched for frequencies in the region 50–200 d−1. The highest
peaks have an amplitude lower than 5 μmag, most of them lower
than 3 μmag. When smaller parts of the set are analysed, the am-
plitude of the highest peaks increases from 8 to 15 μmag and
up to 19 to 46 μmag for subsets of length 3 d and 0.5 d, respec-
tively. A complete analysis (between 0 and 200 −1) was also per-
formed on subsets with a sampling rate of 2 s. The fluctuations
have frequencies between 30 and 120 −1, concentrated around
45–70 −1. But even with 50 frequencies, the fit remains very bad.
It is only in very small subsets (of 0.05 d) that the fit is satis-
factory: with fitting only 6 to 10 frequencies, the residuals de-
crease to 25 μmag. Clearly, we cannot represent the fluctuations
as a sum of sinusoids, as we used to do with classical pulsations.
They must be either irregular or of very short lifetime (of the
orders of a few hours).

5. Conclusions

In this work we present the results of the frequency analysis
performed on the 5-month long-run CoRoT data of the target
HD 49434. This star is a complex γDor-type pulsator with a very
dense frequency spectrum. The frequency analysis was carried
out using the computer program package SigSpec in a first step,
and the results then refined with the package Period04. We iden-
tified significant peaks that may be harmonics or combination
frequencies and frequencies of a possible instrumental nature or
related with CoRoT’s orbital frequency.

A total of 1686 significant peaks are formally detected in
the periodogram, essentially in the region below 15 d−1 using a
formal conservative limit of spectral significance sig= 20 (limit
in amplitude of 5.4 μmag). The frequency domain from 30 to

700 d−1 has also been investigated. Here, iterations were per-
formed up to spectral significance sig= 5.5 (A ∼ 3.0 μmag).
However, no significant peaks have been found in this region,
with the exception of high-order harmonics of the orbital fre-
quency fs of the satellite or interactions between fs and remain-
ing peaks in the very low-frequency domain. Solar-type oscilla-
tions are not detected in this star. Nevertheless, rapid fluctuations
are present (Sect. 4), and their lack of coherence from one day to
the next implies a very short lifetime of a few hours. Considering
different scaling laws (e.g. Chaplin et al. 2009), p-mode life-
times are a few days, hence longer than what is observed here.
Therefore, the nature of the rapid fluctuations (also present in
the CoRoT light curves of another γDoradus candidate in the
sismo-field, HD 171834, in preparation) remains unknown.

To study the reliability of such a high number of detected
peaks, two independent methods were applied: the matching fre-
quency (mf) and the phase constancy (pc) methods. After dis-
cussing the advantages and disadvantages of both methods, we
retained the results provided by the pc method, as they seem
more efficient for this case. Finally, we retained 840 peaks that
are intrinsic to the star (Table 22).

Because of the γ Dor character of this star, the main modes
are located mainly in the low-frequency region. As shown in
Fig. 6, the number of peaks at higher frequencies increase as
the amplitude decreases. The location of peaks in the frequency
domain spread towards higher frequencies, up to about 14 d−1

for a limit in amplitude of ∼5.5μmag. Some peaks exist be-
yond 15 d−1, using both mf and pc methods. Only seven peaks
are found with a frequency higher than 15.0 d−1 and not re-
lated to fs (Table 2). The one with the higher amplitude is
f1432 = 20.6992 d−1 (A = 7.1 μmag). The six other peaks are
f1488, f1510, f1570, f1584, f1631, and f1660 (four of them in the in-
terval 15.0–15.6 d−1).

The nature of the modes still needs clarification. Assuming a
pulsation constant of Q = 0.033 d (Handler & Shobbrook 2002),
the fundamental mode of HD 49434 corresponds to a frequency
of 18.4 d−1; i.e., all modes having a co-rotating frequency above
this value are p-modes. The crucial problem here is the role of
the rotation that leads to an apparent displacement of the mode
by a quantity ∝ mΩ (1 − Cn,�) at first order, where Ω is the ro-
tation frequency and Cn,� a term that depends on the structure of
the star, a good approximation being 1 for p-modes and scaling
as [�(� + 1)]−1 for g-modes. Owing to the relatively high rota-
tion of HD 49434 (v sin i = 84 km s−1, Paper I), the first-order
approximation is not justified, and a more complete treatment
should be applied. In the case of HD 49434, most of the modes
are in the low frequency domain, and therefore should corre-
spond to g- modes, as expected in γDoradus stars. From Fig. 8
for instance, there is a clear distribution in the frequency density
that is quite flat until about 8 d−1 and then decreases monotoni-
cally. The frequency 2.666 d−1 is a candidate for the rotation fre-
quency3 (Paper I), and the corresponding shift is m × 1.333 d−1.
For high m-values, some g-modes frequencies could indeed be
shifted above the limit of 18.4 d−1 and could therefore mimic p-
modes. Conversely, if p-modes are present in HD 49434, they
can be spread towards the low-frequency region by the quan-
tity m × 2.666 d−1, but also towards the higher frequency region,
which is not observed. Finally, only one mode is unambiguously
in the p-mode frequency region, f1432. It is also possible that if

3 This frequency is also detected in the CoRoT dataset as f1227

(Table 2). However, because its amplitude is very weak, the correspond-
ing folded light curve does not supply decisive arguments in favour of
a rotational modulation.
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Table A.1. Examples of time series simulations and expected noise and spectral significances.

N V Source/ Run type Points Hours Noise level Spectral
[mag] Precision/ [ppm] significance

Sampling [ppm]
1 9.0 Ground 1 observatory 1800 150 120 480

σ ∼ 3.0 mmag 15 days(10 h/d)
1 pt/5 min (120 pt/d)

2 9.0 Ground multiobservatory 17 280 1440 40 160
σ ∼ 3.0 mmag 60 full days
1 pt/5 min (288 pt/d)

3 9.0 CoRoT (short run) 60 full days 172 800 1440 2.2 8.8
σ ∼ 0.5 mmag (2880 pt/d)
1 pt/30 s

4 9.0 CoRoT (long run) 150 full days 432 000 3600 1.4 5.6
σ ∼ 0.5 mmag (2880 pt/d)
1 pt/30 s

5 6.0 Ground 1 observatory 3000 150 30 120
σ ∼ 1.0 mmag 15 days(10 h/d)
1 pt/3 min (200 pt/d)

6 6.0 Ground multiobservatory 28 800 1440 10 40
σ ∼ 1.0 mmag 60 full days
1 pt/3 min (480 pt/d)

7 6.0 CoRoT (short run) 60 full days 172 800 1440 0.66 2.64
σ ∼ 0.15 mmag (2880 pt/d)
1 pt/30 s

8 6.0 CoRoT (long run) 150 full days 432 000 3600 0.41 1.64
σ ∼ 0.15 mmag (2880 pt/d)
1 pt/30 s

Notes. N = simulation number; V = V-magnitude of the star; Source = ground-based or CoRoT satellite data; Precision= σ of the individual
datapoints; Points = total number of datapoints.

p-modes are excited, their amplitudes are so low that they re-
main undetected due to the conservative sig-parameter used in
the present study. As shown in Fig. 9, the frequency amplitudes
decrease very slowly towards higher frequency values (up to
30 d−1). The peaks in this region can be explained both through
high m-values associated to g-modes (typically m ∼ 20) and low-
amplitude p-modes. At this point, we cannot classify the star as
a hybrid γDoradus star.

To summarise, this work confirms that the CoRoT mission
can provide excellent datasets that are very suitable for astero-
seismic studies of complex pulsating stars. Formally, we can per-
form a frequency analysis down to a limit of only a few μmag. In
this way, hundreds of excited modes can be detected. This level
of precision has never been reached to date, as it is impossible to
achieve from ground-based observations.

Two questions remain: first, what is the real amplitude limit
for a reliable detection? And, second, assuming that all the for-
mally significant peaks detected are intrinsic to the star: do all
the detected peaks correspond to stellar pulsation modes? From
an energetic point of view, Moya & Rodríguez-López (2010)
have shown that the star has enough energy to excite thousands
of modes. In this context, the reality of many detected frequen-
cies, as well as the automated processes used to detect them, may
benefit greatly from observing the star again in the same con-
ditions (i.e. long run) a few years later. Indeed, a larger times-
pan will strongly improve the frequency resolution, and would
avoid part of the discussion concerning the matches of frequen-
cies within too large a frequency bin. This objective will be at
least partly fulfiled with the Kepler satellite that will observe the
same stellar field for 3.5 years, containing many γDor variables,
but unfortunately not HD 49434. In addition, the reality of even-
tual amplitude modulation of a given frequency will be studied
in a safer way.

With the very first detection of several hundred frequencies
in the γDoradus star HD 49434, we took the first step in the
challenging task of trying to understand the complex pulsational
behaviour of this class of pulsators. The frequency input from
this work will be the starting point for the ambitious project of
mode identification and modelling of the star. A forthcoming
paper will show that most (if not all) the peaks detected from
ground-based data (photometry and spectroscopy) are recovered
in the CoRoT light curve (Uytterhoeven et al., in preparation).
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Appendix A: Time Series simulations

This Appendix illustrates the power of space data compared to
what can be achieved from the ground through the results of sim-
ulations carried out with different examples of time series by
comparing the expected noise and spectral significances.

We considered two types of ground-based photometric cam-
paigns, mono- and multi-observatory runs. For the monosite ob-
servations we assumed 10 h of data collected every night, while
we assume continuous data over 24 h every day for the multi-
site campaigns. Evidently, in this simulation we considered the
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ideal case of perfect campaigns without gaps due to bad photo-
metric conditions or any other reason. We also considered runs
for two different types of stars, one faint and one bright, with
V = 9.m0 and V = 6.m0, respectively. The results are presented in
Table A.1. The spectral significances are assumed as those cor-
responding to S/N = 4.0. For ground-based data, the estimation
of precision and sampling interval between two consecutive dat-
apoints is based on a typical case of Johnson V-filter differential
photometry collected with a 75 cm telescope in an observational
sequence with one main target and two check stars. The noise
level is determined in each case in a box of width= 5 d−1 cen-
tred at frequency f = 20 d−1.

The results of the simulations are supported by those ob-
tained from CoRoT satellite data. For instance, run number 7 can
be compared with the CoRoT datastring of the star HD 50170
(V = 6.m82), which seems to be a constant star. The results from
simulation and observational data are in very good agreement.
On the other hand, run number 3 can be compared with the
CoRoT time series of the multiperiodic δ Sct variable HD 50844
(V = 9.m10) (Poretti et al. 2009). The noise level of the CoRoT
time series of this star in the region below 50 d−1, after removing
200 peaks, is about one order of magnitude higher than expected
from the simulation. However, both noise levels agree for the
region above 150 d−1.

Run number 6 can be compared with the multisite cam-
paign carried out for the star FG Vir by Breger et al. (2005), the
longest ground-based photometric campaign carried out up-to-
date, hence probably the best dataset that one could expect from
the ground. Table A.1 shows that the noise levels expected from
runs 4 and 8 (the best ones from CoRoT) are about 25–30 times
better than those expected from runs 2 and 6 (the best ones from
the ground). Finally, from Table A.1 we can also see how the
expected noise level approximately decreases as 1/

√
N when the

number N of the collected datapoints increases, or as ∝ σ, when
the precision σ of the individual datapoints also decreases.

In the present case of HD 49434, for a datapoint distribution
similar to the one collected by the CoRoT satellite, and assuming
a precision σ ∼ 0.12 mmag for the individual datapoints (as es-
timated from the original light curves), the noise level expected
from our simulations is 0.36 ppm (that is, spectral significances
of 1.44 ppm). This agrees with what we find in the present work
in the out-of-interest region (frequency domain above 100 d−1).
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