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Abstract

Starting from existing static decompositions of ralleeconomic efficiency on non-parametric

production and cost frontiers, this paper propmsese comprehensive decompositions including
several cost-based notions of capacity utilisatlearthermore, in case prices are lacking, we
develop additional decompositions of overall techhefficiency integrating a technical concept
of capacity utilisation. These new efficiency degmsitions provide a link between short and
long run economic analysis and, in empirical wankpid conflating inefficiency and differences

in capacity utilisation. An empirical analysis ugia monthly panel of Chilean hydro-electric

power plants illustrates the potential of theseodgmosition proposals.
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1. INTRODUCTION

The analysis of efficiency and productivity based foontier specifications of technology
has become a standard empirical tool serving acagdeegulatory and managerial purposes. Apart
from its widespread application in analysing prévaind public sector performance-related issues
(e.g., Balcombe, Davidova and Latruffe (2008) orassl et al. (2009), among others), the
implementation of incentive regulatory mechanismg.( price cap regulation) using frontier-based
performance benchmarks is, for instance, ratheesycead in countries having liberalized their
network industries (see, e.g., the survey in JanaasbPollitt (2001) for its use in the electricity
sector). As an example of a managerial applicabae,can point to the Commercial Bank of Greece
(CBG) which has instituted performance measurensgystems for bank branches using Data
Envelopment Analysis (DEA) since 1988 (see Athammslos and Giokas (2000)).

However, it is a bit surprising that many applioas have —often implicitly— taken a long
run perspective: it is assumed that all inputs @ndltputs are under managerial control. Though
the possibility of focusing on a sub-vector of, flestance, inputs has been recognised for long, the
frontier literature has almost completely ignordue tnotion of capacity utilisation. As a
consequence, part of what may be attributed tdianeficy, may in fact be due to the short run
fixity of certain inputs.

Caves (2007) recently shows how various efficiecaycepts as well as the capacity notion
have contributed, among others, to a rich bodyngpigcal knowledge on firm behaviour that is
often associated with the so-called old industaeganisation literature. Indeed, there is a long
tradition of empirical research on organisationsuBing on capacity utilisation. For instance,
Ghemawat and Nalebuff (1985) show how firms’ suaViprobability depends on the ability to
adjust capacity to control production costs whemaled changes. Being largely a technical datum,
capacity utilisation becomes an organisationaloiadfor example, Bonin, Derek and Putterman
(1993) report that cooperative firms are able tontazn more stable production plans than non-
cooperative firms, which is a factor that seemsitesl with the advantages of having stable
contracts with regular partners.

This paper concentrates on the development of iefity decompositions integrating
capacity utilisation using non-parametric frontiechnologies. In this non-parametric approach,
piecewise linear frontiers envelop the observatassightly as possible subject to certain minimal

production axiom$. More specifically, this paper makes -to the bektoor knowledge- two

! By contrast, parametric frontiers utilise paraioetiocally if not even globally flexible specifitans with a finite
number of parameters to estimate the underlyingiaogy.

2 1n line with tradition, we maintain convexity thrgloout the analysis. Notice that Tone and Sahoo3)28€ress
indivisibilities in selecting among technologicaptions and plea in favour of using non-convex naremetric
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contributions. First, this is the first proposaltive literature integrating different notions opeaity
utilisation into a taxonomy of static efficiencyraepts for non-parametric technologi€econd, we
integrate both primal and dual concepts of capaicity this literature on multiple output non-
parametric frontierS.In brief, the purpose of our contribution is taefally disentangle between
capacity utilisation and various efficiency concept a non-parametric frontier framework that
allows for a coherent treatment of both primal dndl capacity notions. Already Fuss, McFadden
and Mundlak (1978: 223) stressed that fundamemadyztion axioms are of a qualitative and
non-parametric nature and therefore should idéelested using non-parametric technologies.
The paper is structured as follows. Section 2 suns@sthe traditional static decomposition
of overall economic efficiency and some less knaseaful extensions. The next section introduces
both economic (cost-based) and technical concdptapacity utilisation. Section 4 extends the
traditional efficiency decomposition by integratitiggs variety of capacity utilisation measures.
These new decompositions are related to one anatiitera focus on the relations between short
and long run scale efficiency and capacity utiimat In addition, decompositions of overall
technical efficiency integrating a technical cortagficapacity utilisation are developed. The lattex
particularly useful when prices are lacking. An @mopl section illustrates these new decompositions
for a monthly panel of Chilean hydro-electric poystants observed over a single year. Conclusions

are drawn in Section 6.

2. DEFINITION OF THE STATIC EFFICIENCY DECOMPOSITIO N
2.1.  Microeconomic Foundations of Production, Cosand Efficiency
To clear the ground, we start by defining technplagd some basic notation. Production

technology is defined by the production possibitigt: S = {(x,y) [ x can produceg}. The input set

associated witls denotes all input vectoss R", capable of producing a given output veotadr

R™: L(y) = {xO(xy) O S}. It is often useful to partition the input vectinto a fixed and variable

part k = (X',x)) and to make the same distinction regardingnpeti price vectorvg = W’,w)).
The input setL(y) associated witl§ satisfies some combination of the following stadda

assumptions (see, e.g., Fare, Grosskopf and LGAVES5)):

technologies. The latter are systematically dewsom Briec, Kerstens and Vanden Eeckaut (2004Yicdldhat in

principle one can dispense with convexity in thalgsis developed in this contribution.

% In the parametric literature various productiitycompositions have been suggested to include nesasti capacity
utilisation (see Hulten (1986), among others). Samaluctivity decompositions have been recenthppsed in the non-
parametric frontier literature (see below).

* Mainly dual multiple output concepts are knowrthie parametric literature (e.g., Squires (1987hilenprimal capacity
notions are difficult to estimate. Fare (1984) shdhat a primal capacity notion cannot be obtailoedcertain popular
parametric specifications of technology (e.g.,Glodb-Douglas).
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L1: Oy>0withy# 0, 0¢ L(y) andL(0) =R™..
L2: Let {yn} noy b€ @ sequence such thatJim||yn|| = oo, thenNpmL(yn) = 0.
L3: L(y) is closeddy € R™..

L4: L(y) is a convex sell y ¢ R™,.

L5: If x O L(y), themk x O L(y), DA > 1.
L6: O x O L(y), u>x=-uL(y).

L7:L(Ay)=AL(y), Or>0.

Apart from the traditional regularity conditionse(i, no free lunch and the possibility of inact{bf),

the boundednes4 %), closednessL@) and convexity (4) of the input set, there are three other
assumptions that are often invoked. Assumptids) postulates ray (or weak) disposability of the
inputs, while axiom I(6) imposes the more traditional assumption of str@gfree) disposal of
inputs. Finally, axioml(7) presents the special case of a homogenous otacbrieturns to scale
input correspondence. Notice that not all of thegsemms are independent of one another: e.g.,
assumptionl(5) can be deduced from axiotog.

Since we only treat the static decomposition initipeit orientation, we first define the input
distance function that offers a complete charazd¢ion of technology. In particular, it charactesz
the input set (y) as follows:

D(xy) = ma{A:120x/A0L(Y)}. (1)
We next define the radial input efficiency measase

DF (x,y) =min{A [120,(A0L(y)}. (2)
This measure is simply the inverse of the inputadise function DF, (X, y) :[Di (%, y)]_l). Its most

important properties are: (i) 0BF;(x,y) < 1, with efficient production on the boundary (isaqgt) of
L(y) represented by unity; (ii) it has a cost intetatien (see Fare, Grosskopf and Lovell (1994) for
details)®

The cost function, a dual representation of teamglindicates the minimum expenditures

to produce output vectgrgiven a vector of semi-positive input prices] R".:

C(y,w) = min {wx Ox O L(y)}. 3)

® This does not preclude an eventual extension opmposals into a parametric framework.

® For convenience, we stick to the traditional rhiiput efficiency measure. Recently, more gendistance functions
have been introduced to measure profit efficiei@yambers, Chung and Fare (1998)). Apart from tbetfeat these new
measures lead to additive rather than multiplieattecompositions, these are related to the traditiadial efficiency
measures employed here.
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This cost function can also be written in termghefinput distance function.

This dual relation establishes the foundationsféiciency measurementDiscussing a few
points in more detail, it is clear that for eaclkneént of the input setx(d L(y)) the following
inequality holds:

X
C(y,w)< W[ED.(XY)j (4)
Thus, minimal costs are smaller or equal to obgkogst at the isoquant of the input set (i.e.,rafte
eliminating possible technical inefficiency). Thigequality can be rewritten to obtain Mahler’'s

inequality as follows:

C(y,w)D (x,y)swkx. (5)
The transformation of this inequality into equaliby introducing an allocative efficiency
component AE, (W, X, y) forms the theoretical foundation for the multiplive Farrell (1957)

decomposition for measuring input efficiency:

Clyw)_ 1
wx D (xy

)EAEi (%, y,w). (6)

The first ratio of minimal to observed cos@(y,w)/w& defines a cost efficiency component
(labelled overall efficiency component below). Teeond ratidl/D, (x,y) coincides simply to the

radial measure of input technical efficiencyDFK(xy)). Finally, the component

AE, (w,x,y)=C(y,w)/wXD, (x,y) indicates allocative efficiency, defined in a desil way.

2.2. Extended Static Efficiency Decompositions irhe Literature
While Farrell (1957) provided the first measuremsctieme for the evaluation of technical

and allocative efficiency in a frontier contextr&aGrosskopf and Lovell (1983, 1985: 3-5) offer an
extended efficiency taxononfySince technologies vary in terms of underlyinquagstions (Fére,
Grosskopf and Lovell (1994)), it is useful to cdrmah the above notation of the efficiency measure
on two main assumptions: (i) the difference betweenstant CRS) and variable (RS returns to
scale technologies (conventioc@=CRS, V=VRYS); (ii) the distinction between stron§¥) and weak
(WD) disposability assumptions (conventidssSD; W=WD). As these proposals have become a

" The duality relation between input distance fumtiand cost function is:
C(y,w) = min{wx: D, (x, y)zl} w>0 and D, (x, y) = min{wx: C(y,w)zl} xOL(y)-

While C(y,w) can be obtained from;(x,y) by optimizing with respect to input quantiti€x(x,y) can be resolved from
C(y,w) by minimizing with respect to input prices.
8 Other classifications include Banker, Charnes apop@r (1984) and Fgrsund and Hjalmarsson (1974)197
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1

2

3 standard way to decompose efficiency in competitvarkets (see, e.g., Ganley and Cubbin

4 , _— : . ,

5 (1992)), we first present the definition of theaxbnomy and the ensuing operational measurement

? procedures. Notice that this and all other extended statidcigiicy decompositions discussed

g below start from the basic multiplicative decompiosi (6) by varying the key assumptions on

10 technology listed above, while respecting the bdsality relations.

11

12

ﬁ Definition 1. Under the above assumptions on the input set L(y), the following input-oriented

ig efficiency notions can be distinguished:

17 1) Technical Efficiency isthe quantity: TEi(x,y) = DFi(x,yCV,W).

18

19 2) Sructural Efficiency isthe quantity: STE;i(x,y) = DF; (x,yLV,S/DFi(x,yLV,W).

20

21 3) Scale Efficiency is the quantity: SCEi(x,y) = DF; (x,yIC,S)/DFi(x,yLV,S).

22

23 4) Overall Technical Efficiency isthe quantity: OTE;(x,y) = DF; (x,y(IC,S).

24 - . -

25 5) Overall Efficiency isthe quantity: OE;(x,y,wIC) = C(y,wlIC)/wx.

- 6)  Allocative Efficiency isthe quantity: AE; (x,ywIC) = OE; (x.y,WCIC)/OTE; (x.y).

28

29

32 We first comment on the technological part of taficiency taxonomy. First, technical

32 efficiency (TEi(x,y)) demands that production occurs on the boundatgahnology. A producer is

33 . e . . " .

34 technically inefficient otherwiseTE(x,y) is traditionally evaluated relative to\&RS technology

gg with WD using DF;i(x,yCV,W). Second, structural efficiencysEi(x,y)) implies that production

g; occurs in an uncongested or “economic” productiegian. Otherwise, a producer is structurally

39 inefficient. STE;(x,y) is a derivative result of computing input efficey relative to bottsD andWD

40

41 technologies imposingRS. Third, scale efficiencySCE;(x,y)) implies that the choice of inputs and

42 . . . . . e

43 outputs is compatible with the long run ideal oS technology. A producer is scale inefficient

f‘é otherwise.CEj(x,y) results from comparing an observation@BS and VRS technologies with

j? D.*° Finally, overall technical efficiencyOTE;(xy)) is the result of all three previous definitioas:

48 producer is overall technically efficient if prodio; occurs on the boundary of a congestion-free

49

50 CRStechnology; it is overall technically inefficieatherwise.

51

gg °To simplify matters, we ignore efficiency analysisnon-competitive settings, leading to price iiwhcies in addition

54 to inefficiencies in quantities (e.g., Fare, Graggland Lovell (1994), Grifell-Tatjé and Lovell (@0), or Kallio and Kallio
(2002)).

gg ' In addition, one can obtain qualitative information scale economies by identifying local retumsstale. When

57 SCE;(xy) = 1, then the unit is compatible wiERS. WhenSCE;(x,y) < 1, then the unit does not operate with optigizs.

58 But, one cannot know whether it is subject to insiieg (RS or decreasingd{RS) returns to scale. By computing input

59 efficiency also relative to & technology with non-increasing returns to sc&&;(x,yCIN,S) and by exploiting the

60 nestedness of technologies, one discriminates betiiRS and DRS (Fare, Grosskopf and Lovell (1983)): (RS holds

when DF((xyC,S9 = DF(XYIN,S<DF(xyV,9 <1; (i) DRS holds when DF(xydCS <
DF(x,yCN,S = DF(x,y(\V,9) < 1.

Editorial Office, Dept of Economics, Wa?wick University, Coventry CV4 7AL, UK
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As to the value function part of the efficiency dewosition, overall efficiencydE;
(x,y,wLIC)) requires computing a long run total cost functrelative to aCRS technology withSD
and taking a ratio of this minimal costs to ac@dts. This long run total cost function is defiraed
follows: C(y,wIC) = min {wx [ x [J L(yCIC,S)}, and can be solved by a simple linear progr@;
(x,y,wIC) can be seen as the multiplicative result@fE;(x,y) and allocative efficiencyAE;
(x,y,wIC)), defined as a residual term making up the gapvden OE;(x,y,wlIC) and OTE;(x,y).
AE;(x,y,wlIC) requires that there is no divergence betweenrebdeand optimal costs, revenue,
profits or whatever objective the producer is assdimo pursue. Otherwise, a producer is
allocatively inefficient.

Notice that OE(x,y,wlIC) and AE(x,y,wIC) imply price-dependent characterisations of
efficiency, while OTEi(x,y) and its components are entirely price-independetions. Though the
underlying radial efficiency measures and costtions are evaluated on various technologies, all of
these components are smaller or equal to unitys@ ktatic efficiency concepts are mutually exclisiv
and their radial measurement yields a multipli@tecomposition:

OE;(x,y,wIC) = AE;(x,y,wlIC).OTE;(X,y) (DEC1)
whereOTE;(x,y) = TEi(xY).STEi(x,y).SCE(X,y) (see Fare, Grosskopf and Lovell (1985)).

This traditional static efficiency decompositionilisistrated on Figure 1 representing three
technologies: one imposir® andCRS (L(yLIC,9); one with&D andVRS (L(yLV,S); and one with
WD andVRS (L(yCV,W)). For observatiog, OE;(x,y,wIC) is the ratio §¢/0g. Its component measures
are:TEi(x,y) = 092/0g, STEi(x,y) = 093/0g,, SCEi(x,y) = 094/0g3, andAE;(x,y,wIC) = 0ge/0gs.

<FIGURE 1 ABOUT HERE>

An alternative decomposition, proposed by Seitz7(191971) but little used in practice,
takes the same overall efficiency measure, andstscon slightly different effects. It prepares the
ground for the extended decompositions propose&kkttion 4, since scale efficiency is based on a
dual characterisation of technology. His insighthat the same initial overall efficiency measure
can be decomposed into several other overall effcy measures defined with respect to different

technologies. Seitz (1970, 1971) defines scaleieffcy based on a dual cost function as follows:

Definition 2: Cost-based scale efficiency is defined as the quantity:

C(yMEC)/wx _ OF, (Y, WC)

SR OV = ()~ O, (xy i)

Editorial Office, Dept of Economics, Wa?wick University, Coventry CV4 7AL, UK
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CSCEi(x,y,w) is a price-dependent scale efficiency term basedost function estimates. Since
OE;(x,y,WwIC) < OF;(x,y,wV), CSCE;(x,y,w) < 1.1

Rephrasing his proposal in the current notation, deeomposes overall efficiency

(“economic efficiency” in his words) as follows:

OE;(x,y,wLIC) = CSCE;(x,y,w).OEi(X,y,WwLN), (DEC2)
wherebyOE;(x,y,wlV) = TE(x,y).STEi(X,y).AE(X,y,w(V). CSCE(x,y,w) is labelled “economic scale
efficiency” by Seitz (1970: 508), whil®E;(x,y,wlV) is termed “economic efficiency given the scale”
of operations? The main difference with (DEC1) is that allocateféiciency is now defined as closing
the gap between a cost function and a technidalesfty measure defined relative t&¥BS instead of
a CRS technology*® This alternative decomposition is also illustratedFigure 1. For observatiap
OE;i(x,y,wLIC) is again the ratiodd/0g. Its component measures in common with (DEC1) EEgX,y)
= 0go/0g andSTE;(x,y) = 0g3/0g,. Furthermore, we now hawds;(x,y,wlV) = 0gs/0gs andCSCE;(X,y,w)
= 0ge/0s.

The use of different overall efficiency measures thee advantage that each of them can be
decomposed into technical and allocative efficiemoynponents. This makes it, for instance,
straightforward to link primal and dual approachescale efficiency. DecomposifgSCE;(X,y,w)
into its technical and allocative components:

CSCE (xyu) =| PROWES) | AR CYMD) | o v AR (XYMET) | oy
e DF.(xyV,S) | | AE, (xywWV) ST AE (xywy) |

Féare, Grosskopf and Lovell (1994) shoWCSCEij(x,y,w) = SCEi(xy) < AE((XywlC) =

AE;(x,y,wV).** Since OE(x,y,wIC) < OE(xywV) < 1, [AE(Xy,WCOC)/AE(Xy,wM)]

VIIA
[

Furthermore, sinc€ECE;(x,y,w) < 1 andSCE;(x,y) < 1, CSCE;(x,y,w) § SCEi(x,y).

The link between the traditional decomposition (DE&AJl the Seitz (1970, 1971) proposal
(DEC?2) is now easily established:

™ |dentification of local returns to scale proceadsfollows. WherCSCE;(x,y,w) = 1, then the unit minimises costs and
enjoys CRS. When CSCE;(x,y,w) < 1, then computing a cost function relative ta@n-increasing returns to scale
technology QOF;(x,y,wN)) and knowing thaOE;(x,y,wIC) < OE;(x,y,wN) < OE;(x,y,wV) < 1 (Grosskopf (1986)), the
same reasoning as above applies to infer locad scainomies. This procedure applies to any duadtation.

12 Just as price-dependent parametric approacheskavepopular in the literature, this very simiast-based scale term
has repeatedly appeared in the literature sinde @€i70). See, for instance, Fukuyama and Wel@39)1 Rowland et al.
(1998), or Sueyoshi (1999).

13 One could introduce the notatid;(x,y,wIC) in (DEC1) to distinguish this component from tvee in (DEC?2).

14 See also Sueyoshi (1999). Actually, scale efficjein Fare, Grosskopf and Lovell (1994: 84-87) &fimed on
technologies based on limited data, i.e., usingrintion on cost data and the output vector soltgy show that scale
efficiency under cost and production approachédeistical when: (i) all organisations face identicgut prices; and (ii)

Editorial Office, Dept of Economics, WaZwick University, Coventry CV4 7AL, UK
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AE; (X,yWC)

OE; (x,yWC) = SCE, (xy) EE AE. (x,y WV )

}TEi(x,y).STEi (XY).AE, (xym¥),  (8)

where OE;(x,y,wl V) contains the last three terms and eliminating demonAE(x,y,w[V) term
yields (DEC1).

Though Fare, Grosskopf and Lovell (1985) mentiainree perspective when defining scale
efficiency, they mainly distinguish between privatend social goals when discussing their
decomposition components providing the benchmarlkdegls'® But, an alternative interpretation is
that the time perspective of organisational decisizaking dictates the order in which the static
decomposition is defined and measured. It is ingpbito distinguish between short and long run gleal
when directing efforts for improvemefitsi(x,y) andSTE(x,y) are deemed to be short run ideals, since
these goals mainly involve eliminating managemefficiencies.AE(x,y,w) and especiall\5CE;(x,y)

are long run goals: they require changes in thatinpx respectively scale adjustments.

2.3. Extended Static Efficiency Decompositions irhe Short-Run

Since the main focus of this contribution is orabbshing a link between existing efficiency
decompositions and traditional capacity conceptssamce capacity utilisation is linked to the short
term fixity of some of the inputs, it is necesstwydevelop a notation for efficiency measurement
focusing on a sub-vector of inputs. For instanceinput efficiency measure seeking reductions in
variable inputs only is defined as:

DF(x,y)=min{1 [120,(A x",x")OL(y)}.  (9)

Replicating the analysis in the previous subsedorthe short run case (see, e.g., Fare, Grosskopf
and Lovell (1994: § 10.1)), one can straightfoniardevelop an analogous sub-vector efficiency

decomposition.

Definition 3: Under the above assumptions on the input set L(y), the following short run (SR) input-
oriented efficiency notions can be distinguished:

1) SR Technical Efficiency isthe quantity: TEX(x,y) =DFF(x,y|V.W).
2) SR Sructural Efficiency isthe quantity: STET(x,y) = DF®(x,y|V,S)/DF ¥ (x,yV W).
3)  SRcaleEfficiency isthe quantity: SCE¥(x,y) = DF¥(x,y|C,S)/DF¥ (x,y\V,S).

4) SR Overall Technical Efficiency isthe quantity: OTEF(x,y) =DF¥(x,y|C,S).

AE(x,y,wIC) = AE(x,y,wV). When input price information is available andstcéunction estimates are employed,
however, the first of these conditions is redundant
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5) SR Overall Efficiency isthe quantity: OE™ (x,y,WC) = VC(y, W’ XTIC)/(W'x").

6) SR Allocative Efficiency is the quantity: AEX(x,y,w|C) =OET (x,y,w|C)/OTET (x,y).

Notice that the variable cost function relativeaCRS technology YC(yw' XTC)) is defined as

follows: VC(y,w",XOC) = min {w'x’ O (x,X) O L(yCIC,9)}. It can be solved by a simple linear program.
Otherwise, all comments on both the technologindhalue function parts of the efficiency taxonomy
in the previous subsection carry over to thesetsfuor components. Again these static efficiency

concepts taken together constitute a multiplicaieomposition:

OE™(x, y,w|C) = AET (x,y,w|C) OTE™ (X,y) (SRDEC1)
where OTEF(x,y) =TEF(X,Y).STE¥ (x,y).SCE™ (x,y) and the interpretation is completely similar

to (DEC1).
For the short run case, the alternative decompositf Seitz (1970, 1971) can now be

developed as follows:

Definition 4: Cost-based SR scale efficiency is defined as the quantity:

VC(y,w', x'TC)/ w'x" _ OE¥ (x,y,viC)

CSCE (X'y’W)zvc(y,w",fo\/)/WVXv OEiSR()Qy’VW).

Again the comment in the previous subsection cardeer to this cost-based short run scale

efficiency component. The alternative short runashegosition of overall efficiency then reads:
OET (X, y,w|C) = CSCET (x,y,W).0E™ (X, y, WV ), (SRDEC2)

whereby OET(x, y,w|V) =TET (x,y).STEF (x,y).AET (x,y,w|V ) and the interpretation is again

similar to (DEC2).

2.4. Closing Observations

One could object that the whole decomposition isdme extent artificial in that production
decisions are, at least theoretically, assumed eotaen jointly. For instance, assuming cost
minimisation as a realistic goal, one would expatfanisations to minimise costs, and not first to

decide on a technically efficient input combinatiand next on a technically efficient input

15 See Fare and Grosskopf (2000): in defense to Maldi996) who proposes an alternative order ofesoomponents,
they justify their position by referring to econantiadition, but without mentioning a time perspext
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combination that also happens to be allocativeiefft®

But, the whole point of retrospectively
benchmarking organisational performance is thatarusgtions make judgmental errors. The
decomposition then serves as a conceptual tootifiglag potential sources of inefficiencies and to
select realistic benchmarks to guide the improvenpmnocess. Ideally, decompositions are just
identities that should be judged by their abildyguide practitioner’s path to improved performarice
this perspective, capacity utilisation can provadénk between the short and long run analysis. Of
course, this requires a careful interpretatiorhefttaditional capacity notions in a frontier comt&Ve
embark on this essay in economic semantics indgkiesection.

Finally, this overall efficiency decomposition pupposes that a strongly disposakiBS
technology is a meaningful production model forekaluated organisation. If this is not the casent
another technology can be selected to providedhis ffor an analogous, but simplified decomposition
since one or more of its components equal unitye(F&rosskopf and Lovell (1994: 81-82)). This
remark can be linked to central concepts from thahagement control literature regarding
responsibility centres in decentralised organigsatiDepending on the autonomy to take decisions and
assume operational risks, the management literegfees to (i) revenue, (ii) cost, (iii) profit, drfiv)
investment centres (e.g., Kaplan and Atkinson (J)98@thout exploring all these differences, it is
clear that managers in cost centres are respoifigittlee discretional costs they decide upon aed th
performance assessment depends on reported casgssawnhile in profit centres managers take
decisions concerning both inputs and outputs aeid plerformance depends on the profits generated.
Investment centres represent an extension of merfires whereby the accent is put on the capacity
generate profits in relation to the fixed assetdaed. It is conceivable that different resporigibi
centres have different needs in terms of the adeeempositions, explaining the redundancy of some

components.

3. ECONOMIC AND TECHNICAL CAPACITY UTILISATION CONC EPTS

Different notions of capacity exist in the literedu Specifically, it is customary to
distinguish between technical (engineering) andneouoc (cost) capacity concepts (see, e.g.,
Johansen (1968), Nelson (198%))We first treat the economic concepts using a @asttier
approach, and then the technical or engineeringmot

Traditionally, there are three basic ways of defina cost-based notion of capacity (see

Nelson (1989)). The purpose of each is to isolaeshort run excessive or inadequate utilisation of

16 Bogetoft, Fare and Obel (2006) discuss how to oreaallocative efficiency while maintaining techaiiénefficiency,
which is relevant when it is easier to introducaloeations than improvements of technical efficign

" Briec et al. (2010) show that it is possible twalep dual capacity measures for the case of athjective functions
using non-parametric technologies: e.g., profitim@ation (following Squires (1987)). The case efenue maximisation
(see Segerson and Squires (1995)) remains to letoged.
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existing fixed inputs (e.g., capital stock). Thestfinotion of potential output is defined in terofs
the output produced at short run minimum averatg@ twst, given existing plant and factor prices
(advocated by Hickman (1964), among others). lesstes the need to exploit the short run
technology and the shape of the average totalfanstion is determined by the law of diminishing
returns. The second definition corresponds to titpud at which short and long run average total
costs curves are tangent (following, e.g., SegeasmhSquires (1990)). This is also the intersection
point of short and long run expansion paths, githrig notion a particular theoretical appeal. Both
notions coincide undeZRS, since minimum of short and long run average todaks are tangent to
one another. In fact, there are two variationshié tangency point notion depending on which
variables one assumes to be decision variables.nOtien assumes that outputs are constant and
determines optimal variable and fixed inputs. Amrotinotion assumes that fixed inputs cannot
adjust, but outputs, output prices and fixed inputes do adjust. A third definition of economic
capacity, advocated by Cassel (1937) and Klein ,9&mong others, considers the output
determined by the minimum of the long run averagaltcosts. It has been little used, however,
probably to avoid confusion with the notion of scatonomies.

For single output technologies, a capacity uti@aimeasure can be expressed in terms of
the ratio between actual output and the optimapwutorresponding to the capacity notion, in
which case it is termed a primal measure. Altewedyj it can be phrased in terms of the costs due
to the input fixity, in which case it is labelleddaal measure. For multi-output technologies, dual
measures are used most often, though SegersomanessS(1990) have formulated some proposals
to arrive at primal capacity utilisation measuréBis contribution focuses on dual measures in a
multiple output context®

To implement these cost-based notions of capaciilysation using non-parametric,
deterministic frontier technologies, we summartee possibilities? One option is to select current,
observed costs as a point of comparison. The negudapacity utilisation measures then compare
observed costs to the reference points in the dposition corresponding to the preferred
economic capacity notion. Another option is to canepthese reference points to the long run
optimal costs unde€RS i.e., the endpoint of the traditional and thet&&ispired decomposition.

If one takes inefficiency seriously, then startiofj from the current situation seems the most
natural way of defining a meaningful decompositiBut, this immediately raises the question on

18 There is little agreement on how to define capautilisation measures: some define it as a rafiolserved to
“optimal” costs, while others define it the reveveay (see, e.g., Segerson and Squires (1990)).

19 Notice that Coelli, Grifell-Tatjé and Perelman @20 define an alternative ray economic capacitysueausing non-
parametric frontiers that involves short-run prafiaximisation whereby the output mix is held constdhough this
notion has some appeal, it is rarely applied andimgly note that it does not coincide with anyref traditional capacity
notions.
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where to start calling inefficiency a matter of iaadequate utilisation of fixed inputs. Recall that
the traditional literature on capacity utilisatiaasumes cost minimisation throughout and ignores
technical inefficiency altogether. Therefore, whipbint of comparison to use when defining
measures of capacity utilisation remains an opesstipn. We return to this issue in the next
section.

We first characterise the above three economic aigpaotions, one of which has two

variants, in a multiple output context in the faliag definition.

Definition 5: Reference points of economic capacity notions in the multiple output case are defined as

the quantities and prices corresponding to:

1)  Minimum of short run total cost function C(y,w" xX'T\V): C(y,w" XCC).

2)  Tangency cost with modified fixed inputs C*"(y,w,x" 0V): C®%(y,w,x" V) = C(y,wV)
Cly,w’ X" V).

3)  Tangency cost with modified outputs C®%(y(p,w X)W, XTV):  C*(y(p,W/ X)W, X TV)
Cly(p.wW X)WV) = Cy(p.w X)W’ XTV).

4) Minimum of long run total cost function C(y,wlV): C(y,wIC),

wherebyx” represents optimal fixed inputs,is a vector of output priceg (0 R™,), andy(p,w X)

represents outputs that have been adjusted in @rgigen output prices, fixed input prices, and th
given fixed inputs.

First, the minimum of the single output short ruverage total cost function can be
determined indirectly in the multiple output cagesblving for a variable cost function relativeao
CRS technology YC(y,w" X'TIC)), and simply adding observed fixed cot€ & w'x). The resulting
short run total cost functioB(y,w’,XCC) (= VC(y,w" X'TIC) + FC) offers the reference point for this
capacity notion.

Second, the tangency point between short and longcosts can also be estimated using
non-parametric cost frontiers. One can actuallyison two types of tangency points depending on
which variables one assumes to be decision vasalidme tangency cost notion assumes that
outputs remain constant and then determines optiandble and fixed inputsC™(y,w,x" V).
This can be solved indirectly by minimising a longn total cost functiorC(y,wlV) yielding

optimal fixed inputsX"). By definition, the short run total cost functiaiith fixed inputs equal to

these optimal fixed inputsRC(y,w",x"" |V) ) yields exactly the same solution in terms of optima
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costs and optimal variable inpu(g,w’,x" V) = VC(yw",X" V) + FC(y,w"’,x""|V ) ). Hence, the

optimal solution for G{,wLV) generates the tangency point we are looking for.
Another tangency point, favoured by Nelson (19887)2and analysed in detail in Briec et
al. (2010), assumes that fixed inputs cannot basgelj in the short term, but that outputs, output

prices p O R™,) and fixed input prices are adjustable such thstilled capacity is utilised ex post

at a tangency cost leveCT%(y(p,w xX),w,XTV)). Though one may object that outputs are assumed
to be exogenous in a competitive cost minimisatiwodel, this tangency notion offers a useful
reference point, since it retrospectively indicdatesoutput quantities and prices as well as thedfi
input prices at which existing fixed inputs wouldvie been optimally utilised. For an arbitrary
observation, this tangency cost level may implyoatput level y(p,w' X)) below or above current
outputs. Optimal costs at this tangency point aterthined by solving for each observation a non-
linear system of inequalities (see Briec et al1(20).

Third, the minimum of long run average total cosas be easily determined indirectly by
solving for a long run total cost function definexative to aCRS technology C(y,wIC)). Since
OE;i(x,y,wlIC), the ultimate point of comparison in existingtsta@ecompositions, is also defined as
a ratio ofC(y,wlIC) to observed costs (see Definition 1), this am®wwply to reinterpreting the
existing decompositions as measures of capacitgatton.

It is perhaps illuminating to illustrate these éiffnt economic capacity notions in the single
output case in Figure 2. For simplicity, smoothrage cost functions are drawn, though also
piece-wise linear approximations could be usedespanding to the non-parametric technologies
employed in this contribution. The evaluated obaton @) is situated well above all curves reflecting
an initial mix of technical, allocative and otheefficiencies. As the decomposition is input-oraeht
and holds outputs constant, the observation igca#yt projected by minimising costs accordinghe t
different notions. The figure depicts three averagst functions to illustrate all above capacity
notions: one long run cost function and two shont-cost functions. One short-run cost functiondsac
the minimal short run average total costs for aellesf fixed inputs equal to observaticm
(SRATC(YW' X.V) = AVC(y,W'.X.0V) + AFC), while the other indicates the minimal short run
average total costs for output levels correspontiinthe same observatia SRATC(y. W', XTV) =
AVC(ya, W' XV) + AFC. Cost level; corresponds to the minimum of the short run avetatal cost
function allowing for the optimal capital stock giv current output level$C(yw' XTIC)). The first

tangency cost notio@®%*" ¥ (y.w,x"[V) vields a cost leved, by determining optimal fixed inputs
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while maintaining current output levels. The sectemjency cost notio@" % ¥(y(pw' x),w,X1V)

requires a cost level to produce an outpwyt (lower thany,) with given fixed inputs. Finally, the

minimum of long run average total cos&y,wlC)) is represented by cost lexal This would imply

an outputy” (abovey,). Notice that on &RStechnology, all economic capacity notions coincide
<FIGURE 2 ABOUT HERE>

Johansen (1968) pursued a technical approach farsi a plant capacity notiéh.Plant
capacity is defined as the maximal amount thabesproduced per unit of time with existing plant an
equipment without restrictions on the availabibfyvariable inputs. This capacity notion clearligga
an engineering perspective and, unlike economi@agp notions, it is not based on optimising
behaviour. Fare, Grosskopf and Kokkelenberg (198%) (see, e.g., Fare, Grosskopf and Lovell
(1994: § 10.3)) include this notion into a frontieamework using output efficiency measures.
Though comparability with the economic notions wbbk facilitated using an input orientation,
such definitions are not available in the literattfr Therefore, the original output orientation is
maintained.

An output-oriented measure of plant capacity w@ilen requires solving an output
efficiency measure relative to both a standard rteldgy and the same technology without
restrictions on the availability of variable input®lant capacity utilisation in the outputs
(PCU4(x,Xy)) is defined as:

DF,(x,y)

PCU (x,x",y)=
of Y) DF,(x",y)

: (10)

where DFo(xy) and DF(Xy) are output efficiency measures relative to tetdgies including

respectively excluding the variable inputs. Defgniooth technologies, let the output set associated

with technologyS denote all output vectossll R, that can be obtained from a given input vegtor
O R% PX = {yOKxy)OS}), and let P(X) = {yO(Xy)OS}. Now we can define

DF, (x,y)=max{6 |621,(6y)OP(}, and DF,(x".y)=max{6 | 621,60y0P K }.

Notice thatPCU4(x,Xy) < 1, since & DFo(x,y) < DFo(Xy).

2 Though strictly speaking transgressing our frantewmultiple divisions within an organisation mégy instance, make
such output adjustments among units in terms giects/e installed capacities and their optimalsation and eventually
shut down temporarily redundant units.

2L Johansen (1968) also proposes a synthetic capamityept as the maximal output with existing pand equipment
while accounting for the restricted availability \@riable inputs. This corresponds to technicatiefiicy. Since the latter
notion is already part of current efficiency taxomnes, this synthetic capacity concept is ignored.

22 Unless one would be settling for an input efficiemeasure defined on the fixed input dimensiomg. @ut we believe

this contrasts too much with the focus on variatgbeits in the economic capacity concepts.
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4, EXTENDING STATIC EFFICIENCY DECOMPOSITIONS WITH  CAPACITY

UTILISATION MEASURES

To integrate some notion of capacity utilisationtointhe existing static efficiency
decompositions, we make the fundamental choicéatd Isoking for improvements from the initial
observation via the short run decomposition (coowgd by some input fixity) first, and then to
move along the lines indicated by the long rungodgmosition (where all inputs are variable). The
transition term connecting both static decompos#ios then linked to a notion of capacity
utilisation. In this way, we manage to achieve t#ngs: (i) connect short and long run
decompositions (while respecting basic duality trefes), and (ii) integrate a kind of capacity

utilisation notion into a framework basically aimadmeasuring relative performance.

4.1. Decompositions using an economic capacity cemt

Our two proposals basically add another ratio afralf efficiency measures to the Seitz
(1970, 1971) decomposition (DEC?2) discussed abuve.label this ratio of long to short run
overall efficiency components a measure of dualacey utilisation. In contrast to traditional
capacity utilisation measures, it has a relativdgomance interpretation and it is a key component
for the integration of dual capacity utilisation @aseres into the static efficiency decompositiore Th
different capacity utilisation notions then difféo the extent that they eventually subsume
additional components into their definition. Theref, these extended decompositions are only
partially independent of the type of economic céyawtion one prefers.

This dual capacity utilisation component can beitmosed before or after the cost based
scale component GSCE;i(x,y,w)). When positioned beforeCSCE;(x,y,w), the dual capacity
utilisation is measured relative to VRS technolsgi#/hen positioned behin@SCE;(x,y,w), the
latter is evaluated using short run cost functiansl the dual capacity utilisation is measured
relative to CRS technologies.

We first develop our two basic proposals. Next,weafy in great detail how the previous
dual capacity utilisation measures can be impleetemtithin this framework. Finally, we relate
some components of both new decompositions to nothar and discuss the possibility to obtain
additional primal information on capacity utilisati

The first extended dual decomposition (hence EDE@gfined as follows:

(EDEC1) OE; (x,y,WC) = OEF (x,y,WV).DCU F(xy,WV ) .CCE; (X, y,W),
where OET (x, y, WV ) =TET (x,y).STE™ (x,y) AE (x,y,w|V ) . Furthermore, we have:

TEF(xy) = DFEF (X, yV,W);
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STEF(xy) = DEF(x,yV,S)/ DFF(x, yV, W) ;
AEF(x,y,wN) =0ET(x,y,w]V)/DF¥ (x,y|V,S);
DCUF(x,y,wV) =OE (x,y,wV )/OE (x,y,wV ); and
CSCE, (x,y,w) =OE (x,y,w|C)/OE, (x,y,wV).
This identity includes a short run dual capacitiated term DCUiSR(x,y,w]V) ) and a long run

scale term CSCE, (xy,w)). Notice thatOE™ (x,y,wWV) = VC(y,W' XTV)w'X’ to maintain duality

with DF,F(x, y\V,S) . SinceOE;(x,y,wV) § OE™ (x,y,WV), clearly DCUF(xy,wV) § 1, while

all other terms of the identity are bounded aboyauhity. Thus, DCUiSR(x,y,vv|V) measures the
relative performance of long run cost minimisatemmpared to the short run cost minimisation. In
fact, it is trivial to show thaiDCUiSR(x,y,vv]V) boils down to a ratio of the overall efficiency in
fixed inputs solely to the overall efficiency innable inputs:

FC(y,w',x" V) /w'x'
VC(y,w', X" V)/w'x"

DCUF(x,y,wWV) =

A second extended dual decomposition is structurélae following identity:

(EDEC2) OE, (X, y,w|C) = OE¥(x,y,w|V )CSCE™ (x,y w)DCU; &y w|C),
wherebyOE ¥ (x, y,vv]V) is as defined before, while:

CSCET(x,y, w) = OE™ (x,y,WC)/ OEF (x, y,WV) ; and
DCU, (x,y,w|C) =OE, (x,y,w|C)/OE¥ (x,y,w|C).

It includes a short run scale ternCICE¥(xy,w ) and a long run dual capacity term
(DCU; (XY, W|C) ). Again all components are bounded above by unitgepxDCU, (x,y,W|C)

= 1 (sinceOEi(x,y,wIC) = OET (x,y,W[C) ).

This approach allows for some interesting linkswiaetn the components of these two
extended decompositions. For instance, the shaitlamg run notions of scale efficiency and

economic capacity utilisation can be straightfonfiiarelated to one anothét.

%3 0On the one hand, the link between both scaleietiyy terms is simply the ratio of capacity terms:
CSCET(x,y,w) =CSCE (x,y,w)DCU, (x,y,w]V)/DCU; (x,y,w[C),

whereby the ratio of capacity notions is an adjestiriactor that can be smaller, equal or largen thaty. On the other
hand, the link between both economic capacitysatiion notions is made by the scale terms as fatlow

DCU; (x,y,w|C) =DCU, (x,y,W]V)CSCE; (x,y,w)/CSCET (x,y,w),
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To be more explicit, we discuss the potential iraégn of the different economic capacity
notions (see Definition 5) in (EDEC1) and (EDECR)full detail. Starting with the first economic

capacity notion, it is easily fitted into (EDEC2)&e the minimum of the short run cost function is

part of the short-run overall efficiency (i.€©OEX (x, y,vv{C) ), which itself is part of the numerator

of CSCEF(x,y, W) .

Second, both tangency cost notions of capacityiregome elaboration. On the one hand,
the notion of tangency cost at current output lkewaln be straightforwardly included in (EDEC1)
because the numerator BICU, (XY, W|V) contains a tangency point at the long run costtfanc
underVRS as part of its overall efficiency component in thenerator (i.e.QOE;i(x,y,wV)). On the
other hand, the notion of tangency costs at curfi@etl inputs can replace the first component
(OE® (X, y,vv]V)) in both (EDEC1) and (EDEC2). To be concrete, (ERJEcan be rewritten as:

OE (x,y,w|C
epect) 5 *Y ) | |
=OEF(x, y(p,w',x"),wV)DCU; (x,y(pw' x")ywV)CSCE &yw)]

where DCU, (x,y(p,w',x"),y,wV) =OE (x,ywV )/OEF .,y (P w X" )WV ) and

OET (x,y(p,w",x"),wV)=C(y(p,w",x"),wV)/w'x". In a similar fashion, (EDEC2) can be

transformed into:

(EDEC2) OF, (xy:w[C)=
OET(x, y(p,w",x"),w )CSCET (x,y (p W' X" )W)DCU; &y @ w' x' )y w|C)

where  CSCE¥(x,y(p,w',x"),w) =OEF (x, y(p,w", x"),WC)/ OEF (x, y(p,w’,x"),wV)  and

DCU, (x,y(p,w’,x"),y,w|C)=OE (x,y,w|C) OEF x,y (o W’ X" )w|C ). Notice that

OET(x, y(p,w',x"),w|C)=C(y(p.w' x")w|C) in'X".

Remark that in both (EDEC1') and (EDEC2") the congmbd measures combining different output

levels need not be smaller or equal to unity stheeoutput level at tangency cost need not correspo

to the output level of the evaluated observatiootid¢ also that a way to further decompose
OE™ (x,y(p,wv,xf),w|v ) in (EDECL1") and (EDECZ2") into its technical antb@ktive components
(as in (EDEC1) and (EDEC?2)) is available in Brieale (2010).

Third, as alluded to before, one can straightforlyamategrate the notion of minimal long
run average total costs. SinOE;(x,y,wlIC) is part of the last term in (EDEC1) and (EDEC?2).(i.e

whereby also this ratio of scale terms forms ansidjent factor that can be smaller, equal or latger unity.
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the numerator iNCSCE;(x,y,w) and DCU, (x,y,W|C) respectively), this amounts to re-interpret

existing decompositions as measures of capacitgatton.
To save some space, graphical illustrations of (EDEand (EDEC?2) are made available in

Appendix 1%*

4.2. Decompositions using a technical capacity caeut

When prices are unavailable or unreliable (foransg, in the public sector), it is useful to
have a technical capacity concept to avoid comiiginefficiencies and differences in capacity
utilisation. By analogy with the extended decomfposs based on an economic capacity concept,
we develop two more decompositions, though theseuatput-oriented.

The first extended primal decomposition includenilgir to (EDEC1) a short run capacity
term and a long run scale term:

(EDEC3) OTE, (x,y) =TE, (x",y).STE, (x",y)PCU, (x,x" ,y|V )SCE, x.y),
whereby:
TEo(X.y) = DFo(X,yV,W);
STE(X,y) = DFo(X,y0V,9)/DFo(xX,yV,W);
PCU, (x,x",y|V) =DF, (x,y|V,S)/DF, (x' ,y ,S); and

SCE,(x,y) = DFo(X,yLIC,S)/DFo(x,y[V,S).

Notice that the traditional primal decompositionsigiilar to OTE;(x,y) (DEC1), but then using
output-oriented rather than input-oriented efficiermeasures. Since output-oriented efficiency
measures are defined to be larger or equal to ,ualitgomponents of this decomposition are also
larger or equal to unity, except the capacity tehat is smaller or equal to unity. Notice that
TEo(X,y) and STE.(X,y) are defined at full plant capacity outputs, WHEE.(x,y) is defined with
respect to observed outputs. In this respect,dbmposition bears some resemblance with the
one based upon the tangency cost concept with dixed inputs but adjusted outputs.

The second primal decomposition is similar to (ERE@nd includes instead a long run

capacity term and a short run scale term:
(EDEC4)  OTE,(xy) =TE,(x',y).STE, (X' ,y)SCES" (x,y )PCU, (x,x" ,y|C),
wherebyTEy(Xy) andSTE4(Xy) are defined as before, while:
SCES(x',y) =DF, (x',y|C,S)/DF, (x',y\V,S); and
PCU,(x,X,y(0C) = DFo(X,y[IC,S)/DFo(X,y[IC,9).

24 pppendices are available on the web site of thenjal.
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Again all components, except the capacity compgreetlarger or equal to unity. NoWEy(X'y),
STE.(X,y) and SCEX(x',y) are defined at full plant capacity outputs.

As in the case of the extended dual decompositmase, one can link the short and long

run notions of scale efficiency and technical cityadilisation to one anothér.

5. EMPIRICAL ILLUSTRATION

To illustrate the ease of implementing the framéwaileveloped in this contribution, the
extended decompositions of overall efficiency (EE@o (EDEC4) are computed for a small
sample of 16 Chilean hydro-electric power genenafidants observed on a monthly basis (see
Atkinson and Dorfman (2009)). We limit ourselves ttee observations for the year 1997 and
specify an inter-temporal frontier resulting in @al of 192 units. Chile was one of the first
countries deregulating its electricity market andifo-power was a dominant source of energy
during the 90°s (Pollitt (2004)). Notice that theler of hydro-power has changed during the
deregulation period in that demand growth has esfadutpacing reserve capacity triggering
guestions about supply security (e.g., Bye, Bruanll Roar Aune (2008)).

There is one output quantity (electricity genergtede price per unit of output, and the
prices and quantities of three inputs: labour, tedpand water. Except for the fixed input capital,
the remaining flow variables are expressed in maysunits. Prices are in current Chilean pesos.
Table 1 presents basic descriptive statisticsHerinputs and the single output for the year 1997.
Observe that the minimum price for water is zerbicl corresponds to the power plants located on
a river (run-of-river plants). Notice that expressi(3) allows for semi-positive prices. While
differences in dimensionality of the cost functioave a clear impact on cost levels, they need not
have an impact on efficiency ratios (e.g., oveeffiiciency). For the reservoir plants, the price of
water equals the marginal cost of fossil-fuelledagation. More details on the data are available in
Atkinson and Dorfman (20095

[Table 1 around here]

Computing the extended decompositions of overdiiciehcy (EDEC1) to (EDEC4)

requires solving a series of optimisation modelsces for each observation in the sample all

components must be determined using a separateematical program. Most of the non-

% On the one hand, the link between both scaleieffity terms is simply the ratio of capacity terms:
SCES™(x', y) = SCE, (x, y).PCU, (x.x" ,y]V )/PCU, (x,x ,y|C),

whereby the ratio of capacity notions forms an siient factor that can be smaller, equal or latigen unity. On the
other hand, the link between both primal capaditisation notions is provided by the scale terragallows:

PCU, (x,x",y[V) =PCU, (x,x",y|C).SCE (X' ,y)/ SCE, (x,y),

whereby also this ratio of scale terms offers gostthent factor that can be smaller, equal or latigen unity.
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parametric frontier models used in this contribativave already appeared in the literature (see
Fare, Grosskopf and Lovell (1994) or Ray (2004))erEfore, to save some space, details on the
specifications of the different efficiency measumsd cost functions are made available in
Appendices 2 and 3.

Table 2 reports basic geometric mean results oetheency decompositions (EDEC1) to
(EDEC4) for the complete sample (second columnyelt as for run-of-river (third column) and
reservoir plants (fourth column). To facilitate qomamisons among decompositions, all components
of (EDEC3) and (EDEC4) have been inverted. Fronoagiositions (EDEC1) and (EDEC?2), one
observes that the cost efficiency level of theseagygplants is certainly low on average, since the

frontier costs are only 22 % of observed total €d'stn terms of its components, it is clear that a

prominent problem comes from the management ofver@ble inputs since()EiSR(x,y,w]V) is

lowest in both decompositions. Continuing the asialyof the common components, cost-based

scale andallocative inefficiencies CSCE, (x,y,w) andAET(x,y, w|V)) are also important
problems since they are slightly more acute thahrtieal inefficiency TEX (x,y ). Notice that

congestion BTE X (x,y ), as a special case of technical efficiency, plagsireor but non-negligible

role (about 6%).

Now we focus on the results for run-of-river anden&oir plants and test for any significant
difference in efficiency distribution using the {1996) test® Overall, reservoir plants appear as
significantly more cost efficient than run-of-rivetants, although their cost efficiency level does

not reach the 30% level. This advantage of reseptants is based on significant differences in the

dual capacity utilisation coefficientsDCU, (x,y,w|V) and DCU, (x,y,MC)) and in their cost-

based scale efficiencyCSCE, (x,y,w gnd CSCE ™ (x,y,w)), the only two components that differ
between (EDEC1) and (EDEC2). Run-of-river plante doetter in terms of the structural
inefficiency caused by the congestion of some iBg&IE > (x,y)), while differences among the
other components are insignificant. Summing upegitheir bigger size reservoir plants require
more capital investments than run-of-river plabtg, they have a managerial advantage in terms of

cost-based scale efficiency and dual capacitysatilbn, since their flow of water depends less on

hydrological conditions and seasonal weather vanat

%5 We maintain all observations rather than optingafpreliminary screening looking for any potentiatliers.

27 Atkinson and Dorfman (2009) also found consideratifferences in allocative and technical ineffities among
plants. Their efficiency levels are higher becahsg allow for productivity change over time as veal flexible returns to
scale.

% The non-parametric Li (1996) test statistic corepawo unknown distributions making use of kerresgities. It is

rather widely used in the frontier estimation bteire. Figures of the densities entering this sdtatthat turn out to be
significantly different between run-of-river plargad reservoir plants are plotted in Appendix 4.
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[Table 2 around here]

From a primal perspective, (EDEC3) and (EDE@eal that the production of outputs
could be substantially increased to reach the igorffocusing on the common components in both
decompositions, technical efficiency is very proemt) while congestion is almost negligible (just
3.6%)2° Turning now to the components that differ amongodepositions, one can note that scale
inefficiencies and plant capacity utilization shoather important differences in magnitude. While
scale inefficiencies are small in (EDEC3), these sartbstantial in (EDEC4). Referring to the other
component, plant capacity utilization has a moapnent role in (EDEC4).

After this general picture, we focus on the compselepending on the nature of the
plants. (EDEC3) and (EDEC4how that run-of-river plants are significantly racefficient that
reservoir plants, although they have a non-nedégimount of inefficiency to be fixed (more than
30%). The differences in efficiency in favour ohraf-river plants are the scale and the structural
components, while the primal capacity utilisatioavdurs the reservoir plants (in both
decompositions, but only significantly so in (EDBL4rhe differences in the remaining technical
efficiency component is non significant.

Comparing these results with the situation of (EREE&nd (EDEC?2), the differences have
the same sign for the structural and the capatiligation components (except for (EDEC3) where
the capacity component is insignificant). This gades that the causes provoking inefficiency are in
common for both the primal or dual approaches. Thaservoir plants are better able to manage the
use of their installed capacity though they sufifem slight input congestion. Notice that the prima
version of the scale component signals a lowefigiefcy for the run-of-river plants, which is just
the reverse in the dual version when input pricestaken into account. Thus, reservoir plants
operate closer than run-of-river plants to the madicosts, but are further from the most productive
scale size. This difference between dual and prsuoale efficiency exemplifies relation (7) and the
impact of relative short and long run allocativeagéncies.

These results reveal the relative importance ofiltfferent components influencing the long
run level of efficiency of these hydro-electric pawplants. From the perspective of management
control, these decompositions are a tool for agsgpske operating efficiency of each power plant
and to discover its specific strong and weak poitanagers can take advantage of these
components to design actions targeting at operatitigefficient cost levels.

After this general picture, we focus on the capaciimponents developed above in terms of

the nature of the plants. In Figure 3, we tracer thariation by comparing the average monthly

% |n this empirical illustration, since there is pri single output, weak and strong output dispdisatioincide.
Therefore, we have specified weak disposabilittheinputs for these output-oriented decompositions
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evolution of run-of-river versus reservoir plants1997. This illustrates the potential dual role of

these power plants: run-of-river plants are usedése load, while reservoir plants play a role in

both base load and peak periods. Comparing onebesstd notion of capacitydCU, (x,y,W|V)),

given their dual role in the electricity systenisievident that reservoir plants are able to manaige

and variable costs with a stable level of efficietlorough the year. For run-of-river plants, one

observes some seasonal variation. For a plant itagamponent PCU_ (x,x', y|V)), one typically

observes a lot more seasonal variation. For ruivef- plants this simply reflects hydrological
conditions: in summer (winter) times we see a suithsll drop (increase) in their capacity. The gjron
variability of the reservoir plants illustrates tingportance of their intertemporal allocation dexis

in response to changes in peak demand. Howevee geheduling decisions are not reflected in the
cost component.

[Figure 3 around here]

6. CONCLUSIONS

This paper has first reviewed the traditional waylefining different sources of efficiency.
Having developed the ways in which both technicad aconomical capacity utilisation concepts
can be made operational, the traditional decomiposdf efficiency has been extended in several
ways by integrating either an economical or a tes@imotion of capacity utilisation. An empirical
illustration using a monthly panel of Chilean hydtectric power plants demonstrates the potential o
these new decomposition proposals.

This work establishes a firmer link between efitig measurement and the traditional
economic analyses of short and long run produdbenaviour. Of course, also the definition of
identities should ideally be put to an empiricatteo assess their pertinence. In our view, apart
from academic empirical applications, this wouldplynchecking the opinion of policy makers
(e.g., regulators) and managers employing thesetiéro benchmarking tools. For instance, in
incentive regulatory mechanisms (e.g., price cagulegion) the distinction between technical
inefficiency and capacity utilization issues hasrbgiven insufficiently attention. This could be a
topic worthwhile of further exploration.

One possible extension is to derive capacity neti@n indirect technologies where output
maximizing production is, e.g., subject to a budgmistraint (see Ray, Mukherjee and Wu (2006)
for non-parametric capacity notions in this conteat for regulated industries (e.g., Segerson and
Squires (1993)). Another issue is the developméstatistical test procedures for these boundary
estimators to check whether, e.g., some comporeatsignificantly different from zero for a given

sample, time period, and sector (along the lineSiofar and Wilson (2000)). A final extension
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includes the integration of these capacity terms the productivity measurement literature. Indeed,
when panel data are available, it would be usefuhtegrate these extended decompositions into a
dynamic analysis of productivity change. A stars lieeen made by, for instance, De Borger and
Kerstens (2000) who have included the plant capaation into the definition of a primal Malmquist
productivity index (see Zofio (2007) for a survefhough some first steps have been taken, discrete
time dual productivity indexes could probably etjddenefit from the integration of economic

capacity term&°
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Table 1. Descriptive Statistics for 1997

Variable Trimmed Mean”  Minimum Maximum

Output (thousands of kwh) 46.79 0.40 353.70
Variable input (billions of mof water) 126.80 0.49 1347.47
Variable input (# workers) 15.62 2.00 52.86
Fixed input (billions) 0.47 0.04 5.98
Output price (per kwh) 12.94 11.31 13.70
Price of water (per fof water) 4.17 0.00 47.27
Price of labor (millions per worker) 1.26 1.23 1.28
Price of capital (estimated cost of capital) 0.70 630. 0.77

T 10%trimming level.
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Table 2. Geometric Mean for the Efficiency Decompaigsons (EDEC1-EDECA4)

Submitted Manuscript

Complete Run-of-river Reservoir Li (1996)
Sample (192)plants (132) plants (60)  test”

EDEC1 OE, (x,Y,WC) 0,2227 0,2004 0,2810 (***)
OEF(x,y,wV)  0,4291 0,4224 0,4443

DCU, (x,y,wV)  0,8359 0,7707 0,9993 (***)

CSCE, (x,y,w)  0,6210 0,6156 0,6329 (***)
TEF(xy) 0,6903 0,6833 0,7059

STEF(xy) 0,9429 0,9710 0,8839 (***)
AET (x,y, W) 0,6593 0,6366 0,7122

EDEC2 OE; (x,Y,WC) 0,2227 0,2004 0,2810 (***)
OEF (x,y,wV)  0,4291 0,4224 0,4443

DCU, (xy,wC)  0,8329 0,7889 0,9384 (¥*%)

CCEF (x,y,w)  0,6232 0,6014 0,6739 (¥
TEF(xy) 0,6903 0,6833 0,7059

STEF(xy) 0,9429 0,9710 0,8839 (***)
AEZ (x,y,WV) 0,6593 0,6366 0,7122

EDEC3 OTE,(xY) 0,6317 0,6931 0,5151 (***)
TE, (x',Y) 0,3014 0,3219 0,2608

STE, (x",y) 0,9639 0,9722 0,9457 (%)
PCU,(xx",yV) 24178 2,4077 2,4400

SCE. (x,Y) 0,8994 0,9199 0,8560 (%)

EDEC4  OTE,(X,Y) 0,6317 0,6931 0,5151 (%)
TE, (x',Y) 0,3014 0,3219 0,2608

STE, (x",y) 0,9639 0,9722 0,9457 (%)

PCU,(xx",y[C)  3,4815 3,2093 4,1645 (%)

SCEF(x',y) 0,6246 0,6901 0,5015 (%)

(*) The values between parentheses represent theenof units for each of the two plant types.
(**) To facilitate comparisons the order of the quanents of (EDEC2) and (EDEC4) follows the orderhaf tecompositions

(EDEC1) and (EDEC3). Components of (EDEC3) and (EDH@4)e been inverted to be situated below unity. Resue
presented in terms of geometric means to maketbareultiplication of all components yields thegimial coefficient to be

decomposed.
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(***) According to the Li (1996) test, coefficienfsr reservoir plants are statistically differerdrh the coefficients for run-of-

river plants at the 99 % confidence level.

Editorial Office, Dept of Economics, Wazr%vick University, Coventry CV4 7AL, UK



Page 29 of 29 Submitted Manuscript

©CoO~NOUTA,WNPE

Figure 1: DEC1 & DEC2 Illustrated on Input Sets with Different Production Axioms
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Figure 2: Different Notions of Cost-based Capacity Utilisation
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Figure 3: Average Monthly Capacity Components for Run-of-River vs. Reservoir Plants (DCU
(EDEC1) and PCU (EDEC4))
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