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ON THE A.C. SPECTRUM OF THE 1D DISCRETE DIRAC OPERATOR

SYLVAIN GOLÉNIA AND TRISTAN HAUGOMAT

Abstract. In this paper, under some integrability condition, we prove that an electrical perturbation of
the discrete Dirac operator has purely absolutely continuous spectrum for the one dimensional case. We
reduce the problem to a non-self-adjoint Laplacian-like operator by using a spin up/down decomposition
and rely on a transfer matrices technique.
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1. Introduction

We study properties of relativistic (massive or not) charged particles with spin-1/2. We follow the
Dirac formalism, see [Di]. We shall focus on the 1-dimensional discrete version of the problem. In the
introduction we stick to the case of Z and shall discuss the case of Z+ := Z ∩ [0,∞) in the core of the
paper, see Section 5.1. The mass of the particle is given by m ≥ 0. For simplicity, we re-normalize the
speed of light and the reduced Planck constant by 1. The discrete Dirac operator, acting on ℓ2(Z,C2), is
defined by

Dm :=

(
m d
d∗ −m

)

,

where d := Id− τ and τ is the right shift, defined by τf(n) = f(n+1), for all f ∈ ℓ2(Z,C). The operator
Dm is self-adjoint. Moreover, notice that

D2
m =

(
∆+m2 0
0 ∆ +m2

)

,
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where ∆f(n) := 2f(n) − f(n + 1) − f(n − 1). This yields that σ(D2
m) = [m2, 4 + m2]. To remove the

square above Dm, we define the symmetry S on ℓ2(Z,C) by Sf(n) := f(−n) and the unitary operator
on ℓ2(Z,C2)

U :=

(
0 iS

−iS 0

)

.(1.1)

Clearly U = U∗ = U−1. We have that UDmU = −Dm. We infer that the spectrum of Dm is purely
absolutely continuous (ac) and that

σ(Dm) = σac(Dm) = [−
√

m2 + 4,−m] ∪ [m,
√

m2 + 4].

We shall now perturb the operator by an electrical potential V = (V1, V2)
t ∈ ℓ∞(Z,R2). We set

H := Dm +

(
V1 0
0 V2

)

.(1.2)

Here, Vi denotes also the operator of multiplication by the function Vi. Clearly, the essential spectrum
of H is the same as the one of Dm if V tends to 0 at infinity. We turn to more refined questions. The
singular continuous spectrum, quantum transport, and localization have been studied before [CaOl, PrOl,
COP, PrOl2, OlPr, OlPr2]. The question of the purely ac spectrum seems not to have been answered
before. This is the purpose of our article.

We recall the following standard result for the Laplacian (the non-relativistic setting). For completeness
we sketch the proof in Section 6.

Theorem 1.1. Take V ∈ ℓ∞(Z,R) and ν ∈ Z+ \ {0} such that:

limn→±∞ V (n) = 0,

V|Z+
− τνV|Z+

∈ ℓ1(Z+,R),
(1.3)

then the spectrum of ∆+ V is purely absolutely continuous on (0, 4).

In the case of Z+ and for ν = 1, the result has been essentially proved in [Wei] (in fact in the quoted
reference, one focuses only on the continuous setting). The proof for the discrete setting can be found in
[DoNe, Sim]. For ν > 1, it seems that it was first done in [Sto]. Note that for instance, (1.3) is satisfied
by potentials like V (n) = (−1)nW (n), where W is decay to 0. We refer to [GoNe] and to [KaLa] for
recent results in this direction.

An amusing and easy remark is the difference between Z+ and Z. In the latter, it is enough to assume
the decay hypothesis on the right part of the potential. This reflects the fact that the particle can
always escape to the right even if the left part of the potential would have given some singular continuous
spectrum in a half-line setting.

We now turn to the main result of the paper. For sake of simplicity we present the case of Z with
electric perturbations. We refer to Section 3 for the main statements, where we deal with a mixture of
magnetic and Witten-like perturbations and also with Z+.

Theorem 1.2. Take V ∈ ℓ∞(Z,R2) and ν ∈ Z+ \ {0} with:

limn→±∞ V (n) = 0,

V|Z+
− τνV|Z+

∈ ℓ1(Z+,R
2),

then the spectrum of H is purely absolutely continuous on
(
−
√
m2 + 4,−m

)
∪
(
m,

√
m2 + 4

)
.



ON THE A.C. SPECTRUM OF THE 1D DISCRETE DIRAC OPERATOR 3

To study H we reduce the problem to a non-self-adjoint Laplacian-like operator which depends on
the spectral parameter. This is due to a spin-up/down decomposition, see Proposition 4.2. This idea
has been efficiently used in the continuous setting, e.g., [DES, BoGo, JeNe] and references therein, and
seems to be new in the discrete setting. Then, we adapt the iterative process to the non-self-adjoint
Laplacian-like operator and follow the presentation of [FHS]. We refer to [FHS2] for a recent survey
about this technique.

Finally we present the organization of the paper. In section 2 we recall general facts about the free
discrete Dirac operator and about hyperbolic geometry. Then in Section 3 we present the main results.
Next in Section 4, we reduce the problem to a kind of Laplacian and adapt the transfer matrices technique.
After that in Section 5, we prove the main results about absolutely continuous spectra. Finally we discuss
briefly the case of the Laplacian.
Notation: We denote by B(X) the space of bounded operators acting on a Banach space X . Let
Zk := Z ∩ [k,+∞[ for k ∈ Z and Z− := Z \Z+. For A,B ⊂ C, we set A ⋐ B if clA ⊂ intB, where cl and
int stand for closure and interior, respectively.
Acknowledgments: We would like to thank Serguei Denisov, Stanilas Kupin, Christian Remling, and
Hermann Schulz-Baldes for useful discussions. We would also like to thank Leonid Golinski for comments
on the script. The research is partially supported by Franco-Ukrainian programm “Dnipro 2013-14”.

2. General facts

2.1. The spectrum of the discrete Dirac operator. Let Zk := Z∩[k,+∞[ for k ∈ Z andG ∈ {Zk,Z}.
We define d ∈ B

(
ℓ2(G,C)

)
by

df(n) := f(n)− f(n+ 1),

for all f ∈ ℓ2(G,C) and n ∈ G. Clearly d is bounded. Its adjoint is given by

d∗f(n) =

{
f(n) if G = Zk and n = k,
f(n)− f(n− 1) otherwise,

for all f ∈ ℓ2(G,C) and n ∈ G . Now for m ≥ 0 we define the discrete Dirac operator on ℓ2(G,C2) by

D(G)
m :=

(
m d
d∗ −m

)

.

It is easy to see that D
(G)
m is self-adjoint. Let ∆(G) be the Laplacian on ℓ2(G,C) defined by

∆(G)f(n) :=

{
f(n)− f(n+ 1) if G = Zk and n = k,
2f(n)− f(n− 1)− f(n+ 1) otherwise,

(2.1)

for all f ∈ ℓ2(G,C). We study first the discrete Dirac operator on Z, we have

(

D(Z)
m

)2

=

(
∆(Z) +m2 0

0 ∆(Z) +m2

)

.

By Fourier transformation, we see that ∆(Z) is non-negative and that its spectrum is [0, 4]. Therefore,

the spectrum of
(

D
(Z)
m

)2

is [m2, 4 +m2]. Relying on (1.1), we obtain:

Proposition 2.1. We have

σ
(

D(Z)
m

)

= σess

(

D(Z)
m

)

= σ
(

D(Z+)
m

)

= σess

(

D(Z+)
m

)

=
[

−
√

m2 + 4,−m
]

∪
[

m,
√

m2 + 4
]

.

Proof. We have
(

−D
(Z)
m − λ

)−1

= U
(

D
(Z)
m − λ

)−1

U so ϕ
(

−D
(Z)
m

)

= Uϕ
(

D
(Z)
m

)

U , for all ϕ Borel

measurable. Therefore, σ
(

D
(Z)
m

)

=
[
−
√
m2 + 4,−m

]
∪
[
m,

√
m2 + 4

]
. By writing Z = Z− ∪ Z+, we
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see easily that σess(D
(Z)
m ) = σess(D

(Z+)
m ). To conclude, a direct computation shows that D

(Z+)
m has no

eigenvalue. �

2.2. A few words about the Poincaré half-plane. We shall use extensively some properties of the
Poincaré half-plane. It is defined by:

H := {x+ iy | x ∈ R, y > 0}, endowed with the metric ds2 =
dx2 + dy2

y2
,

Recall that the geodesic distance is given by:

dH(z1, z2) = cosh−1

(

1 +
1

2

|z1 − z2|2
ℑz1 · ℑz2

)

≤ |z1 − z2|
√

ℑ(z1)
√

ℑ(z2)
.(2.2)

We turn to the study of (hyperbolic-)contractions.

Lemma 2.2. Given a, b ∈ cl(H) and c > 0, we set:

ϕa,b,c(z) := −
(

a− (b+ cz)
−1
)−1

.(2.3)

It is a contraction of (H, dH).
Moreover, if a, b ∈ H, then ϕa,b,c is a strict contraction of (H, dH). More precisely, we have

dH (ϕa,b,c(z1), ϕa,b,c(z2)) ≤
1

1 + ℑ(a) · ℑ(b)dH (z1, z2) ,(2.4)

for all z1, z2 ∈ H. Moreover we have

dH (ϕa,b,c(z1), ϕa,b,c(z2)) ≤
(1 + ℑ(b)|a|)2

(ℑ(b) · ℑ(a))2
,

for all z1, z2 ∈ H.

Proof. First, since z 7→ cz is a hyperbolic isometry, it is enough to consider ϕa,b := ϕa,b,1. Then, using
that z 7→ z + w is a contraction when w ∈ cl(H) and that z 7→ −1/z is an isometry, we obtain that ϕa,b

is a contraction.
We turn to the second statement. A direct computation yields that if h ∈ H then

− (h+H)
−1

= B|.|

(
i

2ℑ(h) ,
1

2ℑ(h)

)

⊂ H.(2.5)

Given C > 0, as in the proof of [FHS][Proposition 2.1], if z1, z2 ∈ H with min (|z1|, |z2|) ≤ C note that

dH(z1 + a, z2 + a) ≤ C

C + ℑ(a)dH(z1, z2).

Since z 7→ −z−1 is an isometry of H and z 7→ −(b+ z)−1 is a contraction of H, we use (2.5) for h = b to
have that

dH (ϕa,b(z1), ϕa,b(z2)) = dH

(

a− (b + z1)
−1

, a− (b+ z2)
−1
)

≤ (ℑ(b))−1

(ℑ(b))−1
+ ℑ(a)

dH

(

− (b+ z1)
−1

,− (b+ z2)
−1
)

≤ 1

1 + ℑ(a) · ℑ(b)dH (z1, z2) ,

for all z1, z2 ∈ H. So we obtain (2.4). By (2.5) for h = a we know that − (a+H)−1 is an Euclidean ball
of diameter ℑ(a)−1, hence

|ϕa,b(z1)− ϕa,b(z2)| ≤ (ℑ(a))−1
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for all z1, z2 ∈ H. Given C > 0, if z ∈ H with |z| ≤ C we have

ℑ
(

− 1

a+ z

)

≥ ℑ(a)
(C + |a|)2

.

So if z ∈ H, by (2.5) for h = b, | − (b+ z)−1| ≤ (ℑ(b))−1
, so

ℑ (ϕa,b(z)) ≥
ℑ(a)

(

(ℑ(b))−1
+ |a|

)2 .

So we obtain that

dH (ϕa,b(z1), ϕa,b(z2)) = cosh−1

(

1 +
1

2

|ϕa,b(z1)− ϕa,b(z2)|2
ℑ(ϕa,b(z1))ℑ(ϕa,b(z2))

)

≤ |ϕa,b(z1)− ϕa,b(z2)|
√
ℑ(ϕa,b(z1))

√
ℑ(ϕa,b(z2))

≤

(

(ℑ(b))−1
+ |a|

)2

(ℑ(a))2
=

(1 + ℑ(b)|a|)2

(ℑ(b) · ℑ(a))2
,

for all z1, z2 ∈ H. �

We shall also need the following technical lemmata.

Lemma 2.3. Suppose that a, b ∈ cl(H), c > 0, and z ∈ H. We have:

dH(ϕa,b,c(z), i) ≤
(
(|b|+ c|z|)2

cℑz + 1

) (|b|+ c|z|)
(

|a|+ (cℑ (z))
−1
)

√

cℑ (z)
.

Proof. First we have:

|ϕa,b,c(z)| =
∣
∣
∣
∣
∣

1

a− (b+ cz)
−1

∣
∣
∣
∣
∣
≤ 1

ℑ
(

a− (b+ cz)−1
) ≤ 1

ℑ
(

− (b+ cz)−1
) =

|b+ cz|2
ℑ (b+ cz)

≤ (|b|+ c|z|)2
cℑ (z)

.

Then we obtain:

ℑ (ϕa,b,c(z)) = ℑ
(

− 1

a− (b+ cz)
−1

)

=
ℑ
(

a− (b+ cz)
−1
)

∣
∣
∣a− (b+ cz)−1

∣
∣
∣

2 ≥
ℑ
(

− (b+ cz)
−1
)

(

|a|+ |b+ cz|−1
)2

≥ ℑ (b+ cz)

|b+ cz|2
(

|a|+ ℑ (b+ cz)
−1
)−2

≥ cℑ (z)

(|b|+ c|z|)2
(

|a|+ (cℑ (z))
−1
)2 .

Finally with (2.2) we infer:

dH(ϕa,b,c(z), i) ≤
|ϕa,b,c(z)− i|
√

ℑ (ϕa,b,c(z))
≤ |ϕa,b,c(z)|+ 1
√

ℑ (ϕa,b,c(z))
,

which yields the result. �

Lemma 2.4. For all n ∈ Z1 there exist

An, Bn, Cn, Dn ∈ R[X1, Y1, Z1, . . . , Xn, Yn, Zn],

such that Cn(ω) +Dn(ω)ζ 6= 0 and

ϕx1,y1,z1 ◦ · · · ◦ ϕxn,yn,zn(ζ) = −An(ω) +Bn(ω)ζ

Cn(ω) +Dn(ω)ζ
,

for all ω := (x1, y1, z1, . . . , xn, yn, zn) ∈
(
cl(H)2 × R

∗
+

)n
and ζ ∈ H.
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We point out that the continuity of An, Bn, Cn, and Dn with respect to the coefficients will be crucial
in Proposition 4.8. The proof is straightforward. We give it for completeness.

Proof. We prove the result by induction. Let n = 1, we have

ϕx,y,z(ζ) = −
(

x− (y + zζ)−1
)−1

= − y + zζ

xy − 1 + xzζ
= −A1(x, y, z) +B1(x, y, z)ζ

C1(x, y, z) +D1(x, y, z)ζ

with
A1(x, y, z) := y, B1(x, y, z) := z, C1(x, y, z) := xy − 1, and D1(x, y, z) := xz.

Moreover

C1(x, y, z) +D1(x, y, z)ζ = xy − 1 + xzζ = (y + zζ)

(

x− 1

y + zζ

)

6= 0

for all (x, y, z) ∈ cl(H)2 × R∗
+ and ζ ∈ H because this is the product of two elements of H.

Now suppose that we have proved the existence of An, Bn, Cn, Dn and prove the existence of An+1,

Bn+1, Cn+1, and Dn+1. Let ω := (x1, y1, z1, . . . , xn+1, yn+1, zn+1) ∈
(
cl(H)2 × R∗

+

)n+1
and ζ ∈ H. Let

ω̃ := (x1, y1, z1, . . . , xn, yn, zn), we have

ϕx1,y1,z1 ◦ · · · ◦ ϕxn+1,yn+1,zn+1
(ζ) = ϕx1,y1,z1 ◦ · · · ◦ ϕxn,yn,zn(ϕxn+1,yn+1,zn+1

(ζ))

= −
An(ω̃)−Bn(ω̃)

A1(xn+1, yn+1, zn+1) +B1(xn+1, yn+1, zn+1)ζ

C1(xn+1, yn+1, zn+1) +D1(xn+1, yn+1, zn+1)ζ

Cn(ω̃)−Dn(ω̃)
A1(xn+1, yn+1, zn+1) +B1(xn+1, yn+1, zn+1)ζ

C1(xn+1, yn+1, zn+1) +D1(xn+1, yn+1, zn+1)ζ

= −An+1(ω) +Bn+1(ω)ζ

Cn+1(ω) +Dn+1(ω)ζ
,

with

An+1(ω) := An(ω̃)C1(xn+1, yn+1, zn+1)−Bn(ω̃)A1(xn+1, yn+1, zn+1),

Bn+1(ω) := An(ω̃)D1(xn+1, yn+1, zn+1)−Bn(ω̃)B1(xn+1, yn+1, zn+1),

Cn+1(ω) := Cn(ω̃)C1(xn+1, yn+1, zn+1)−Dn(ω̃)A1(xn+1, yn+1, zn+1),

Dn+1(ω) := Cn(ω̃)D1(xn+1, yn+1, zn+1)−Dn(ω̃)B1(xn+1, yn+1, zn+1).

Finally since ϕxn+1,yn+1,zn+1
is a contraction by Lemma 2.2, we have that ϕxn+1,yn+1,zn+1

(ζ) ∈ H and

Cn+1(ω) +Dn+1(ω)ζ =
(
Cn(ω̃) +Dn(ω̃)ϕxn+1,yn+1,zn+1

(ζ)
)

× (C1(xn+1, yn+1, zn+1) +D1(xn+1, yn+1, zn+1)ζ) 6= 0,

by induction. This finishes the proof. �

3. Main results

In this paper, we study a Jacobi-like version of D
(G)
m + V , given V = (V1, V2)

t ∈ ℓ∞(G,R2) and
W = (W1,W2)

t ∈ ℓ∞(G,C2), where G ∈ {Z+,Z}. Let

H
(G)
m,V,W :=

(
m+ V1 d̃

d̃∗ −m+ V2

)

,(3.1)

where d̃ := d+W1 +W2τ with τf(n) := f(n+1) and d = Id− τ . Its study is motivated by the fact that
it is an intermediate model before the study of discrete Dirac operator in weighted spaces, which would
be the treated in another place. The perturbation in Wi is a magnetic/Witten-like perturbation. When
the perturbation is purely magnetic, one could simply gauge away the W . However, in some situations,
even if one could remove the magnetic perturbation, it is sometimes important to be able to lead the
analysis till its very end in order to be able to choose the best [sequence of] gauge[s]. Having Wi real is
motivated by the fact that this corresponds to a dicrete relativistic analog of the Witten Laplacian.

We start with the main result on Z+. It will be proved in Section 5.1.
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Theorem 3.1. Take V ∈ ℓ∞(Z+,R
2) and W ∈ ℓ∞(Z+,C

2) with:

lim
n→∞

V (n) = lim
n→∞

W (n) = 0,(3.2)

then σess(H
(Z+)
m,V,W ) =

[
−
√
m2 + 4,−m

]
∪
[
m,

√
m2 + 4

]
. Assuming also that there exist ν1, ν2 ∈ Z+ \ {0}

such that

W1(n) 6= −1 and W2(n) 6= 1, for all n ∈ Z+,

V − τν1V ∈ ℓ1(Z+,R
2) and W − τν2W ∈ ℓ1(Z+,C

2),
(3.3)

then the spectrum of H
(Z+)
m,V,W is purely absolutely continuous on

(
−
√
m2 + 4,−m

)
∪
(
m,

√
m2 + 4

)
.

We discuss briefly the necessity of the first line of (3.3).

Remark 3.2. Assume that there is n0 such that W1(n0 + 1) = −1 and W2(n0 + 1) = 1, then the

operator is a direct sum of H
(Zn0+1)

m,V,W and of a finite matrix. Therefore, it is easy to construct embedded

eigenvalues for this operator and this is an obstruction for the result of the theorem. For instance suppose

that W1(k) = W2(k) = 0 for all k 6= n0 and V1 = V2 = 0. Recalling that in a finite dimensional Hilbert

space X the spectra of MN and of NM are equal, for M,N ∈ B(X), we have that the point spectrum of
(

H
(Z+)
m,0,W

)2

is exaclty the one of

m2Id{1,2,...n0} +












1 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0

0 0
. . .

. . .
...

...

0 0 0 . . . 2 −1
0 0 0 . . . −1 1












.

Therefore the point spectrum of H
(Z+)
m,0,W is contained in

{

±
√

m2 + 4 sin2(kπ/2n0), k = 0, . . . , n0 − 1

}

with total multiplicity 2n0.

We turn to the case of Z, we have this important symmetry of charge:

UH
(Z)
m,V,WU = −H

(Z)

m,(−SV2,−SV1)
t,(SW1,τSW2)

t ,(3.4)

where U is given by (1.1).

Theorem 3.3. Take V ∈ ℓ∞(Z,R2) and W ∈ ℓ∞(Z,C2) with:

lim
n→±∞

V (n) = lim
n→±∞

W (n) = 0,

then σess(H
(Z)
m,V,W ) =

[
−
√
m2 + 4,−m

]
∪
[
m,

√
m2 + 4

]
. Assuming also that there exists ν1, ν2 ∈ Z+ \{0}

such that

W1(n) 6= −1 and W2(n) 6= 1, for all n ∈ Z,

V|Z+
− τν1V|Z+

∈ ℓ1(Z+,R
2) and W|Z+

− τν2W|Z+
∈ ℓ1(Z+,C

2),
(3.5)

or alternatively

V|Z−
− τν1V|Z−

∈ ℓ1(Z−,R
2) and W|Z−

− τν2W|Z−
∈ ℓ1(Z−,C

2),(3.6)

then the spectrum of H
(Z)
m,V,W is purely absolutely continuous on

(
−
√
m2 + 4,−m

)
∪
(
m,

√
m2 + 4

)
.

Remark 3.4. Note that the second line of (3.5) and (3.6) are equivalent by using the transformation U .
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4. A Laplacian-like approach

4.1. Another form for the resolvent. The objective is to reduce the analysis of the operator H
(G)
m,V,W

on ℓ2(G,C2) to the one of two operators which are similar to a Laplacian. Take λ ∈ H, V = (V1, V2)
t ∈

ℓ∞(G,R2), and W = (W1,W2)
t ∈ ℓ∞(G,C2), we define

∆
(G)
1,λ,V,W := d̃

1

λ+m− V2
d̃∗ − (λ−m− V1)

and

∆
(G)
2,λ,V,W := d̃∗

1

λ−m− V1
d̃− (λ +m− V2).(4.1)

Note that to lighten the notation we have dropped the dependency on m. However we keep the one in
λ. We first check their invertibility.

Proposition 4.1. Let λ ∈ H, V = (V1, V2)
t ∈ ℓ∞(G,R2), and W = (W1,W2)

t ∈ ℓ∞(G,C2), then

∆
(G)
1,λ,V,W and ∆

(G)
2,λ,V,W are invertible.

Proof. For b ∈ B
(
ℓ2(G,C)

)
, X,Y ∈ ℓ∞(G,R) and µ ∈ H let Aµ,b,X,Y := b∗ (µ−X)

−1
b+ Y , then

ℑ〈f,Aµ,b,X,Y f〉 = −ℑ(µ)
∥
∥
∥
∥

1

|µ−X |bf
∥
∥
∥
∥

2

≤ 0,(4.2)

for f ∈ ℓ2(G,C). With the Numerical Range Theorem (e.g., [BoGo, Lemma B.1]) we derive that we have
H ⊂ ρ(Aµ,b,X,Y ), the resolvent set of Aµ,b,X,Y . Since

∆
(G)
1,λ,V,W = Aλ,d̃∗,V2−m,V1+m − λ and ∆

(G)
2,λ,V,W = Aλ,d̃,V1+m,V2−m − λ,

we get ∆
(G)
1,λ,V and ∆

(G)
2,λ,V are invertible. �

We give a kind of Schur’s Lemma, so as to compute the inverse of the Dirac operator, see also [DES],
[BoGo], and [JeNe] for some applications in the continuous setting.

Proposition 4.2. Let λ ∈ H, V = (V1, V2)
t ∈ ℓ∞(G,R2), and W = (W1,W2)

t ∈ ℓ∞(G,C2). Then :

(

H
(G)
m,V,W − λ

)−1

=

(

(∆
(G)
1,λ,V,W )−1 0

0 (∆
(G)
2,λ,V,W )−1

)(

1 d̃ 1
λ+m−V2

d̃∗ 1
λ−m−V1

1

)

.

Proof. We set (H
(G)
m,V,W − λ)f = g. This gives:

{
(V1 − λ+m)f1 + d̃f2 = g1
d̃∗f1 + (V2 − λ−m)f2 = g2

,







f1 =
1

V1 − λ+m
(g1 − d̃f2)

f2 =
1

V2 − λ−m
(g2 − d̃∗f1)







f1 =
1

V1 − λ+m

(

g1 − d̃
1

V2 − λ−m
(g2 − d̃∗f1)

)

f2 =
1

V2 − λ−m

(

g2 − d̃∗
1

V1 − λ+m
(g1 − d̃f2)

)







(

d̃
1

λ+m− V2
d̃∗ − (λ−m− V1)

)

f1 = g1 + d̃
1

λ+m− V2
g2

(

d̃∗
1

λ−m− V1
d̃− (λ+m− V2)

)

f2 = d̃∗
1

λ−m− V1
g1 + g2

Since ∆
(G)
1,λ,V,W and ∆

(G)
2,λ,V,W are invertible, we obtain the result. �



ON THE A.C. SPECTRUM OF THE 1D DISCRETE DIRAC OPERATOR 9

4.2. Study of the truncated operator. Note that in (4.1), if we forget about the terms in λ, V , and
W , we obtain a Laplacian on Z+. Moreover, motivated by the results of Sections 5.1 and 5.2, it is enough

to focus the analysis on the study of ∆
(Z+)
2,λ,V,W . Therefore, we stress that we will not study ∆

(Z+)
1,λ,V,W at

all. In fact, the latter leads to some technical complications and is less natural, i.e., it is not a direct
analogue of the Laplacian on Z+.

As in [FHS], we reduce the problem to Zk for k ∈ Z+. We define the truncated operator d̃ = d̃(n) ∈
B
(
ℓ2(Zn,C)

)
by

d̃ = d+W1 +W2τ.

Now we define ∆
(n)
λ,V,W ∈ B

(
ℓ2(Zn,C)

)
by

∆
(n)
λ,V,W := d̃∗

1

λ−m− V1|Zn

d̃− (λ+m− V2|Zn
)

Again to lighten notation, we drop the dependency in m. We point out that:

∆
(0)
λ,V,W = ∆

(Z+)
2,λ,V,W .

Proposition 4.3. Let λ ∈ H, V = (V1, V2)
t ∈ ℓ∞(Z+,R

2), and W = (W1,W2)
t ∈ ℓ∞(Z+,C

2), then

∆
(n)
λ,V,W is invertible for all n ∈ Z+.

Proof. This is essentially the same proof as for Proposition 4.1. �

We study the related Green function:

αn :=

〈

δn,
(

∆
(n)
λ,V,W

)−1

δn

〉

,

where δn(m) := 1 if and only if n = m and 0 otherwise. The objective is to bound α0 independently of
λ. We give the first property of αn.

Proposition 4.4. Take λ ∈ H, V ∈ ℓ∞(Z+,R
2), and W ∈ ℓ∞(Z+,C

2) then

αn =

〈

δn,
(

∆
(n)
λ,V,W

)−1

δn

〉

∈ H,

for all n ∈ Z+.

Proof. We have

ℑ(αn) = ℑ(λ)
(∥
∥
∥
∥

1

|λ−m− V1|Zn
| d̃
(

∆
(n)
λ,V,W

)−1

δn

∥
∥
∥
∥

2

+

∥
∥
∥
∥

(

∆
(n)
λ,V,W

)−1

δn

∥
∥
∥
∥

2
)

.

So ℑ(αn) > 0 because λ ∈ H and
(

∆
(n)
λ,V,W

)−1

δn 6= 0. �

We follow the strategy of [FHS] and express αn with the help of αn+1. The aim is to use a fixed point
argument in order to recover some bounds on α0.

Proposition 4.5. Take λ ∈ H, V ∈ ℓ∞(Z+,R
2), W ∈ ℓ∞(Z+,C

2) with W1(k) 6= −1 for all k ∈ Z+, and

n ∈ Z+. By setting

Φn(z) := ϕan,bn,cn(z) = −
(

an − (bn + cnz)
−1
)−1

an := λ+m− V2(n) ∈ H

bn := (λ−m− V1(n))|1 +W1(n)|−2 ∈ H(4.3)

cn :=

∣
∣
∣
∣

1−W2(n)

1 +W1(n)

∣
∣
∣
∣

2

∈ R+,
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we obtain αn = Φn(αn+1).

Proof. We define in ℓ2(Zn,C) and in ℓ2(Zn+1,C)

f :=
(

∆
(n)
λ,V,W

)−1

δn and g :=
(

∆
(n+1)
λ,V,W

)−1

δn+1,

respectively. Clearly αn = f(n) and αn+1 = g(n+ 1). By definition f is the unique solution in ℓ2(Zn,C)

of ∆
(n)
λ,V,W f = δn, i.e.,

1 +W1(k)

λ−m− V1(k)
((1 +W1(k))f(k) + (−1 +W2(k))f(k + 1))(4.4)

+
1−W2(k − 1)

λ−m− V1(k − 1)
((1−W2(k − 1))f(k) + (−1−W1(k − 1))f(k − 1))− (λ+m− V2(k))f(k) = 0,

for all k ≥ n+ 1 and

1 +W1(n)

λ−m− V1(n)
((1 +W1(n))f(n) + (−1 +W2(n))f(n+ 1))− (λ+m− V2(n))f(n) = 1.(4.5)

We see that f|Zn+1
is solution of (4.4) for all k ≥ n+ 2 and

1 +W1(n+ 1)

λ−m− V1(n+ 1)
((1 +W1(n+ 1))f(n+ 1) + (−1 +W2(n+ 1))f(n+ 2))

− (λ+m− V2(n+ 1))f(n+ 1)

=
1−W2(n)

λ−m− V1(n)
((1 +W1(n))f(n) + (−1 +W2(n))f(n+ 1)) .

So we obtain that

∆
(n+1)
λ,V,W f|Zn+1

=
1−W2(n)

λ−m− V1(n)
((1 +W1(n))f(n) + (−1 +W2(n))f(n+ 1)) δn+1.

Because ∆
(n+1)
λ,V,W g = δn+1 we have

∆
(n+1)
λ,V,W f|Zn+1

=
1−W2(n)

λ−m− V1(n)
((1 +W1(n))f(n) + (−1 +W2(n))f(n+ 1))∆

(n+1)
λ,V,W g

But ∆
(n+1)
λ,V,W is invertible, so

f|Zn+1
=

1−W2(n)

λ−m− V1(n)
((1 +W1(n))f(n) + (−1 +W2(n))f(n+ 1)) g.

Note that

f(n+ 1) =
1−W2(n)

λ−m− V1(n)
((1 +W1(n))f(n) + (−1 +W2(n))f(n+ 1)) g(n+ 1).

Straightforwardly, using (4.5) we conclude that αn = f(n) = Φn(g(n+ 1)) = Φn(αn+1). �

4.3. An iterative process. The key to the process relies on the fact that Φn is a strict contraction.

Proposition 4.6. Given λ ∈ H, n ∈ Z+, V ∈ ℓ∞(Z+,C
2), and W ∈ ℓ∞(Z+,C

2) with W1(n) 6= −1 and

W2(n) 6= 1. Then Φn is a strict contraction. More precisely, we have

dH (Φn(z1),Φn(z2)) ≤
1

1 + (ℑ(λ))2 (1 + ‖W1‖∞)
−2 dH (z1, z2) ,(4.6)
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for all z1, z2 ∈ H and n ∈ Z+. Moreover we obtain

dH (Φn(z1),Φn(z2)) ≤

(

(1 + ‖W1‖∞)
2
+ ℑ(λ) (|λ|+m+ ‖V2‖∞)

)2

(ℑ(λ))4
,

for all z1, z2 ∈ H and n ∈ Z+.

Proof. Using Lemma 2.2, we obtain that Φn = ϕan,bn,cn is a strict contraction. More precisely, we get

dH (Φn(z1),Φn(z2)) ≤
1

1 + ℑ(an)ℑ(bn)
dH (z1, z2) ≤

1

1 + (ℑ(λ))2 (1 + ‖W1‖∞)
−2 dH (z1, z2) ,

for all z1, z2 ∈ H, and

dH (Φn(z1),Φn(z2)) ≤
(

1
ℑ(bn)

+ |an|
ℑ(an)

)2

≤

(

(1 + ‖W1‖∞)
2
+ ℑ(λ) (|λ|+m+ ‖V2‖∞)

)2

(ℑ(λ))4
,

for all z1, z2 ∈ H. �

Now we have an asymptotic property. That is an analogue of [FHS][Theorem 2.3]. It relies strongly
on the fact that Φn is a strict contraction.

Corollary 4.7. Take V ∈ ℓ∞(Z+,R
2), and W ∈ ℓ∞(Z+,C

2) with W1(n) 6= −1 and W2(n) 6= 1 for all

n ∈ Z+. Then for all λ ∈ H and (ζn)n ∈ H
Z+ we have

dH−lim
n→∞

Φ0 ◦ · · · ◦ Φn(ζn) = α0,

i.e., limn→∞ dH(Φ0 ◦ · · · ◦ Φn(ζn), α0) = 0.

Proof. With Proposition 4.4, for all n ∈ Z+ we have αn ∈ H. With Proposition 4.6 there exist δ ∈ (0, 1)
and η > 0 such that

dH (Φn(z1),Φn(z2)) ≤ min (δdH (z1, z2) , η) ,

for all n ∈ Z+ and z1, z2 ∈ H. So, using that αn = Φn(αn+1) for all n ∈ Z+, we obtain that for n ∈ Z+

dH (Φ0 ◦ · · · ◦ Φn(ζn), α0) = dH (Φ0 ◦ · · · ◦ Φn(ζn),Φ0 ◦ · · · ◦ Φn(αn+1))

≤ δndH (Φn(ζn),Φn(αn+1)) ≤ ηδn.

Therefore, dH−limn→∞ Φ0 ◦ · · · ◦ Φn(ζn) = α0. �

From now on, set
ν := ν1 · ν2.

Now unlike in [FHS][Lemma 4.5] or in [FHS2][Proposition 3.4] we shall not rely directly on a fixed point
of Φn but on one of Φn ◦ · · ·◦Φn+ν−1. The proof is unfortunately more complicated but the improvement
is real as we can treat potentials satisfying V − τν1V ∈ ℓ1. Recall that with the approach of [FHS], one
covers only the case ν = 1. We localize in energy and introduce:

Kx1,x2,ε := (x1, x2) + i(0, ε).(4.7)

Proposition 4.8. Take x ∈
(
−
√
m2 + 4,−m

)
∪
(
m,

√
m2 + 4

)
, ν ∈ Z+ \ {0}, and assume that (3.2) and

(3.3) hold true, then there exist x1, x2 ∈ R such that x ∈ (x1, x2) and M1, ε > 0 so that

dH (α0, i) = dH

(〈

δ0,
(

∆
(0)
λ,V,W

)−1

δ0

〉

, i

)

≤ M1

for all λ ∈ Kx1,x2,ε. In particular there exists M2 > 0 such that
∣
∣
∣
∣

〈

δ0,
(

∆
(Z+)
2,λ,V,W

)−1

δ0

〉∣
∣
∣
∣
≤ M2
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for all λ ∈ Kx1,x2,ε.

Proof. Using Lemma 2.4, there exist some polynomials A,B1, B2, C ∈ R[X1, . . . , X3ν ] such that

Φn ◦ · · · ◦ Φn+ν−1(z) = ϕan,bn,cn ◦ · · · ◦ ϕan+ν−1,bn+ν−1,cn+ν−1
(z)

= −C(ωn,λ) +B2(ωn,λ)z

B1(ωn,λ) +A(ωn,λ)z
,

for all λ ∈ H and n ∈ Z+, where

ωn,λ := (an, bn, cn, . . . , an+ν−1, bn+ν−1, cn+ν−1),

and where B1(ω) +A(ω)z 6= 0 for all ω ∈ (cl(H)2 × R∗
+)

ν and z ∈ H.
We now work in a neighbourhood of x. First notice that the fixed points of ϕx+m,x−m,1 are given by:

−x−m

2
± 1

2
i

√
x−m

x+m
(4 +m2 − x2).(4.8)

Then

ϕx+m,x−m,1 ◦ · · · ◦ ϕx+m,x−m,1
︸ ︷︷ ︸

ν times

= −C(ω∞,x) +B2(ω∞,x)·
B1(ω∞,x) +A(ω∞,x)·

,

where ω∞,x := (x + m,x − m, 1, . . . , x + m,x − m, 1), has at least (4.8) as fixed points. As it is a
homography it has exactly at most two fixed points. Note also that A(ω∞,x) 6= 0, because there are two
different fixed points.

Now we would like to study the fixed points of

R(ω, z) := −C(ω) +B2(ω)z

B1(ω) +A(ω)z

with respect to z, for ω being in a neighbourhood of ω∞,x. As the Inverse Function Theorem does not
seem to apply we rely on a direct approach. Since A is continuous, there exists a neighbourhood Ω1 of
ω∞,x such that A(ω) 6= 0 for all ω ∈ Ω1. We define on Ω1

Z(ω) := −B1(ω) +B2(ω)

2A(ω)
+

1

2
i

√

4
C(ω)

A(ω)
−
(
B1(ω) +B2(ω)

A(ω)

)2

,(4.9)

where we have chosen the square root in order to guarantee that:

ℜ





√

4
C(ω)

A(ω)
−
(
B1(ω) +B2(ω)

A(ω)

)2


 ≥ 0,

for all ω ∈ Ω1. A direct computation gives that Z(ω) is a fixed point of R(ω, ·) on Ω1. Since A,B1, and
B2 are polynomials with real coefficients, we infer that ℑ(Z(ω∞,x)) ≥ 0, by the choice of the square root.
On the other hand Z(ω∞,x) belongs to (4.8). Therefore we infer that

Z(ω∞,x) = −x−m

2
+

1

2
i

√
x−m

x+m
(4 +m2 − x2) ∈ H.(4.10)

In particular, since A,B1, B2, and C are polynomials with real coefficients,

4
C(ω∞,x)

A(ω∞,x)
−
(
B1(ω∞,x) +B2(ω∞,x)

A(ω∞,x)

)2

=
x−m

x+m
(4 +m2 − x2) > 0.

Therefore there exists a neighbourhood Ω2 ⊂ Ω1 of ω∞,x such that

4
C(ω)

A(ω)
−
(
B1(ω) +B2(ω)

A(ω)

)2

6∈ R−, for all ω ∈ Ω2.
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We infer that we can take the principal value of the square root in the definition of (4.9) when ω ∈ Ω2.
In particular, Z ∈ C∞(Ω2,C). Hence, recalling (4.10), there exists a compact neighbourhood Ω3 ⊂ Ω2 of
ω∞,x and η1,M1 > 0 such that

ℑ(Z(ω)) > η1 and |Z(ω)| ≤ M1,

for all ω ∈ Ω3. Now there exist x1, x2 ∈ R, ε > 0, and n0 ∈ Z+ such that x ∈ (x1, x2) and ωn,λ ∈ Ω3, for
all λ ∈ Kx1,x2,ε and n ≥ n0. We define now

zn(λ) := Z(ωn,λ)

for all λ ∈ Kx1,x2,ε and n ≥ n0. Notice that

ℑ(zn(λ)) > η1 and |zn(λ)| ≤ M1,(4.11)

for all λ ∈ Kx1,x2,ε and n ≥ n0. Moreover, by definition of Z we have

Φn ◦ · · · ◦ Φn+ν−1(zn(λ)) = zn(λ)(4.12)

for all λ ∈ Kx1,x2,ε and n ≥ n0. Next, there is M2 > 0 such that

(|ak − ak+ν |+ |bk − bk+ν |+ |ck − ck+ν |) ≤ M2 (‖V (k)− V (k + ν)‖ + ‖W (k)−W (k + ν)‖)
for all λ ∈ Kx1,x2,ε and k ∈ Z+. Now since Z is C∞(Ω3,C) and Ω3 is compact, there exists a Lipschitz
constant M3 > 0 such that

|zn+ν(λ) − zn(λ)| ≤M3‖ωn+ν,λ − ωn,λ‖
≤M3 (|an+ν(λ) − an(λ)|+ |bn+ν(λ) − bn(λ)|+ |cn+ν(λ) − cn(λ)| + · · ·

+|an+2ν−1(λ)− an+ν−1(λ)| + |bn+2ν−1(λ)− bn+ν−1(λ)| + |cn+2ν−1(λ) − cn+ν−1(λ)|)

≤M2M3

ν−1∑

k=0

(‖V (n+ k + ν)− V (n+ k)‖ + ‖W (n+ k + ν)−W (n+ k)‖)(4.13)

for all λ ∈ Kx1,x2,ε and n ≥ n0. By Corollary 4.7, for all λ ∈ Kx1,x2,ε, we have:

dH(i, α0) = lim
n→∞

dH(i,Φ0 ◦ · · · ◦ Φn0+ν(n+1)−1(zn0+νn(λ)))

≤ lim
n→∞

(

dH(i,Φ0(i)) +

n0+ν−3∑

k=0

dH(Φ0 ◦ · · · ◦ Φk(i),Φ0 ◦ · · · ◦ Φk+1(i))

+ dH(Φ0 ◦ · · · ◦ Φn0+ν−2(i),Φ0 ◦ · · · ◦ Φn0+ν−1(zn0
))

+

n−1∑

k=0

dH(Φ0 ◦ · · · ◦Φn0+ν(k+1)−1(zn0+νk),Φ0 ◦ · · · ◦ Φn0+ν(k+2)−1(zn0+ν(k+1)))

)

≤
n0+ν−2∑

k=0

dH(i,Φk(i)) + dH(i,Φn0+ν−1(zn0
))(4.14)

+
∑

k≥0

dH(zn0+νk,Φn0+ν(k+1) ◦ · · · ◦ Φn0+ν(k+2)−1(zn0+ν(k+1)))

=

n0+ν−2∑

k=0

dH(i,Φk(i)) + dH(i,Φn0+ν−1(zn0
)) +

∑

k≥0

dH(zn0+νk, zn0+ν(k+1))(4.15)

≤
n0+ν−2∑

k=0

dH(i,Φk(i)) + dH(i,Φn0+ν−1(zn0
)) +

∑

k≥0

∣
∣zn0+νk − zn0+ν(k+1)

∣
∣

(ℑ(zn0+νk))
1/2 (ℑ(zn0+ν(k+1))

)1/2
.(4.16)

Here in (4.14) we have used the fact that Φn is a contraction, in (4.15) we exploited (4.12), and in (4.16)
we relied on (2.2).
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Coming back to (4.3), one finds easily M4, η4 > 0 such that

max (|an|, |bn|) ≤ M4 and η4 < cn ≤ M4,

for all λ ∈ Kx1,x2,ε and for all n ∈ Z+. Then, Lemma 2.3 ensures that

dH(Φn(z), i) ≤
(
(M4 +M4|z|)2

η4ℑ(z)
+ 1

)
(M4|z|+M4)

(
M4 + (η4ℑ(z))−1

)

√

η4ℑ(z)
.(4.17)

for all z ∈ H, λ ∈ Kx1,x2,ε, and n ∈ Z+. Finally combining (4.16) and estimates (4.11), (4.13), and (4.17),
we infer:

dH(α0, i) ≤(n0 + ν − 1)

(
(2M4)

2

η4
+ 1

)
2M4

(
M4 + η−1

4

)

√
η4

+

(
(M4 +M4M1)

2

η4η1
+ 1

)
(M4M1 +M4)

(
M4 + (η4η1)

−1
)

√
η4η1

+
M2M3

η1
(‖V − τνV ‖1 + ‖W − τνW‖1) ,

for all λ ∈ Kx1,x2,ε. The second point comes by recalling that ∆
(0)
λ,V,W = ∆

(Z+)
2,λ,V,W . �

5. The absolutely continuous spectrum

We recall the following standard result, e.g., [ReSi][Theorem XIII.19].

Theorem 5.1. Let H be a self-adjoint operator of H, let (x1, x2) be an interval and f ∈ H. Suppose

lim sup
ε↓0+

sup
x∈(x1,x2)

∣
∣
〈
f, (H − (x+ iε))−1f

〉∣
∣ < +∞,(5.1)

then the measure 〈f,1(·)(H)f〉 is purely absolutely continuous w.r.t. the Lebesgue measure on (x1, x2).

5.1. The case of Z+. In the previous section we have estimated the resolvent of ∆
(Z+)
2,λ,V,W . Keeping in

mind Proposition 4.2, we explain how to transfer the result to H
(Z+)
m,V,W . We start by reducing the study

to a unique vector.

Lemma 5.2. Given A ⊂ C\R bounded, V ∈ ℓ∞(Z+,R
2), and W ∈ ℓ∞(Z+,C

2) with W1(n) 6= −1 and

W2(n) 6= 1 for all n ∈ Z+. Suppose that there exists C1 > 0 such that
∣
∣
∣
∣

〈(
0
1

)

δ0,
(

H
(Z+)
m,V,W − λ

)−1
(

0
1

)

δ0

〉∣
∣
∣
∣
≤ C1,

for all λ ∈ A. Then for all x1, y1, x2, y2 ∈ C and n1, n2 ∈ Z+ there exists C2 > 0 such that
∣
∣
∣
∣

〈(
x1

y1

)

δn1
,
(

H
(Z+)
m,V,W − λ

)−1
(

x2

y2

)

δn2

〉∣
∣
∣
∣
≤ C2,

for all λ ∈ A.

Proof. Let

f :=
(

H
(Z+)
m,V,W − λ

)−1
(

0
1

)

δ0.

We have clearly

|f2(0)| =
∣
∣
∣
∣

〈(
0
1

)

δ0,
(

H
(Z+)
m,V,W − λ

)−1
(

0
1

)

δ0

〉∣
∣
∣
∣
≤ C1,
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for all λ ∈ A. By definition, f is the unique solution in ℓ2(Z+,C
2) of

{
(m+ V1(n)− λ)f1(n) + (1 +W1(n))f2(n) + (−1 +W2(n))f2(n+ 1) = 0

(1 +W1(n))f1(n) + (−1 +W2(n− 1))f1(n− 1) + (−m+ V2(n)− λ)f2(n) = 0

for all n ≥ 1 and of
{

(m+ V1(0)− λ)f1(0) + (1 +W1(0))f2(0) + (−1 +W2(0))f2(1) = 0

(1 +W1(0))f1(0) + (−m+ V2(0)− λ)f2(0) = 1.

So by induction on n ∈ Z+ there exists Dn > 0 such that

|fi(n)| ≤ Dn,

for all λ ∈ A and i ∈ {1, 2}. Therefore we obtain that
∣
∣
∣
∣

〈(
0
1

)

δ0,
(

H
(Z+)
m,V,W − λ

)−1
(

x2

y2

)

δn2

〉∣
∣
∣
∣
=

∣
∣
∣
∣

〈(
x2

y2

)

δn2
,
(

H
(Z+)
m,V,W − λ

)−1
(

0
1

)

δ0

〉∣
∣
∣
∣

= |x2f1(n2) + y2f2(n2)| ≤ (|x2|+ |y2|)Dn2
=: C2.

for all λ ∈ A. Now let

g :=
(

H
(Z+)
m,V,W − λ

)−1
(

x2

y2

)

δn2
,

we have

|g2(0)| =
∣
∣
∣
∣

〈(
0
1

)

δ0,
(

H
(Z+)
m,V,W − λ

)−1
(

x2

y2

)

δn2

〉∣
∣
∣
∣
≤ C2.

for all λ ∈ A. By definition, g is the unique solution in ℓ2(Z+,C
2) of

{
(m+ V1(n)− λ)g1(n) + (1 +W1(n))g2(n) + (−1 +W2(n))g2(n+ 1) = x2δn2

(n)
(1 +W1(n))g1(n) + (−1 +W2(n− 1))g1(n− 1) + (−m+ V2(n)− λ)g2(n) = y2δn2

(n)

for all n ≥ 1 and of
{

(m+ V1(0)− λ)g1(0) + (1 +W1(0))g2(0) + (−1 +W2(0))g2(1) = x2δn2
(0)

(1 +W1(0))g1(0) + (−m+ V2(0)− λ)g2(0) = y2δn2
(0).

So by induction for all n ∈ Z+ there exists D′
n > 0 such that

|gi(n)| ≤ D′
n,

for all λ ∈ A and i ∈ {1, 2}. Therefore we obtain that
∣
∣
∣
∣

〈(
x1

y1

)

δn1
,
(

H
(Z+)
m,V,W − λ

)−1
(

x2

y2

)

δn2

〉∣
∣
∣
∣
= |x1g1(n1) + y1g2(n1)| ≤ (|x1|+ |y1|)D′

n1
=: C3,

for all λ ∈ A. This concludes the proof. �

We are now in position to conclude with our main result.

Proof of Theorem 3.1. Since D
(Z+)
m −H

(Z+)
m,V,W is compact, then Weyl Theorem gives the first point. We

prove the second one. Take x ∈
(
−
√
m2 + 4,−m

)
∪
(
m,

√
m2 + 4

)
. By Propositions 4.2 and 4.8 we have

that there exists ε, C > 0 and x1, x2 ∈ R such that x ∈ (x1, x2) and
∣
∣
∣
∣

〈(
0
1

)

δ0,
(

H
(Z+)
m,V,W − λ

)−1
(

0
1

)

δ0

〉∣
∣
∣
∣
=
∣
∣
∣

〈

δ0, (∆
(Z+)
2,λ,V,W )−1δ0

〉∣
∣
∣ ≤ C

for all λ ∈ Kx1,x2,ε. Then Theorem 5.1 and Lemma 5.2 conclude by density. �
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5.2. The case of Z. Now we express ∆
(Z)
2,λ,V,W with the help of ∆

(0)
λ,·,·.

Lemma 5.3. Take λ ∈ H, V ∈ ℓ∞(Z,R2), W ∈ ℓ∞(Z,C2) with W1(0) 6= −1 and W2(−1) 6= 1. Set:

Φ(z1, z2) := −
(

a− (b+ cz1)
−1 − (b′ + c′z2)

−1
)−1

a := λ+m− V2(0) ∈ H,

b := (λ−m− V1(0))|1 +W1(0)|−2 ∈ H, b′ := (λ−m− V1(−1))|1−W2(−1)|−2 ∈ H,

c :=

∣
∣
∣
∣

1−W2(0)

1 +W1(0)

∣
∣
∣
∣

2

∈ R
∗
+, c′ :=

∣
∣
∣
∣

1 +W1(−1)

1−W2(−1)

∣
∣
∣
∣

2

∈ R
∗
+,

we have
〈

δ0,
(

∆
(Z)
2,λ,V,W

)−1

δ0

〉

= Φ

(〈

δ0,∆
(0)
λ,(τV )|Z+

,(τW )|Z+

δ0

〉

,

〈

δ0,∆
(0)

λ,(τ2SV1,τSV2)
t

|Z+
,(τ−τ2SW2,−τ2SW1)

t

|Z+

δ0

〉)

.

Proof. We define

f :=
(

∆
(Z)
2,λ,V,W

)−1

δ0,

g :=

(

∆
(0)
λ,(τV )|Z+

,(τW )|Z+

)−1

δ0 and h :=

(

∆
(0)

λ,(τ2SV1,τSV2)
t

|Z+
,(τ−τ2SW2,−τ2SW1)

t

|Z+

)−1

δ0.

Clearly

〈

δ0,
(

∆
(Z)
2,λ,V,W

)−1

δ0

〉

= f(0),

〈

δ0,∆
(0)
λ,(τV )|Z+

,(τW )|Z+

δ0

〉

= g(0)

〈

δ0,∆
(0)

λ,(τ2SV1,τSV2)
t

|Z+
,(τ−τ2SW2,−τ2SW1)

t

|Z+

δ0

〉

= h(0).

By definition f is the unique solution in ℓ2(Z,C) of ∆
(Z)
2,λ,V,W f = δ0, i.e.,

1 +W1(n)

λ−m− V1(n)
((1 +W1(n))f(n) + (−1 +W2(n))f(n+ 1))

+
1−W2(n− 1)

λ−m− V1(n− 1)
((1−W2(n− 1))f(n) + (−1−W1(n− 1))f(n− 1))(5.2)

− (λ+m− V2(n))f(n) = δ0(n),

for all n ∈ Z. Let f ′ := (τf)|Z+
, we see that f ′ is solution of

1 +W1(n+ 1)

λ−m− V1(n+ 1)
((1 +W1(n+ 1))f ′(n) + (−1 +W2(n+ 1))f ′(n+ 1))

+
1−W2(n)

λ−m− V1(n)
((1−W2(n))f

′(n) + (−1−W1(n))f
′(n− 1))

− (λ +m− V2(n+ 1))f ′(n) = 0
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for all n ≥ 1 and

1 +W1(1)

λ−m− V1(1)
((1 +W1(1))f

′(0) + (−1 +W2(1))f
′(1))− (λ+m− V2(1))f

′(0)

=
1−W2(0)

λ−m− V1(0)
((1 +W1(0))f(0) + (−1 +W2(0))f(1)) .

So we obtain that

∆
(0)
λ,(τV )|Z+

,(τW )|Z+

f ′ =
1−W2(0)

λ−m− V1(0)
((1 +W1(0))f(0) + (−1 +W2(0))f(1)) δ0

=
1−W2(0)

λ−m− V1(0)
((1 +W1(0))f(0) + (−1 +W2(0))f(1))∆

(0)
λ,(τV )|Z+

,(τW )|Z+

g.

Since ∆
(0)
λ,(τV )|Z+

,(τW )|Z+

is invertible, we get

1−W2(0)

λ−m− V1(0)
((1 +W1(0))f(0) + (−1 +W2(0))f(1)) g(0) = f ′(0) = f(1).(5.3)

Now let f ′′ := (τSf)|Z+
We see that f ′′ is solution of

1 +W1(−n− 1)

λ−m− V1(−n− 1)
((1 +W1(−n− 1))f ′′(n) + (−1 +W2(−n− 1))f ′′(n− 1))

+
1−W2(−n− 2)

λ−m− V1(−n− 2)
((1−W2(−n− 2))f ′′(n) + (−1−W1(−n− 2))f ′′(n+ 1))

− (λ+m− V2(−n− 1))f ′′(n) = 0

for all n ≥ 1 and

1−W2(−2)

λ−m− V1(−2)
((1−W2(−2))f ′′(0) + (−1−W1(−2))f ′′(1))− (λ+m− V2(−1))f ′′(0)

=
1 +W1(−1)

λ−m− V1(−1)
((1 −W2(−1))f(0) + (−1−W1(−1))f(−1)) .

By setting ∆̃ := ∆
(0)

λ,(τ2SV1,τSV2)
t

|Z+
,(τ−τ2SW2,−τ2SW1)

t

|Z+

, we obtain

∆̃f ′′ =
1 +W1(−1)

λ−m− V1(−1)
((1−W2(−1))f(0) + (−1−W1(−1))f(−1)) δ0

=
1 +W1(−1)

λ−m− V1(−1)
((1−W2(−1))f(0) + (−1−W1(−1))f(−1)) ∆̃h.

Since ∆̃ is invertible, we infer

1 +W1(−1)

λ−m− V1(−1)
((1−W2(−1))f(0) + (−1−W1(−1))f(−1))h(0) = f ′′(0) = f(−1).(5.4)

Straightforwardly, using (5.2) for n = 0, (5.3) and (5.4) we have that f(0) = Φ(g(0), h(0)). �

Now with this Lemma we can obtain that

〈

δ0,
(

∆
(Z)
2,λ,V,W

)−1

δ0

〉

is bounded independently of λ with

the Proposition 4.8.
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Corollary 5.4. Take x ∈
(
−
√
m2 + 4,−m

)
∪
(
m,

√
m2 + 4

)
, V ∈ ℓ∞(Z,R2), and W ∈ ℓ∞(Z,C2) with

W1(n) 6= −1 and W2(n) 6= 1, for all n ∈ Z. Suppose that there exists ν ∈ Z+ \ {0} such that (3.5) or

(3.6) holds true. Then there exist C, ε > 0 and x1, x2 ∈ R such that x ∈ (x1, x2) and
∣
∣
∣
∣

〈

δ0,
(

∆
(Z)
2,λ,V,W

)−1

δ0

〉∣
∣
∣
∣
≤ C

for all λ ∈ Kx1,x2,ε.

Proof. Let

αλ :=

〈

δ0,∆
(0)
λ,(τV )|Z+

,(τW )|Z+

δ0

〉

∈ H,

α′
λ :=

〈

δ0,∆
(0)

λ,(τ2SV1,τSV2)
t

|Z+
,(τ−τ2SW2,−τ2SW1)

t

|Z+

δ0

〉

∈ H.

With Lemma 5.3 we have
∣
∣
∣
∣

〈

δ0,
(

∆
(Z)
2,λ,V,W

)−1

δ0

〉∣
∣
∣
∣
=
∣
∣
∣a− (b+ cαλ)

−1 − (b′ + c′α′
λ)

−1
∣
∣
∣

−1

≤ min

((

ℑ
(

− (b+ cαλ)
−1
))−1

,
(

ℑ
(

− (b′ + c′α′
λ)

−1
))−1

)

.

Now if V|Z+
− τν1V|Z+

,W|Z+
− τν2W|Z+

∈ ℓ1(Z+,C
2) with Proposition 4.8 there exist C1, ε > 0 and

x1, x2 ∈ R such that x ∈ (x1, x2) and dH(αλ, i) ≤ C1 for all λ ∈ Kx1,x2,ε, so there exists C2 > 0 such that
∣
∣
∣
∣

〈

δ0,
(

∆
(Z)
2,λ,V,W

)−1

δ0

〉∣
∣
∣
∣
≤
(

ℑ
(

− (b+ cαλ)
−1
))−1

≤ C2

for all λ ∈ Kx1,x2,ε. Now if V|Z−
− τν1V|Z−

,W|Z−
− τν2W|Z−

∈ ℓ1(Z−,C
2) with Proposition 4.8 there exist

C1, ε > 0 and x1, x2 ∈ R such that x ∈ (x1, x2) and dH(α
′
λ, i) ≤ C1 for all λ ∈ Kx1,x2,ε, so there exists

C2 > 0 such that
∣
∣
∣
∣

〈

δ0,
(

∆
(Z)
2,λ,V,W

)−1

δ0

〉∣
∣
∣
∣
≤
(

ℑ
(

− (b′ + c′α′
λ)

−1
))−1

≤ C2

for all λ ∈ Kx1,x2,ε. �

Finally we conclude with the help of the symmetry of charge.

Proof of Theorem 3.3. Since D
(Z)
m − H

(Z)
m,V,W is compact, then Weyl Theorem gives the first point. We

turn to the second one. Let n ∈ Z, let x ∈
(
−
√
m2 + 4,−m

)
∪
(
m,

√
m2 + 4

)
. Proposition 4.2 and

Corollary 5.4 ensure that there exist ε1, C1 > 0 and x1, x2 ∈ R such that x ∈ (x1, x2) and
∣
∣
∣
∣

〈(
0
1

)

δn,
(

H
(Z)
m,V,W − λ

)−1
(

0
1

)

δn

〉∣
∣
∣
∣
=

∣
∣
∣
∣

〈(
0
1

)

δ0,
(

H
(Z)
m,τnV,τnW − λ

)−1
(

0
1

)

δ0

〉∣
∣
∣
∣

=
∣
∣
∣

〈

δ0, (∆
(Z)
2,λ,τnV,τnW )−1δ0

〉∣
∣
∣ ≤ C1,

for all λ ∈ Kx1,x2,ε1 . Then, Theorem 5.1 yields that the measure
〈(

0
1

)

δn,1(·)(H
(Z+)
m,V,W )

(
0
1

)

δn

〉

is purely absolutely continuous on (x1, x2). Now we use U , see (3.4). Let

V ′ := (−SτnV2,−SτnV1)
t

and W ′ :=
(
SτnW1, Sτ

n−1W2

)t
,
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there exist ε2, C2 > 0 and x3, x4 ∈ R such that x ∈ (x3, x4) and
∣
∣
∣
∣

〈(
1
0

)

δn,
(

H
(Z)
m,V,W − λ

)−1
(

1
0

)

δn

〉∣
∣
∣
∣
=

∣
∣
∣
∣

〈(
1
0

)

δ0,
(

H
(Z)
m,τnV,τnW − λ

)−1
(

1
0

)

δ0

〉∣
∣
∣
∣

=

∣
∣
∣
∣

〈(
0
δ0

)

,
(

H
(Z)
m,V ′,W ′ −

(
−λ
))−1

(
0
δ0

)〉∣
∣
∣
∣

=
∣
∣
∣

〈

δ0, (∆
(Z)

2,−λ,V ′,W ′
)−1δ0

〉∣
∣
∣ ≤ C2

for all λ ∈ Kx3,x4,ε2 . Again Theorem 5.1 gives that the measure
〈(

1
0

)

δn,1(·)(H
(Z+)
m,V,W )

(
1
0

)

δn

〉

is purely absolutely continuous (x3, x4). Finally, remembering that x is arbitrary and by an argument of

density, we infer that H
(Z+)
m,V,W has pure ac spectrum

(
−
√
m2 + 4,−m

)
∪
(
m,

√
m2 + 4

)
. �

6. The case of the Laplacian

In this section we explain briefly how to adapt our proofs in order to prove Theorem 1.1. For the sake
of clarity, we stick to the case ∆ + V and compare our proof directly to [FHS].

We start by the case of Z+.

Theorem 6.1. Take V ∈ ℓ∞(Z+,R) and τ ∈ Z+ such that:

limn→+∞ V (n) = 0,

V − τνV ∈ ℓ1(Z+,R),
(6.1)

then the spectrum of ∆+ V is purely absolutely continuous on (0, 4).

Apart from Proposition 6.3, our presentation is very close to the one of [FHS]. We start with the
truncated case. Set:

αn :=

〈

δn,
(

∆(n) + V|Zn
− λ
)−1

δn

〉

∈ H,

where ∆(n) is the Laplacian on Zn, see (2.1). As in Proposition 4.5 we have αn = Φn(αn+1) with

Φn(z) := ϕλ−V (n),1,1(z) = −
(

λ− V (n)− (1 + z)
−1
)−1

.

Note that Φn is a contraction of H. However, unlike in Proposition 4.6, this is not a strict contraction.
However, Φn ◦ Φn+1 is a strict contraction, see also [FHS][Proposition 2.1]. This infers:

Proposition 6.2. Take V ∈ ℓ∞(Z+,R), then for all λ ∈ H and (ζn)n ∈ HZ+ we have

dH−lim
n→∞

Φ0 ◦ · · · ◦ Φn(ζn) = α0.

Proof. See the proof of Corollary 4.7 and [FHS][Theorem 2.3]. �

Now unlike in [FHS][Lemma 4.5] or in [FHS2][Proposition 3.4] but as in Proposition 4.8 we use the
fixed point of Φn ◦ · · · ◦ Φn+ν−1. We obtain:

Proposition 6.3. Take x ∈ (0, 4), V ∈ ℓ∞(Z+,R), and ν ∈ Z+ \ {0} with limn→+∞ V (n) = 0 and

V − τνV ∈ ℓ1(Z+,R). Then there exist x1, x2 ∈ R such that x ∈ (x1, x2) and M1, ε > 0 so that

dH (α0, i) ≤ M1

for all λ ∈ Kx1,x2,ε.

Recall that Kx1,x2,ε is defined in (4.7).
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Proof. This is the same proof as in Proposition 4.8. We study the fixed points of Φn ◦ · · · ◦ Φn+ν in a
neighbourhood of

ω∞,x := (x, 1, 1, . . . , x, 1, 1).

The fixed points of ϕx,1,1 are

−1

2
± 1

2
i

√

4

x
− 1,

The rest remains the same. �

Finally Theorem 5.1 concludes the proof of Theorem 6.1.
We turn to the case of the line. As in Lemma 5.3, we reduce the problem to the case of Z+ because

∣
∣
∣
∣

〈

δ0,
(

∆(Z) + V − λ
)−1

δ0

〉∣
∣
∣
∣
=
∣
∣
∣

(
λ− V (0)− (1 + αλ)

−1 − (1 + α′
λ)

−1
)−1
∣
∣
∣

≤ 1

ℑ(−(1 + αλ)−1)
,

where

αλ :=

〈

δ1,
(

∆(Z1) + V|Z1
− λ
)−1

δ1

〉

∈ H

α′
λ :=

〈

δ−1,
(

∆(−Z1) + V|−Z−1
− λ
)−1

δ−1

〉

∈ H,

with ∆(Z1) and ∆(−Z1) the Laplacian on Z1 and −Z1 respectively. This gives Theorem 1.1.
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[DES] J. Dolbeault, M.J. Esteban, and E. Séré: On the eigenvalues of operators with gaps. Application to Dirac operators,

J. Funct. Anal. 174 (2000), no. 1, 208–226.
[DoNe] J. Dombrowski and P. Nevai: Orthogonal polynomials, measures and recurrence relations, SIAM J. Math. Anal.

17 (1986), no. 3, 752–759.
[FHS] R. Froese, D. Hasler, and W. Spitzer: Transfer matrices, hyperbolic geometry and absolutely continuous spectrum

for some discrete Schrödinger operators on graphs, J. Funct. Anal. 230 (2006), no. 1, 184-221.
[FHS2] R. Froese, D. Hasler, and W. Spitzer: A geometric approach to absolutely continuous spectrum for discrete

Schrödinger operators, Review, Alp workshop ”Spectral and probabilistic properties of random walks on random
graphs”, St. Kathrein (2009).

[GoNe] L. Golinskii and P. Nevai: Szegö difference equations, transfer matrices and orthogonal polynomials on the unit

circle, Comm. Math. Phys. 223 (2001) 223–259.
[JeNe] A. Jensen and G. Nenciu: A unified approach to resolvent expansions at thresholds, Rev. Math. Phys. 13 (2001),

no. 6, 717-754; mr 1841744, Rev. Math. Phys. 16 (2004), no. 5, 675–677.
[KaLa] U. Kaluzhny and Y. Last: Preservation of a.c. spectrum for random decaying perturbations of square-summable

high-order variation, J. Funct. Anal. 260 (2011), no. 4, 1029–1044.
[OlPr] C. R. de Oliveira and R. A. Prado: Spectral and Localization Properties for the One Dimensional Bernoulli

Discrete Dirac Operator, J. Math. Phys. 46, (2005) 072105 1–17.
[OlPr2] C. R. de Oliveira and R. A. Prado: Dynamical Delocalization for the 1D Bernoulli Discrete Dirac Operator, J.

Phys. A 38, (2005) L115–L119.
[PrOl2] R. A. Prado and C. R. de Oliveira: Dynamical lower bounds for 1D Dirac operators, Math. Z. 259, (2008) 45–60.
[PrOl] R. A. Prado and C. R. de Oliveira: Sparse 1D discrete Dirac operators I: Quantum transport, J. Math. Anal.

Appl. 385, (2012) 947–960.



ON THE A.C. SPECTRUM OF THE 1D DISCRETE DIRAC OPERATOR 21

[ReSi] M. Reed and B. Simon: Methods of Modern Mathematical Physics: I–IV, New York, San Francisco, London:
Academic Press. XV (1979).

[Sim] B. Simon: Bounded eigenfunctions and absolutely continuous spectra for one-dimensional Schrödinger operators,
Proc. Amer. Math. Soc. 124 (1996), no. 11, 3361–3369.

[Sto] G. Stolz: Spectral theory for slowly oscillating potentials. I. Jacobi matrices, Manuscripta Mathematica 84 (1994),
no. 3–4, 245–260.

[Wei] J. Weidmann: Zur Spektraltheorie von Sturm-Liouville-Operatoren, Math. Z. 98 1967 268–302.

Institut de Mathematiques de Bordeaux Universite Bordeaux 1 351, cours de la Libération F-33405 Talence

cedex

E-mail address: sylvain.golenia@math.u-bordeaux1.fr
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