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Abstract—This paper deals with the real time reconstruction
of a self-mixing displacement signal under devices with limited
resources. By implementing a first-order-hold interpolation used
in digital-to-analog converters, the signal recovery problem has
been reduced to the efficient usage of an adaptive filter with high
potential of parallelism, suitable to meet hard timing constraints,
low memory usage and easily integrable with other mitigation
algorithms of the physical phenomena proper to laser behavior,
towards the creation of a robust embedded displacement sensor.

Index Terms—Displacement measurement; optical feedback;
real time systems

I. INTRODUCTION

The emerging optical sensors by laser self-mixing (SM)
interferometry incursion in metrological fields like vibration,
absolute distance, displacement, speed, and angle measure-
ment with the premise of being a low-cost, sensitive and
naturally aligned technology [1]. Due to the reduced number
of components required for its setup [2], and the precision
achieved with this technique [3], they offer a considerable
potential for development in embedded market. The complex
physical phenomena involved in SM signals generation has
lead the researches to follow different paths.

As a matter of fact, for displacement measurement we can
find current efforts on accuracy improvement by modulation of
the laser beam assisted by an external electro-optic modulator
(EOM). Thus, providing synchronization to the detection stage
a resolution of few nanometers was reported in [4]. Novel
algorithm proposals for a robust information extraction [5]
provide a solution to discriminate the error arising from the
different reflective index of the materials under measure and
their media.

Recently, the use of terahertz quantum cascade lasers [6],
as replacement of the conventionally used laser diodes (LD)
[3], has demonstrated the capability to measure target dis-
placements through opaque materials. In addition, innovative
application fields like monitoring of independent displacement
of individual portions in a surface has been shown by the
use of a pulsed fiber laser in an ablation drilling process [7].
As well as a prototype for biomedical usage [8] in which
an algorithm to estimate the motion of a human chest wall
has been conceived with the objective of being reliable in the
presence of SM signal fading.

The classical configuration is presented in Fig.1(a): one part
of the emitted beam is back-reflected by the target’s surface
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Fig. 1. (a) Self-mixing setup and (b) Displacement reconstruction represen-
tation.

into the active cavity of LD. SM signal is received by a
photodiode placed in the same package as the laser source.

The measured optical output power (OOP) corresponding
to the target displacement can be modeled by [3]

47 D(t)

P(t) =Py {1 +m.F [ ) ” . (1
Where P, is the emitted optical power from the laser
without back-reflection, m is the modulation index for the
laser diode, D(t) is the target displacement, Ar is the emission
wavelength subject to optical feedback, and F' is a cosine
function related to the feedback coupling factor (C), used
to characterize the shape of the signal when the internal
oscillation of the laser is affected [2]. The sawtooth like form
of the SM signal [Fig.1(b)], allows estimating the displacement

of the target with a precision inferior to a half-wavelength.
In order to dimension a system for a real time application,
a time constraint must be imposed based on the requirements
specification. Besides, the algorithm characterization provides
knowledge of the needed resources for the target architecture.
In the classical displacement reconstruction algorithm [3],



the optimization procedure launched to reach more precision
works over a full signal acquisition and requires several cycles
to converge. Hence, this algorithm is not suitable for real time
implementation, although their main objective was to enlighten
the precision reached with their method.

The technique proposed by [4] doesn’t involve compli-
cated calculations and asserts an improved resolution of few
nanometers. While this could meet a timing constraint, no
further analysis was performed in that direction. Moreover,
the fact of adding optical components makes harder to reach
the promise of producing a low cost microsystem. The elab-
oration depicted on [5] advises a reconstruction based on the
well known SM model, this allows estimating the feedback
coupling factor in a fast iterative algorithm. However the study
is oriented to the robustness achieved, and the portability to
an autonomous sensor remains a field to explore.

In this paper we propose to approach the prototyping of real
time SM displacement sensors by distinguishing three main
categories of treatments: information extraction, correction of
inherent errors, and displacement reconstruction. This aims
to be able to properly model such systems by analyzing and
adapting the different treatments from literature so an optimal
sensor for a given application could be synthesized.

Particularly we are concerned by the treatments to be
performed for the sake of an accurate displacement recon-
struction once that SM sawtooth like signals are detected. The
focus is on an efficient implementation and a high degree
of maintainability allowing a straightforward calculation of
resources for a given application. The intention is to couple our
algorithm to the efforts in other research areas of SM analysis
like the fringe loss, speckle, or the abrupt change of C factor.
The prototype described here is a contribution to get a step
closer in the creation of a robust autonomous sensor based on
this technique. The implemented algorithm is inspired from
the well known First-Order-Hold (FOH) interpolation used in
some Digital-to-Analog Converters (DAC) [9].

II. THE RECONSTRUCTION PROCESS

A. Formulation

By looking at the fringes of a measured SM sawtooth like
signal [3], it can be interpreted that the detected transitions
belong to an irregular sampling of the calculated displacement;
hence a pure DAC interpolation is not feasible due to alias-
ing phenomenon. While sophisticated reconstruction methods
from non uniform samples are an active research in signal
processing [10], they are mainly based on the use of time-
invariant low pass filtering. To privilege the simplicity of the
calculations, the essence of the integrator mechanism, which
is also present in DAC interpolators, is kept as the heart of
this algorithm.

Consider the transition pair (TP) composed by the present
and previous detected transitions ¢r(N) and tr(N — 1) re-
spectively, where N = 0,1,2,... is the number of accumu-
lated fringes detected, and 7' the number of samples counted
between them. TP can be represented as [tr(N — 1) tr(N)].
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Fig. 2. Convolution in the FOH interpolator.

The signal z(n) to convolve, is the resulting vector of
upsampling TP by the factor T as denoted by expression .
On every new fringe arrival, TP is updated as well as the T
factor.
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TP(n/T =12,....T
x(n) — (n/ )7 n ) .7 K
0 otherwise.

The convolution kernel h(t) gets a size 27" as established
by Shannon’s sampling theorem [9]. Its shape is a normalized
non-causal triangular window (TRI), corresponding to the
impulse response of a delayed FOH interpolator

h(t) = (1/T)TRI((t = T)/T). 3)

The convolution of (2) and (3), results in the interpolated
segment (Xpop) denoted by

T
zrou(t) =Y _ z(n)h(t —n). (4)
n=0
From literature [2] [3], it is known that target displacement
can be calculated by

D(t) = N2 4 ¢ (5)

where )\ is the laser diode wavelength without back-reflection,
and ¢ is the excess fringe (< Ag/2). Since the interpolated
segments keep track of the accumulated transitions, the re-
constructed displacement for our algorithm is

A
D(t) = a:FOH(t)?O. (6)

Fig.2 illustrates this method: the number of samples counted
between two transitions, triggers the generation of a normal-
ized triangular window as well as the segment bounded by
the past and present transition. Both of them are convolved
in order to obtain the interpolated segment which finally will
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Fig. 3. Sequence diagram of the implemented algorithm

be weighted by half of the laser wavelength providing the
measurement of the target displacement.

B. Algorithm Implementation

In order to satisfy embedded real time constraints, the
algorithm is designed with focus on memory consumption and
calculation time. The convolution kernel generation requires
the arrival of two transitions and the counted samples between
them. It follows that displacement calculation time is bounded
by the detection of a new transition. This leads to think the
worst case scenario that may happen when the analog SM
signal is noisy: to detect contiguous transitions at each instant
of the sampling rate. It means that the algorithm must calculate
as fast as the sampling frequency for that condition and provide
an easy estimation of calculation cycles for different counted
samples between a pair of transitions detected. Therefore the
proposed methodology highlights the critical areas susceptible
of parallelism and hardware partitioning to reach this hard real
time constraint.

From the sequence diagram (Fig.3), it can be seen that
the analog SM signal is sampled and fed into a transition
detector module. This entity is an active process over the time
of measurement. It informs if the transition detected is negative
or positive by implementing a high pass filter and a threshold
comparison.

The zone detector stage launches the counter of samples
when a transition is signaled by an interruption signal. When
the counter reaches two transitions it is restarted to zero and

gives an acknowledge message to the zone detector which will
then distinguish two different zones of the SM signal based
on the sign of the transition’s pair. It will affect to the fringes
zone if the sign of transitions are the same. Otherwise it will
consider them as belonging to the lobe, which corresponds to
“e” (positive or negative) of the SM signal.

The kernel module is asynchronously driven by the zone
detector unit. It will generate the impulse response h(t) by
programming (3).

Signal generation stated by (2) is asynchronous as well, and
relies on the values of the accumulated present and previous
transitions.

Since kernel generation is not dependent of the zero padded
signal vector to be convolved, these two tasks can be im-
plemented in parallel to increase performance. However both
vectors must be synchronized when calling the filter module
in order to keep coherent calculated segments.

Once that the convolved segment has been calculated, it
is affected sample by sample by the gain factor Ay/2, and
can be sent out to a DAC to recover the analog reconstructed
displacement.

The heart of the algorithm is the convolution which remains
as the most expensive process to mitigate, but it is also one
of the most well understood algorithms in signal processing
domain. In consequence, optimized implementations [11] can
be analyzed according to particular needs.

Memory usage is also a concern in embedded sensor design.
The algorithm memory consumption is directly proportional
to the sampling frequency. The frequency of the displacement
signals under measure is thus, also limited by the memory
available in the system. In our implementation only three data
buffers are required: the vector storing the calculated triangular
window, the upsampled vector from the transition pair, and
the one used to keep the calculated segment. The size of
these buffers is determined by the counted samples between
two transitions. This allows the correct prevision of resources,
again, according to desired performance.

C. Simulation Results

Prior to the real time implementation, we validated the
relevance and precision of the algorithm. Fig.4(a), shows a
modeled SM signal from a laser diode with A\g = 785 nm, C
= 3 and normalized amplitude. The transitions presented in
Fig.4(b) are calculated by threshold comparison as previously
explained. It can be noticed an average number of 30 samples
between detected transitions in the fringes zone and 180
samples for the lobe sections. The reconstructed signal is
presented in Fig.4(c) alongside the target displacement whose
amplitude is 6 \g = 4.71 pum of a sinusoidal trajectory.

From the sample to sample difference [Fig.4(d)], the maxi-
mum error of about 200 nm shows that the algorithm doesn’t
follow a perfectly smooth sinusoidal displacement. This is due
to the inherent segment by segment treatments. However in
displacement measurement we are mainly concerned by the
amplitude of the reconstructed signal as they provide us the
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Fig. 4. (a) Modeled self-mixing signal, (b) Detected transitions, (c) Recon-
structed and reference signal, and (d) Error against the original displacement.

displacement information of the target. The obtained accuracy
in amplitude is 10 nm for this sample signal.

ITI. SYSTEM VALIDATION

The algorithm has been implemented on an off-the-shelf de-
velopment board, comporting a TMS320C6416, 16-bit fixed-
point digital signal processor (DSP) with performance up to
5760 million instructions per second (MIPS) at clock rate of
720 MHz and average instruction cycle time of 1,67 ns. Other
than the calculation speed and the available optimized libraries
for intensive signal processing calculations, the choice was
motivated by the fact that this board offers an ADC with
sampling rate from 8§ KHz to 96 KHz and enough external
memory to analyze the compromise of resources concerned
face to the behavior of real environments.

We have used a Tektronix AFG3022 function generator,
loaded with a modeled SM signal of the same characteristics
as in the simulation to validate coherence in the results and
evaluate performance of the algorithms. The frequency and
amplitude are changed in real time to explore the behavior of
dynamic scenarios.
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Fig. 5. Displacement reconstruction on top of the experimental SM signal.

With the profiler tool provided by the development suite for
the DSP, we measure the execution time required to calculate
a displacement segment from two transitions. This allows us
to estimate the maximum sampling frequency authorized by
the algorithm and therefore establish the maximum frequency
of the target movement that our system can detect. Due to the
shape of SM signals, we use a rule of thumb for the sampling
rate factor of 1000 times the frequency of the modeled signal.

From Fig.5 it can be seen that signal reconstruction of 8§ Hz
is achieved properly. The measured contribution of each of the
detected transitions into the DAC is close to 14 mV, while the
observed peak to peak amplitude is around 160 mV. Since each
transition gain is equal to \g/2, the reconstructed amplitude
can be expressed as the 6y of the original amplitude shown
in the simulation.

For a sampling rate of 8 KHz, the average time used to
calculate the segments in the fringe zone is around 20us. In
the lobe zone it takes around 260us. Considering the sample
rate of 125us the imposed time constraints are close to 4 ms
and 22 ms respectively. Thereby, for this particular SM signal
the treatments are largely respecting the real time requirement.
By increasing the sampling frequency in the same scenario the
time to calculate a segment is linearly increased. To surpass
the 4ms constraint the algorithm should treat more than 6000
samples per segment, so the system is limited to 1.6 MHz as
maximum sampling frequency.

The convolution algorithm implemented has a complexity
O(n?). However, if we are required to calculate displacements
for greater frequency we can easily replace the algorithm for
a circular convolution to reach a complexity O(n log n), or
concentrate our efforts in a parallelized implementation for an
even greater frequency.

This implementation is a proof of concept for the control of
system resources in the displacement reconstruction task. The
perspective is to use the DSP board to measure real target
displacements and observe the reconstruction for different
environment configurations.



IV. CONCLUSION

The implementation of the measurement system on a DSP
board demonstrates the feasibility of embedded optical sensors
by SM interferometry for general purpose displacement cal-
culations. The presented methodology reduces the problem of
signal reconstruction to the efficient usage of an adaptive filter,
driven by the number of samples separating two transitions.
We advance a straightforward estimation of the resources
needed to synthesize a given application. In terms of precision,
the system is in accordance to the classical reported works and
could profit of recent research to be improved, notably in terms
of robustness against external noise that can be introduced in
real scenarios.

Besides the ease of estimation of system resources, the key
point of this work is the control of the algorithm complexity
to be adapted for harder real time constraints by modifying
just one block of the reconstruction chain. Furthermore, this
algorithm can be coupled to other signal treatments to analyze
other phenomena related to the laser physics, which limit the
apparition of robust SM sensors.
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