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Rational Blanchfield forms, S-equivalence, and null

LP-surgeries

Delphine Moussard

Abstract

Null Lagrangian-preserving surgeries are a generalization of the Garoufalidis and

Rozansky null-moves, that these authors introduced to study the Kricker lift of the

Kontsevich integral, in the setting of pairs (M,K) composed of a rational homology

sphere M and a null-homologous knot K in M . They are defined as replacements

of null-homologous rational homology handlebodies of M \K by other such handle-

bodies with identical Lagrangian. A null Lagrangian-preserving surgery induces a

canonical isomorphism between the Alexander Q[t±1]-modules of the involved pairs,

which preserves the Blanchfield form. Conversely, we prove that a fixed isomorphism

between Alexander Q[t±1]-modules which preserves the Blanchfield form can be re-

alized, up to multiplication by a power of t, by a finite sequence of null Lagrangian-

preserving surgeries. We also prove that such classes of isomorphisms can be realized

by rational S-equivalences. In the case of integral homology spheres, we prove similar

realization results for a fixed isomorphism between Alexander Z[t±1]-modules.
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1 Introduction

1.1 Context

In [GR04], Garoufalidis and Rozansky studied the rational vector space generated by
the pairs (M,K) modulo orientation-preserving homeomorphism, where M is an integral
homology 3-sphere (ZHS), that is an oriented compact 3-manifold which has the same
homology with integral coefficients as S3, and K is a knot in M . They defined a filtration
on this space by means of null-moves, that are surgeries on claspers (see Garoufalidis,
Goussarov and Polyak [GGP01], and Habiro [Hab00]) whose leaves are trivial in H1(M \
K;Z). They studied this filtration with the Kricker lift of the Kontsevich integral defined
in [GK04]. The first step in the study of this filtration is the determination of the classes
of pairs (M,K) up to null-moves. As a corollary of results of Matveev [Mat87], Naik
and Stanford [NS03], and Trotter [Tro73], Garoufalidis and Rozansky established that
two pairs (M,K) as above can be obtained from one another by a finite sequence of null-
moves if and only if they admit S-equivalent Seifert matrices, and if and only if they have
isomorphic integral Alexander modules and Blanchfield forms.

In this article, we consider pairs (M,K), where M is a rational homology 3-sphere
(QHS), i.e. an oriented compact 3-manifold which has the same homology with rational
coefficients as S3, and K is a null-homologous knot in M , i.e. a knot whose class in
H1(M ;Z) is trivial. We define the null Lagrangian-preserving surgeries, which play the
role played by the null-moves in the integral case. We prove that the classes of pairs (M,K)
modulo null Lagrangian-preserving surgeries are characterized by the classes of rational
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S-equivalence of their Seifert matrices, or by the isomorphism classes of their rational
Alexander modules equipped with their Blanchfield forms. Furthermore, we prove that a
fixed isomorphism between rational Alexander modules which preserves the Blanchfield
form can be realized, up to multiplication by a power of t, by a finite sequence of null
Lagrangian-preserving surgeries. Null Lagrangian-preserving surgeries define a filtration
of the rational vector space generated by pairs (M,K) modulo orientation-preserving
homeomorphism. This article is a first step in the study of this filtration, that is useful
in the study of equivariant finite type knot invariants.

In [GR04], Garoufalidis and Rozansky characterized the classes of pairs (M,K), made
of a ZHS M and a knot K ⊂ M , modulo null-moves, but they did not treat the ques-
tion of the realization of a fixed isomorphism. In this article, we consider integral null
Lagrangian-preserving surgeries, which generalize the null-moves, and define the same
filtration of the vector space generated by all pairs (M,K) modulo orientation-preserving
homeomorphism. We prove that a fixed isomorphism between integral Alexander mod-
ules which preserves the Blanchfield form can be realized, up to multiplication by a power
of t, by a finite sequence of integral null Lagrangian-preserving surgeries. Garoufalidis
and Rozansky used their work to determine the graded space associated with the above
filtration in the case of a trivial Alexander module. In order to study the general case of
a maybe non trivial Alexander module, the realization result is essential.

When it does not seem to cause confusion, we use the same notation for a curve and
its homology class.

1.2 Alexander module and Blanchfield form

We first recall the definition of the Alexander module and of the Blanchfield form. Let
(M,K) be a QSK-pair, that is a pair made of a rational homology sphere M and a null-
homologous knot K in M . Let T (K) be a tubular neighborhood of K. The exterior of K

is X = M \Int(T (K)). Consider the natural projection π : π1(X) → H1(X;Z)
torsion

∼= Z, and the

covering map p : X̃ → X associated with its kernel. The covering X̃ is the infinite cyclic
covering of X. The automorphism group of the covering, Aut(X̃), is isomorphic to Z. It
acts on H1(X̃ ;Q). Denoting the action of a generator τ of Aut(X̃) as the multiplication
by t, we get a structure of Q[t±1]-module on A(K) = H1(X̃ ;Q). This Q[t±1]-module is
the Alexander module of K. It is a torsion Q[t±1]-module.

Definition 1.1. Let (M,K) and (M ′, K ′) be QSK-pairs. Let ξ : A(K) → A(K ′) be an
isomorphism. The τ -class of ξ is the set of the isomorphisms ξ ◦mk for k ∈ Z, where mk

is the multiplication by tk.
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Note that the τ -class of ξ is composed of all the isomorphisms that can be obtained
from ξ by composition by isomorphisms of A(K) or A(K ′) induced by automorphisms of
the underlying coverings.

If (M,K) is a ZSK-pair, i.e. if M is a ZHS, define the integral Alexander module
AZ(K) as the Z[t±1]-module H1(X̃ ;Z), similarly. It is a torsion Z[t±1]-module, but we will
see in Section 5 that it has no Z-torsion. Hence it can be viewed as a Z[t±1]-submodule
of A(K). Define as above the τ -class of an isomorphism between integral Alexander
modules.

On the Alexander module A(K), one can define the Blanchfield form, or equivariant

linking pairing, φK : A(K) × A(K) → Q(t)
Q[t±1]

, as follows. First define the equivariant
linking number of two knots.

Definition 1.2. Let J1 and J2 be two knots in X̃ such that J1 ∩ τk(J2) = ∅ for all
k ∈ Z. Let δ(t) be the annihilator of A(K). Then δ(τ)J1 and δ(τ)J2 are rationally
null-homologous links. The equivariant linking number of J1 and J2 is

lke(J1, J2) =
1

δ(t)δ(t−1)

∑

k∈Z

lk(δ(τ)J1, τ
k(δ(τ)J2))t

k.

One can easily see that lke(J1, J2) ∈ 1
δ(t)

Q[t±1], lke(J2, J1)(t) = lke(J1, J2)(t
−1), and

lke(P (τ)J1, Q(τ)J2)(t) = P (t)Q(t−1)lke(J1, J2)(t). Now, if γ (resp. η) is the homology
class of J1 (resp. J2) in A(K), define φK(γ, η) by:

φK(γ, η) = lke(J1, J2) mod Q[t±1].

Extend φK to A(K)×A(K) by Q-bilinearity. The Blanchfield form is hermitian:

φK(γ, η)(t) = φK(η, γ)(t
−1) and φK(P (t)γ,Q(t)η)(t) = P (t)Q(t−1)φK(γ, η)(t),

for all γ, η ∈ A(K) and all P,Q ∈ Q[t±1]. Moreover, it is non degenerate (see Blanchfield
[Bla57]) : φK(γ, η) = 0 for all η ∈ A(K) implies γ = 0.

1.3 Seifert matrices

Let (M,K) be a QSK-pair. Let Σ be a Seifert surface of K, i.e. a compact connected
oriented surface in M such that ∂Σ = K. Such a surface exists since K is null-homologous.
Let g be the genus of Σ. Let (fi)1≤i≤2g be a symplectic basis of H1(Σ;Z), i.e. a basis such
that the matrix of the intersection form in (fi)1≤i≤2g is −J , where J is made of blocks
(

0 −1
1 0

)

on the diagonal, and zeros elsewhere. The Seifert matrix of K associated with Σ
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and (fi)1≤i≤2g is the matrix V ∈ M2g(Q) defined by Vij = lk(fi, f
+
j ), where f+

j is a push-
off of fj in the direction of the positive normal of Σ. This matrix satisfies V − V t = J ,
where V t denotes the transpose of V . Any rational (resp. integral) matrix with this
property will be called a Seifert matrix (resp. an integral Seifert matrix). In Section 6,
we prove that any such matrix is indeed the Seifert matrix of a QSK-pair (M,K), and
the Seifert matrix of a ZSK-pair if the matrix is integral.

Given the Seifert matrix V , one can compute the Alexander module A(K) and the
Blanchfield form φK . Construct a surface Σ̂ by adding a band to Σ along K, so that Σ̂
is homeomorphic to Σ and contains Σ and K in its interior. Let T (Σ) = Σ̂× [−1, 1] be a
tubular neighborhood of Σ. For 1 ≤ i ≤ 2g, let ei ⊂ (Int(T (Σ)) \ Σ) be a meridian of fi.
The module A(K) can be presented as:

A(K) =

⊕

1≤i≤2g Q[t±1]bi
⊕

1≤j≤2g Q[t±1]∂Sj

,

where the bi are lifts of the ei in the infinite cyclic covering X̃, and the Sj are lifts of the
fj × [−1, 1]. Set f+

j = fj × {1} and f−
j = fj × {−1}. Assume the bi are all chosen in the

same copy of M \ Σ. For 1 ≤ j ≤ 2g, let f̃+
j and f̃−

j be lifts of f+
j and f−

j in the same

copy of M \ Σ as the bi. Assume the Sj are chosen so that ∂Sj = tf̃+
j − f̃−

j . Then ∂Sj =
∑

1≤i≤2g(tV −V t)ijbi, hence tV −V t is a presentation matrix of A(K) (see [Lic97, Chapter
6]). Moreover, we have lke(∂Sj , bk) = (1−t)δkj . Using the expression of ∂Sj in terms of the
bi, it follows that the form φK is given by φK(bi, bk) = (1− t)((tV − V t)−1)ki mod Q[t±1]
(see Kearton [Kea75, §8]). If (M,K) is a ZSK-pair, then V is integral, and the same
construction shows that tV − V t is a presentation matrix of the Z[t±1]-module AZ(K).

A QSK-system is a quintuple (M,K,Σ, f , V ) where (M,K) is a QSK-pair, Σ is a
Seifert surface of K in M , f = (fi)1≤i≤2g is a symplectic basis of H1(Σ;Z), and V is
the associated Seifert matrix. Given a QSK-system, the associated family (bi)1≤i≤2g of
generators of A(K) is determined up to multiplication of the whole family by tk for some
integer k. A ZSK-system (M,K,Σ, f , V ) is a QSK-system such that M is a ZHS.

1.4 S-equivalence

Definition 1.3. A row enlargement of a matrix V ∈M2g(Q) is a matrix W =





0 0 0
1 x ρt

0 ρ V



,

where x ∈ Q and ρ ∈ Q2g. Then the matrix V is a row reduction of W . A column
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enlargement of V is a matrix W =





0 −1 0
0 x ρt

0 ρ V



, where x ∈ Q and ρ ∈ Q2g. Then the

matrix V is a column reduction of W . If all the coefficients of the matrices V and W are
integers, then the enlargement, or the reduction, is said to be integral.

Note that an enlargement or a reduction of a Seifert matrix still is a Seifert matrix.
An enlargement of a Seifert matrix corresponds to the addition of a tube to the Seifert
surface.

Definition 1.4. A matrix P ∈ M2g(Q) is symplectic if PJP t = J . A rational (resp.
integral) symplectic congruence from a matrix V to a matrix V ′ is an equality V ′ = PV P t

for some rational (resp. integral) symplectic matrix P .

It is more usual to define a symplectic matrix by P tJP = J . However, the two
definitions are equivalent, and our choice takes sense when we interpret the symplectic
matrix involved in a congruence relation beetween Seifert matrices as the matrix of the
corresponding isomorphism beetween Alexander modules, see Proposition 3.1.

Note that, since a symplectic matrix has determinant 1, a symplectic rational (resp.
integral) matrix is invertible over Q (resp. Z).

Definition 1.5. An elementary rational S-equivalence is an enlargement, a reduction,
or a rational symplectic congruence. Two Seifert matrices are rationally S-equivalent if
they can be obtained from one another by a finite sequence of elementary rational S-
equivalences.

In particular, two Seifert matrices of a QSK-pair (M,K) are rationally S-equivalent
(see [Lic97, Theorem 8.4] for the integral case, which easily generalizes). In Section 2, we
show that, given two QSK-systems, a rational S-equivalence between their Seifert matrices
induces a canonical τ -class of isomorphisms between their Alexander modules preserving
the Blanchfield form. In Section 3, we prove the converse:

Proposition 1.6. Let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be two QSK-systems. Let
ξ : A(K) → A(K ′) be an isomorphism which preserves the Blanchfield form. Then V and
V ′ are related by a rational S-equivalence which canonically induces the τ -class of ξ.

Definition 1.7. Two Seifert matrices are semi-integrally S-equivalent if they can be ob-
tained from one another by a finite sequence of enlargements, reductions, and integral
symplectic congruences.

In Section 4, as a consequence of Lemmas 4.1 and 4.2, we obtain:
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Theorem 1.8. Two Seifert matrices are rationally S-equivalent if and only if they are
semi-integrally S-equivalent. Furthermore, let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be
two QSK-systems. Let ξ : A(K) → A(K ′) be an isomorphism which preserves the Blanch-
field form. Then V and V ′ are related by a semi-integral S-equivalence which canonically
induces the τ -class of ξ.

In the case of ZSK-systems, for later applications, we need results with only integral
coefficients.

Definition 1.9. Two Seifert matrices are integrally S-equivalent if they can be obtained
from one another by a finite sequence of integral enlargements, integral reductions, and
integral symplectic congruences.

In Section 2, we prove that, given two ZSK-systems, an integral S-equivalence between
their Seifert matrices induces a canonical τ -class of isomorphisms between their integral
Alexander modules preserving the Blanchfield form. In Section 5, we prove:

Theorem 1.10. Let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be two ZSK-systems. Let
ξ : AZ(K) → AZ(K

′) be an isomorphism which preserves the Blanchfield form. Then V

and V ′ are related by an integral S-equivalence which canonically induces the τ -class of ξ.

1.5 Lagrangian-preserving surgeries

Definition 1.11. For g ∈ N, a genus g rational (resp. integral) homology handlebody
(QHH, resp. ZHH) is a 3-manifold which is compact, oriented, and which has the same
homology with rational (resp. integral) coefficients as the standard genus g handlebody.

Such a QHH is connected, and its boundary is necessarily homeomorphic to the stan-
dard genus g surface. Note that a ZHH is a QHH.

Definition 1.12. The Lagrangian LA of a QHH A is the kernel of the map

i∗ : H1(∂A;Q) → H1(A;Q)

induced by the inclusion. Two QHH’s A and B have LP-identified boundaries if (A,B)

is equipped with a homeomorphism h : ∂A −→
∼= ∂B such that h∗(LA) = LB.

The Lagrangian of a QHH A is indeed a Lagrangian subspace of H1(∂A;Q) with
respect to the intersection form.
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Let M be a QHS, let A ⊂ M be a QHH, and let B be a QHH whose boundary is
LP-identified with ∂A. Set M(B

A
) = (M \ Int(A))∪∂A=∂B B. We say that the QHS M(B

A
)

is obtained from M by Lagrangian-preserving surgery, or LP-surgery.
Given a QSK-pair (M,K), a null-QHH in M \K is a QHH A ⊂ M \K such that the

map i∗ : H1(A;Q) → H1(M \K;Q) induced by the inclusion has a trivial image. A null
LP-surgery on (M,K) is an LP-surgery (B

A
) such that A is null in M \K. The QSK-pair

obtained by surgery is denoted by (M,K)(B
A
).

Similarly, define integral LP-surgeries, null-ZHH’s, and integral null LP-surgeries. The
null-moves introduced by Garoufalidis and Rozansky in [GR04] are defined as null Bor-
romean surgeries. Borromean surgeries are specific integral LP-surgeries (see Matveev
[Mat87]). In [AL05, Lemma 4.11], Auclair and Lescop proved that two ZHH’s whose
boundaries are LP-identified can be obtained from one another by a finite sequence of
Borromean surgeries in the interior of the ZHH’s. Hence the classes of ZSK-pairs modulo
null integral LP-surgeries are exactly the classes of ZSK-pairs modulo null-moves.

In Section 2, we prove that a null LP-surgery induces a canonical isomorphism from
the Alexander module of the initial QSK-pair to the Alexander module of the surgered
QSK-pair, which preserves the Blanchfield form. Conversely, in Section 6, we prove:

Theorem 1.13. Let (M,K) and (M ′, K ′) be QSK-pairs. Assume there is an isomorphism
ξ : A(K) → A(K ′) which preserves the Blanchfield form. Then (M ′, K ′) can be obtained
from (M,K) by a finite sequence of null LP-surgeries which induces an isomorphism in
the τ -class of ξ.

Similarly, in Section 2, we prove that an integral null LP-surgery induces a canonical
isomorphism from the integral Alexander module of the initial ZSK-pair to the Alexander
module of the surgered ZSK-pair, which preserves the Blanchfield form. In Section 6, we
prove:

Theorem 1.14. Let (M,K) and (M ′, K ′) be ZSK-pairs. Assume there is an isomor-
phism ξ : AZ(K) → AZ(K

′) which preserves the Blanchfield form. Then (M ′, K ′) can be
obtained from (M,K) by a finite sequence of integral null LP-surgeries which induces an
isomorphism in the τ -class of ξ.

We end the article by proving the following proposition in Section 7.

Proposition 1.15. There are QSK-pairs (M,K) and (M ′, K ′) that can be obtained from
one another by a finite sequence of null LP-surgeries, but not by a single null LP-surgery.

Note that this cannot happen in the case of integral null LP-surgeries. Indeed, as
mentioned above, these surgeries can be realized by Borromean surgeries, which can be
realized in the regular neighborhood of graphs.
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2 Conservation of the Blanchfield form

In this section, we prove that null LP-surgeries (Lemma 2.1) and relations of rational S-
equivalence (Lemma 2.3) induce canonical τ -classes of isomorphisms between the Alexan-
der modules which preserve the Blanchfield form. We also state similar results in the
integral case.

Lemma 2.1. Let (M,K) be a QSK-pair. Let A be a null-QHH in M \K. Let B be a QHH
whose boundary is LP-identified with ∂A. Set (M ′, K ′) = (M,K)(B

A
). Then the surgery

induces a canonical isomorphism ξ : A(K) → A(K ′) which preserves the Blanchfield
form.

Proof. In this proof, the homology modules are considered with rational coefficients. Let
X̃ (resp. X̃ ′) be the infinite cyclic covering associated with (M,K) (resp. (M ′, K ′)). The
preimage Ã of A in X̃ (resp. B̃ of B in X̃ ′) is the disjoint union of Z copies Ai of A (resp.
Bi of B).

Set Y = X̃ \ Int(Ã). The Mayer-Vietoris sequence associated with X̃ = Ã ∪ Y yields
the exact sequence:

H1(∂Ã) → H1(Ã)⊕H1(Y ) → H1(X̃) → 0.

Since H1(∂Ã) ∼= H1(Ã)⊕(Q[t±1]⊗LA), we get H1(X̃) ∼=
H1(Y )

Q[t±1]⊗ LA

. Similarly, H1(X̃
′) ∼=

H1(Y )

Q[t±1]⊗ LB

. Since LA = LB, the Alexander modules H1(X̃) and H1(X̃
′) are canonically

identified.
Now consider two null-homologous knots J and J ′ in X̃ that do not meet Ã, and such

that J ∩ τk(J ′) = ∅ for all k ∈ Z. Consider a Seifert surface Σ of J . Assume that Σ is
transverse to ∂Ã and J ′. Write Σ = Σ1 ∪ Σ2, where Σ1 = Σ ∩ Y and Σ2 = Σ ∩ Ã. Since
J ′ does not meet Σ2, the linking number lkX̃(J, J

′) is equal to the algebraic intersection
number < J ′,Σ1 >. Now ∂Σ2 is an integral linear combination of curves αi ∈ LAi

. In X̃ ′,
each αi lies in LBi

, so each αi has a multiple that bounds a surface in Bi. Thus, there is
a surface Σ3 ⊂ B̃ such that ∂Σ3 = n∂Σ2 for some integer n. We have nJ = ∂(nΣ1 ∪ Σ3),
thus:

lkX̃′(J, J ′) =
1

n
< J ′, nΣ1 ∪ Σ3 >=< J ′,Σ1 >= lkX̃(J, J

′).
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Since any class γ in H1(X̃) has a multiple that can be represented by a knot J in Y such
that P (t).J is null-homologous for some P ∈ Q[t±1], the Blanchfield form is preserved.

The previous proof still works, when Q is replaced by Z. Therefore:

Lemma 2.2. Let (M,K) and (M ′, K ′) be ZSK-pairs. Assume (M ′, K ′) can be obtained
from (M,K) by an integral null LP-surgery. Then this surgery induces a canonical iso-
morphism between their integral Alexander modules which preserves the Blanchfield form.

Lemma 2.3. Let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be QSK-systems. If V and V ′

are rationally S-equivalent, then any S-equivalence from V to V ′ induces a canonical τ -
class of isomorphisms from A(K) to A(K ′) which preserve the Blanchfield form.

Proof. Let (bi)1≤i≤2g be a family of generators of A(K) associated with V . Set W =
tV − V t. Recall the Blanchfield form φK is given by φK(bi, bj) = (1 − t)(W−1)ji. Set
b =

(

b1 b2 . . . b2g
)

, and r =
(

r1 r2 . . . r2g
)

= bW . We have:

A(K) =

⊕

1≤i≤2g Q[t±1]bi
⊕

1≤j≤2g Q[t±1]rj
.

Define the same notation with primes for the QSK-pair (M ′, K ′).
First assume that V ′ = PV P t for a rational symplectic matrix P . Note that W ′ =

PWP t. Define a Q[t±1]-isomorphism:

ξ̃ :
⊕

1≤i≤2g Q[t±1]bi →
⊕

1≤i≤2g Q[t±1]b′i
bi 7→ (b′P )i

.

We have ξ̃(rj) = (b′PW )j = (r′(P t)−1)j , thus ξ̃(
⊕

1≤j≤2g Q[t±1]rj) =
⊕

1≤j≤2g Q[t±1]r′j.

Hence ξ̃ induces an isomorphism ξ : A(K) → A(K ′). Now, we have:

φK ′(ξ(bi), ξ(bj)) = φK ′((b′P )i, (b
′P )j)

=
∑

k,l

pkiplj(1− t)((W ′)−1)lk

= (1− t)(P t((P t)−1W−1P−1)P)
ji

= φK(bi, bj).

It remains to treat the case of an enlargement. Assume V =





0 0 0
1 x ρt

0 ρ V ′



. Then:

W =





0 −1 0
t x(t− 1) (t− 1)ρt

0 (t− 1)ρ W ′



 .
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Thus b2 is trivial, and b1 is a linear combination over Q[t±1] of the bi for 3 ≤ i ≤ 2g.
Hence there is an isomorphism (A(K), φK) ∼= (A(K ′), φK ′) which identifies bi with b′i−2

for 3 ≤ i ≤ 2g. Proceed similarly for a column enlargement.
Since the families (bi)1≤i≤2g and (b′i)1≤i≤2g are determined up to multiplication by a

power of t, we have associated a τ -class of isomorphisms to each elementary S-equivalence.
For a general rational S-equivalence, just compose the τ -classes associated with the ele-
mentary S-equivalences.

The previous proof still works, when Q is replaced by Z. Therefore:

Lemma 2.4. Let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be ZSK-systems. If V and V ′ are
integrally S-equivalent, then any integral S-equivalence from V to V ′ induces a canonical
τ -class of isomorphisms from AZ(K) to AZ(K

′) which preserve the Blanchfield form.

3 Relating Seifert matrices

In this section, we prove the next proposition, which implies Proposition 1.6 for invertible
Seifert matrices V and V ′. We end the section by deducing the general case.

Proposition 3.1. Let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be two QSK-systems. Let
ξ : A(K) → A(K ′) be an isomorphism which preserves the Blanchfield form. Let
b = (bi)1≤i≤2g (resp. b′ = (b′i)1≤i≤2g) be a family of generators of A(K) (resp. A(K ′))
associated with V (resp. V ′). If V and V ′ are invertible, then (b) and (b′) are Q-bases of
A(K) and A(K ′) respectively. Let P be the matrix of ξ with respect to the bases (b) and
(b′). Then P is symplectic and V ′ = PV P t.

This proposition specifies a result of Trotter [Tro73, Proposition 2.12].

Lemma 3.2. Let (M,K,Σ, f , V ) be a QSK-system. Let b = (bi)1≤i≤2g be a family of
generators of A(K) associated with V . If V is invertible, then b is a Q-basis of A(K),
and the action of t is given by the matrix V t V −1 with respect to the basis b.

Proof. We have:

A(K) =

⊕

1≤i≤2g

Q[t±1]bi

⊕

1≤j≤2g

Q[t±1]rj
,

where rj =
∑

1≤i≤2g(tV − V t)ijbi. Represent the elements of (Q[t±1])2g =
⊕

1≤i≤2g

Q[t±1]bi

(resp. Q2g) by column vectors giving their coordinates in the basis b (resp. in the canonical
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basis). Define a Q-linear map ϕ : (Q[t±1])2g → Q2g by tkX 7→ (V t V −1)kX for all vector
X with rational coefficients. Let us prove that ϕ induces a Q-isomorphism from A(K) to
Q2g.

It is easy to see that Q[t±1]rj⊂ker(ϕ) for all j. Let u ∈ ker(ϕ). Write u=
∑

p≤k≤q t
kXk,

where the Xk are column vectors with rational coefficients. Since
∑

p≤k≤q(V
t V −1)kXk =

0, we have Xp = −
∑

p<k≤q(V
t V −1)k−pXk. Thus:

u =
∑

p<k≤q

(tkXk − tp(V t V −1)k−pXk)

= (tV − V t).
∑

p<k≤q

∑

p<i≤k

ti−1(V −1V t)k−iV −1Xk

Hence u ∈
⊕

1≤j≤2g

Q[t±1]rj, and it follows that ker(ϕ) =
⊕

1≤j≤2g

Q[t±1]rj.

Corollary 3.3. Let (M,K,Σ, f , V ) be a QSK-system. Let b = (bi)1≤i≤2g be a family of
generators of A(K) associated with V . Assume V is invertible. Let T be the matrix of
the multiplication by t in the basis b. Then V = (I2g − T )−1J .

Proof. By Lemma 3.2, T = V tV −1. Hence (I − T )V = V − V t = J .

Consider Q(t) as the direct sum over Q of Λ = Q[t, t−1, (1− t)−1] and the subspace E
consisting of 0 and all proper fractions with denominator prime to t and (1 − t), where
proper means that the degree of the fraction numerator is strictly lower than the degree
of the denominator. Define a Q-linear function χ on Q(t) by χ(E) = E ′(1) if E ∈ E and
χ(E) = 0 if E ∈ Λ. Since χ vanishes on Q[t±1], we may also consider it as a function on
Q(t)
Q[t±1]

.

Lemma 3.4. For E ∈ E , χ((t− 1)E) = E(1).

Proof. If F ∈ Q(t) has denominator prime to t and 1−t and numerator of degree less than
or equal to the degree of its denominator, then F can be written as the sum of a rational
constant and of an element of E . Hence χ(F ) = F ′(1). Apply this to F = (t− 1)E.

Lemma 3.5. Let (M,K,Σ, f , V ) be a QSK-system. Let (bi)1≤i≤2g be a family of gen-
erators of A(K) associated with V . Define a matrix S by Sij = χ(φK(bj , bi)). Then
S = −(V − V t)−1 = J .

Proof. We have Sij = −χ((t − 1)((tV − V t)−1)ij). Let ∆(t) = det(tV − V t) be the
Alexander polynomial of (M,K). Then ∆(1) 6= 0, and since V is invertible, ∆(0) 6= 0
and the degree of ∆ is equal to the size of the matrix V . Hence, by Lemma 3.4, Sij =
−((tV − V t)−1)ij(1). Conclude with V − V t = J and J−1 = −J .

12



Proof of Proposition 3.1. Let T (resp. T ′) be the matrix of the action of t in the basis b

(resp. b′). By Corollary 3.3, V = (I2g − T )−1J and V ′ = (I2g − T ′)−1J . Since ξ preserves
the action of t, we have PT = T ′P . Since ξ preserves the Blanchfield form, Lemma 3.5
implies J = P tJP . It follows that V ′ = PV P t. �

Lemma 3.6. For any matrix V ∈ M2g(Q), with g > 0, satisfying V − V t = J , there
exists a QSK-pair (M,K) that admits V as a Seifert matrix. If V ∈ M2g(Z), then M

can be chosen to be S3.

Proof. Set V = (vij)1≤i,j≤2g. By [Mou12b, Corollary 2.13], there is a QHS M and pairwise

f2s−1

l(f2s−1)
f2s

l(f2s)

f2s−1

f2s

f2s

l(f2s)

f2s+1

l(f2s+1)

f2s f2s+1

Figure 1: Gluing bands

disjoint simple closed framed curves fi, 1 ≤ i ≤ 2g, in M , such that lk(fi, fj) = vij for
j ≤ i. Consider bands around the fi, that are images of embeddings hi : [−1, 1]×S1 →֒ M

such that hi({0} × S1) = fi, and ℓ(fi) = hi({1} × S1) is the parallel of fi such that
lk(fi, ℓ(fi)) = vii. Connecting these bands as indicated in Figure 1, we get a surface
bounded by a knot K which satisfies the required conditions.
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Proof of Proposition 1.6. If V is non invertible, there exists g1 ∈ H1(Σ;Z) such that
lk(g1, γ

+) = 0 for all γ ∈ H1(Σ;Z). Choose for g1 a primitive element of H1(Σ;Z), i.e.
such that g1 = kg with k ∈ Z and g ∈ H1(Σ;Z) implies k = ±1. In any symplectic basis of
H1(Σ;Z), g1 has coprime coefficients, hence there is g2 ∈ H1(Σ;Z) such that 〈g1, g2〉Σ = 1,
where 〈., .〉Σ denotes the intersection form on Σ. Consider a symplectic basis (gi)3≤i≤2g

of the orthogonal of Zg1 ⊕ Zg2 in H1(Σ;Z) with respect to the intersection form. Then
(gi)1≤i≤2g is a symplectic basis of H1(Σ;Z), and the associated Seifert matrix V1 is a row
enlargement of a Seifert matrix V2. Since V and V1 are associated with the same Seifert
surface, they are related by a change of basis of H1(Σ;Z), i.e. they are congruent. Hence
V is rationally S-equivalent to the smaller matrix V2. Iterating this process, we see that V
is rationally S-equivalent to an invertible Seifert matrix W , where we consider that there
exists an empty matrix, which is invertible. Similarly, V ′ is rationally S-equivalent to an
invertible Seifert matrix W ′. The matrices W and W ′ are invertible Seifert matrices that
define isomorphic Blanchfield forms.

By Lemma 3.6, there are QSK-systems (N, J, S, η,W ) and (N ′, J ′, S ′, η′,W ′). The
rational S-equivalence relation between V and W (resp. V ′ and W ′) induces the τ -class
of an isomorphism ζ : A(J) → A(K) (resp. ζ ′ : A(J ′) → A(K ′)). By Proposition 3.1,
there is an invertible rational symplectic matrix P such that W ′ = PWP t and P induces
the τ -class of the isomorphism (ζ ′)−1 ◦ ξ ◦ ζ : A(J) → A(J ′). �

4 Rational S-equivalence

In this section, we prove Theorem 1.8 by proving that we can realize a symplectic ratio-
nal congruence by a finite sequence of enlargements, reductions, and integral symplectic
congruences which, for given QSK-systems, induces the same τ -class of isomorphisms be-
tween the Alexander modules as the initial congruence. We first treat a particular type
of congruence matrices.

Lemma 4.1. Let V and W be two Seifert matrices such that ∆nV∆n = W , where n or
1
n

is a positive integer, and

∆n =















n
1
n

0
1

0
. . .

1















.
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Then there are enlargements Ṽ of V and W̃ of W that are related by an integral symplectic
congruence. Furthermore, if (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′,W ) are two QSK-systems,
W can be obtained from V by a sequence of an enlargement, an integral symplectic con-
gruence, and a reduction, which induces the same τ -class of isomorphisms from A(K) to
A(K ′) as the congruence matrix ∆n.

Proof. Assume n is a positive integer.

Set V =





p q ωt

r s ρt

ω ρ U



. Then W =





n2p q nωt

r s
n2

1
n
ρt

nω 1
n
ρ U



. Note that r = q + 1. Set:

P =





















0 n 0 −1
0 0 1 0
1 0 n 0
0 1 0 0

0

0 I





















, Ṽ =





















0 −1 0 0 0
0 s

n2

r
n

s
n

1
n
ρt

0 r
n

p q ωt

0 s
n

r s ρt

0 1
n
ρ ω ρ U





















,

and W̃ =





















0 0 0 0 0
1 p np r

n
ωt

0 np n2p q nωt

0 r
n

r s
n2

1
n
ρt

0 ω nω 1
n
ρ U





















.

The matrix P is integral and symplectic, and we have W̃ = P Ṽ P t.
Let (bi)1≤i≤2g (resp. (b′i)1≤i≤2g) be a family of generators of A(K) (resp. A(K ′))

associated with V (resp. W ). The congruence matrix ∆n induces the τ -class of the
isomorphism ξ : A(K) → A(K ′) such that ξ(bi) = (

(

b′1 . . . b′2g
)

∆n)i. Let us check
that the obtained sequence of an enlargement, an integral symplectic congruence, and
a reduction, also induces ξ. The matrix Ṽ defines a Q[t±1]-module A ∼= A(K) with a
generating family (b̃i)1≤i≤2g+2 and relations (

(

b̃1 . . . b̃2g+2

)

(tṼ−Ṽ t))j . The enlargement

of V into Ṽ induces the τ -class of the isomorphism ζ : A(K) → A such that ζ(bi) = b̃i+2.
Similarly, define A′, (b̃′i)1≤i≤2g+2 and ζ ′. The congruence matrix P induces the τ -class of
the isomorphism ϑ : A → A′ such that ϑ(b̃i) = (

(

b̃′1 . . . b̃′2g+2

)

P )i. Set ξ′ = (ζ ′)−1◦ϑ◦ζ .
Let us check that ξ′(bi) = ξ(bi) for all i ∈ {1, .., 2g}. For i ≥ 3, it is obvious. For i = 1,
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it follows from the relation b̃′2 = 0 given by the first column of the matrix tW̃ − W̃ t. For
i = 2, we have ξ′(b2) = (ζ ′)−1(−b̃′1). Since the second column of tW̃ − W̃ t gives:

b̃′1 = (t− 1)(npb̃′3 +
r

n
b̃′4 +

(

b̃′5 . . . b̃′2g+2

)

ω),

and since the first column of tW −W t gives:

b′2 = −(t− 1)(n2pb′1 + rb′2 + n
(

b′3 . . . b′2g
)

ω),

we have ξ′(b2) =
1
n
b′2.

Since ∆ 1

n
= ∆−1

n , the case 1
n
∈ N \ {0} follows.

Lemma 4.2. Any symplectic rational matrix P can be written as a product of integral
symplectic matrices and matrices ∆n or ∆ 1

n
for positive integers n.

Proof.

Step 1: There is no loss in assuming that the first column of P is











1
0
...
0











.

Denote by d a common denominator for the terms of the first column of P . The matrix
P∆d has integral coefficients in its first column. Denote by δ their gcd. The terms of the
first column of P∆d∆ 1

δ
are coprime integers. There is an integral symplectic matrix Q

with the same first column. The matrix Q−1P∆d∆ 1

δ
has the required first column.

Step 2: We can assume that the first two columns of P are















1 0
0 1
... 0
...

...
0 0















.

The matrix P−1 has the same first column as P . Since it is symplectic, its second
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column is







x1
...

x2g






, with x2 = 1. Set:

Q =

























1 x1 −x4 x3 . . . −x2g x2g−1

0 1 0 . . . . . . . . . 0
0 x3 1
...

...
. . . 0

...
...

. . .
...

... 0
. . .

0 x2g 1

























.

Since Q has the same first two columns as P−1, the matrix PQ has the required first
two columns. Now, if n is a common denominator for all the xi, the matrix ∆nQ∆ 1

n
has

integral coefficients, and is symplectic.

Step 3: Induction.

We have P =

(

I2 R

0 Q

)

. Since P is symplectic, R = 0 and Q is symplectic. Thus we

can conclude by induction on g.

5 Relating integral Seifert matrices

In order to prove Theorem 1.10, we want to proceed as for proving Theorem 1.8. Here, we
have to avoid enlargements with non integral coefficients. Thus we shall be more careful
in the way we decompose rational symplectic congruences. Following Trotter [Tro73], we
introduce some formalism. Set z = (1− t)−1.

Definition 5.1. A scalar space A is a finitely generated torsion Q[t, t−1, z]-module, en-
dowed with a scalar form [., .] : A × A → Q, that is a Q-bilinear non-degenerate anti-
symmetric form which satisfies:

• [ta1, ta2] = [a1, a2],

• [za1, a2] = −[a1, tza2] = [a1, (1− z)a2],

for all a1, a2 ∈ A.
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Given a QSK-pair (M,K), define a scalar space structure on the Alexander module
A(K) as follows. Multiplication by (1−t) is an isomorphism of A(K); define the action of
z as its inverse. Define a scalar form on A(K) by [a1, a2] = χ(φK(a1, a2)) for all a1, a2 ∈ A,
where χ is the map defined before Lemma 3.4.

Definition 5.2. Let (A, [., .]) be a scalar space of Q-dimension 2g. A lattice in A is a free
Z-submodule of rank 2g. Such a lattice Γ is self-dual if, for a ∈ A, a is in Γ if and only
if [a, x] ∈ Z for all x ∈ Γ. A lattice Γ in A is admissible if it is self-dual and if it satisfies
zΓ ⊂ Γ.

Lemma 5.3. Let (M,K,Σ, f , V ) be a ZSK-system such that V is invertible over Q. Let
b = (bi)1≤i≤2g be a basis of A(K) associated with V . Let Γ be the lattice generated by the
basis b in A(K). Then Γ is admissible.

Proof. By Lemma 3.5, the matrix of the scalar form on A(K), with respect to the basis
b, is −J . It follows that Γ is self-dual. Let Z be the matrix of the action of z in the basis
b. By Corollary 3.3, Z = −V J . Thus Z has integral coefficients.

The next lemma implies that AZ(K) = Z[t±1]Γ ⊂ A(K), with the notation of Lemma
5.3. Note that multiplication by (1− t) is an isomorphism of AZ(K), hence AZ(K) = ΛΓ,
where Λ = Z[t, t−1, z].

Lemma 5.4. The integral Alexander module associated with a ZSK-pair has no Z-torsion.

Proof. Let (M,K,Σ, f , V ) be a ZSK-system. Let b = (bi)1≤i≤2g be a family of generators
of AZ(K) associated with V . We have:

AZ(K) =

⊕

1≤i≤2g

Z[t±1]bi

⊕

1≤j≤2g

Z[t±1]rj
,

where rj =
∑

1≤i≤2g Wijbi and W = tV − V t. Let p :
⊕

1≤i≤2g

Z[t±1]bi ։ AZ(K) be the

natural projection. Represent the elements of
⊕

1≤i≤2g

Z[t±1]bi by column vectors giving

their coordinates in the basis b.
Let A ∈

⊕

1≤i≤2g

Z[t±1]bi. Assume kA ∈ ker(p) for a non trivial integer k. Then there is

X ∈
⊕

1≤i≤2g

Z[t±1]bi such that kA = WX. Thus:

kCof(W )A = det(W )X = ∆(t)X,

18



where Cof(W ) is the cofactor matrix of W and ∆(t) is the Alexander polynomial of
(M,K). Hence k divides each coefficient of ∆(t)X. Since ∆(1) = 1, it implies that
X = kY for some Y ∈

⊕

1≤i≤2g

Z[t±1]bi. Thus A = WY ∈ ker(p).

Let Γ be a lattice in a scalar space A. A basis b = (bi)1≤i≤2g of Γ is symplectic if the
matrix of the scalar form with respect to b is −J .

Lemma 5.5. Let (A, [., .]) be a scalar space. Let Γ be a lattice in A. Then Γ is self-dual
if and only if it has a symplectic basis.

Proof. Assume Γ is self-dual. Let b = (bi)1≤i≤2g be any basis of Γ. Set si = [b1, bi]. The
self-duality condition implies that the non trivial si are coprime. Hence there are integers
ui such that

∑2g
i=1 uisi = 1. Set b′2 =

∑2g
i=1 uibi, so that [b1, b

′
2] = 1. Let B be the orthogonal

in A of Qb1⊕Qb′2 with respect to the scalar form. For x ∈ Γ, y = x−[x, b′2]b1−[b1, x]b
′
2 ∈ Γ

is orthogonal to b1 and b′2. It follows that Γ is the direct sum, orthogonal with respect
to the scalar form, of Zb1 ⊕ Zb′2 and B ∩ Γ. Conclude by induction on g that Γ has a
symplectic basis. The reverse implication is easy.

Lemma 5.6. Let (A, [., .]) be a scalar space of Q-dimension 2g. Let Γ be an admissible
lattice in A. Let b be a symplectic basis of Γ. Let Z be the matrix of the action of z in
the basis b. Set V = ZJ . Then V is an integral Seifert matrix.

Proof. By definition of a scalar form, we have ZtJ = J(I−Z). It follows that V −V t = J .
Integrality follows from the admissibility condition.

The matrix V defined in the above lemma is the Seifert matrix associated with Γ and
b.

Definition 5.7. Let (A, [., .]) be a scalar space of Q-dimension 2g. For n ∈ N \ {0}, two

lattices Γ and Γ′ in A are n-adjacent if
Γ

Γ ∩ Γ′
∼=

Z

nZ
and

Γ′

Γ ∩ Γ′
∼=

Z

nZ
. Two lattices Γ

and Γ′ are adjacent if they are n-adjacent for some n ∈ N \ {0}.

The following proposition is the object of Section 3 in [Tro73], althought it is not
stated like this.

Proposition 5.8 (Trotter). Let (A, [., .]) be a scalar space. Let Γ and Γ′ be admissible
lattices in A such that ΛΓ = ΛΓ′. Then there is a sequence of admissible lattices Γ0 =
Γ,Γ1, . . . ,Γk = Γ′, such that, for 1 ≤ i ≤ k, Γi−1 and Γi are adjacent, and zΓi−1 ⊂ Γi or
zΓi ⊂ Γi−1.
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This result implies that two integral Seifert matrices, invertible over Q, which de-
fine the same integral Alexander module, can be related by integral congruences, and
congruences with congruence matrices ∆n (see Lemma 4.1 for the definition of ∆n). The
proposition says more, with the last condition on the lattices, and we will use this to prove
that these ∆n-congruences can be realized by integral S-equivalences. We first check that
we can always use symplectic bases of the lattices.

An element a of a lattice Γ is primitive if the equality a = kb with k ∈ Z and b ∈ Γ
implies k = ±1. It is easy to see that it is necessary and sufficient for a to be primitive
that the non trivial coefficients of a in any basis of Γ are coprime. It is also easy to see
that, if Γ is a self-dual lattice in a scalar space (A, [., .]), then a ∈ Γ is primitive if and
only if there is x ∈ Γ such that [a, x] = 1.

Lemma 5.9. Let (A, [., .]) be a scalar space. Let Γ and Γ′ be n-adjacent lattices in A.
Assume Γ and Γ′ are self-dual. Then there is a symplectic basis (bi)1≤i≤2g of Γ such that
(nb1,

1
n
b2, b3, . . . , b2g) is a symplectic basis of Γ′.

Proof. Let g be an element of Γ which generates
Γ

Γ ∩ Γ′
∼=

Z

nZ
. Let b1 be a generator of

(Qg) ∩ Γ ∼= Z. Note that b1 also generates
Γ

Γ ∩ Γ′
. Let us prove that nb1 is a primitive

element of Γ′. Assume nb1 = kγ for some k ∈ Z and γ ∈ Γ′. For any proper divisor
n′ of n, n′b1 is not in Γ′. Hence n and k are coprime. Since nγ ∈ Γ and kγ ∈ Γ,
it implies that γ ∈ Γ. Thus γ ∈ Z(nb1), and k = ±1. Hence nb1 is primitive in Γ′,
and there is b′2 ∈ Γ′ such that [nb1, b

′
2] = 1. Set b2 = nb′2. Let B be the orthogonal of

Qb1 ⊕Qb2 in A with respect to the scalar form. Check that Γ = (Zb1 ⊕ Zb2)⊕
⊥ (B ∩ Γ)

and Γ′ = (Znb1 ⊕ Z 1
n
b2)⊕

⊥ (B ∩ Γ′). Thus B ∩ Γ = B ∩ Γ′ is a self-dual lattice in B. Let
(b3, . . . , b2g) be a symplectic basis of this lattice. Then the basis (bi)1≤i≤2g of Γ satisfies
the required conditions.

Lemma 5.10. Let (A, [., .]) be a scalar space. Let Γ and Γ′ be n-adjacent admissible lat-
tices in A. Let b = (bi)1≤i≤2g be a symplectic basis of Γ such that b′ = ( 1

n
b1, nb2, b3, . . . , b2g)

is a symplectic basis of Γ′. Let V and V ′ be the Seifert matrices associated with b and
b′ respectively. Then V ′ = ∆nV∆n. If zΓ ⊂ Γ′, then V ′ can be obtained from V by an
integral S-equivalence which induces the same τ -class of isomorphisms as the congruence
V ′ = ∆nV∆n.

Proof. Let Z (resp. Z ′) be the matrix of the action of z in the basis b (resp. b′). Note that
∆nZ = Z ′∆n. By Corollary 3.3, V = ZJ and V ′ = Z ′J . It follows that V ′ = ∆nV∆n.

To prove the second statement, it suffices to prove that we can proceed as in Lemma
4.1, i.e. that the coefficient V21 of V is divisible by n. Since zΓ ⊂ (Γ ∩ Γ′), each zbi is a
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linear combination of b1, nb2, b3, . . . , b2g. It follows that Z has its second row divisible by
n. Hence V = ZJ also has its second row divisible by n.

Proposition 5.11. Let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be two ZSK-systems. Let
ξ : AZ(K) → AZ(K

′) be an isomorphism which preserves the Blanchfield form. Assume
V and V ′ are invertible over Q. Then V and V ′ are related by an integral S-equivalence
which canonically induces the τ -class of ξ.

Proof. Let b = (bi)1≤i≤2g and b′ = (b′i)1≤i≤2g be bases of A(K) and A(K ′) respectively,
associated with V and V ′. Let P be the matrix of ξ ⊗Z IdQ with respect to the bases
b and b′. By Proposition 3.1, V ′ = PV P t. Let Γ (resp. Γ′) be the lattice in A(K ′)
generated by the ξ(bi) (resp. by the b′i). By Lemma 5.3, Γ and Γ′ are admissible. It is
clear that ΛΓ = ΛΓ′. Hence, by Proposition 5.8, there is a sequence of admissible lattices
Γ0 = Γ,Γ1, . . . ,Γk = Γ′ in A(K ′), such that, for 1 ≤ j ≤ k, Γj−1 and Γj are adjacent, and
zΓj ⊂ Γj−1 or zΓj−1 ⊂ Γj.

By Lemma 5.9, for 1 ≤ j ≤ k, there are Seifert matrices Vj and V̂j−1 associated
with Γj and Γj−1 respectively, and with symplectic bases of these lattices, such that

Vj = ∆nj
V̂j−1∆nj

, where nj is an integer or the inverse of an integer. Set V0 = V

and V̂k = V ′. For 0 ≤ j ≤ k, the matrices Vj and V̂j are Seifert matrices associated
with symplectic bases of the same lattice, and the change of basis provides an integral
symplectic matrix Pj such that V̂j = PjVjP

t
j . We have P = Pk∆nk

Pk−1 . . .∆n1
P0, and

the τ -class of the composition of the successive isomorphisms induced by the successive
congruences is the τ -class of the isomorphism induced by the congruence V ′ = PV P t.
Conclude with Lemma 5.10.

Proof of Theorem 1.10. Proceed as in the proof of Proposition 1.6. �

6 Topological realization of matrix relations

In this section, we prove Theorem 1.13 and Theorem 1.14.

Lemma 6.1. Let M be a QHS (resp. ZHS). Let Σ be a genus g closed connected surface
embedded in M . Then M \ Σ has exactly two connected components, whose closures are
QHH’s (resp. ZHH’s) of genus g.

Proof. Any point of M \ Σ can be connected to a point of Σ × [−1, 1] in M \ Σ. Since
(Σ × [−1, 1]) \ Σ has two connected components, M \ Σ has at most two connected
components. Let x1 and x2 be points of (Σ×[−1, 1])\Σ, one in each connected component.
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If there were a path from x1 to x2 in M \Σ, we could construct a closed curve in M which
would meet Σ exactly once. Since M is a QHS, this is not possible. Hence M \ Σ
has exactly two connected components. Let A1 and A2 be their closures. Note that
∂A1 = ∂A2 = Σ (up to orientation).

For i = 1, 2, we have H3(Ai;Z) = 0 and H0(Ai;Z) = Z. The Mayer-Vietoris sequence
associated with M = A1 ∪ A2 yields the exact sequence:

H3(M ;Z) −→∂ H2(Σ;Z) −→ H2(A1;Z)⊕H2(A2;Z) −→ 0.

The map ∂ is an isomorphism that identifies the fundamental classes. Thus H2(A1;Z) =
H2(A2;Z) = 0. It follows that A1 and A2 are QHH’s. Their genus is given by their
boundary.

Assume M is a ZHS. The Mayer-Vietoris sequence associated with M = A1 ∪ A2

yields an isomorphism H1(Σ;Z) ∼= H1(A1;Z)⊕H1(A2;Z). Hence, for i = 1, 2, H1(Ai;Z)
is torsion-free, thus Ai is a ZHH.

Lemma 6.2. Let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be QSK-systems. Let P be an

integral symplectic matrix. Assume V ′ = PV P t. Then there is a null LP-surgery (B
A
) in

M \K such that (M ′, K ′) ∼= (M,K)(B
A
) and the τ -class of the isomorphism ξ : A(K) →

A(K ′) induced by this surgery is the τ -class induced by P .

Proof. There is a homeomorphism h : Σ → Σ′, such that the matrix of the induced
isomorphism h∗ : H1(Σ;Z) → H1(Σ

′;Z) with respect to the bases (fi)1≤i≤2g and (f ′
i)1≤i≤2g

is (P t)−1 (see [FM12, theorem 6.4]). Let Σ̂ be obtained from Σ by adding a band glued
along ∂Σ, so that Σ̂ is homeomorphic to Σ, and contains Σ and K in its interior. Let
H = Σ̂× [−1, 1] be a regular neighborhood of Σ. Similarly, define Σ̂′ and H ′. Extend h

to a homeomorphism h : Σ̂ → Σ̂′ , and then extend it by product with the identity to a
homeomorphism h : H → H ′.

Let A = M \ Int(H) and let B = M ′ \ Int(H ′). By Lemma 6.1, A (resp. B) is a
QHH, and it is clearly null in M \K (resp. M ′ \K ′). The QSK-pair (M ′, K ′) is obtained
from (M,K) by the surgery (B

A
). Let us prove that the homeomorphism h|∂A : ∂A → ∂B

preserves the Lagrangian.
For 1 ≤ i ≤ 2g, let ei ⊂ ∂H be a meridian of fi. The Lagrangian LA is generated by

the αi = f+
i −

∑

1≤j≤2g Vjiej, where f+
i is the copy of fi in (Σ×{1}) ⊂ H . Similarly, define

the e′i, (f
′
i)

+ and α′
i. Since h : H → H ′ is a homeomorphism, (h|∂H)∗(LH) = LH′. Hence

(h|∂H)∗(ei) is a linear combination of the e′j. Since 〈h(ei), h(f
+
j )〉∂H′ = 〈e′i, (f

′
j)

+〉∂H′ = δij,

an easy computation gives (h|∂H)∗(ei) = (
(

e′1 . . . e′2g
)

P)
i
. It follows that (h|∂H)∗(αi) =

(
(

α′
1 . . . α′

2g

)

(P t)−1)
i
. Hence (h|∂A)∗(LA) = LB.
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The relation between the h(ei) and the e′i shows that the isomorphism ξ induced by
the surgery is in the τ -class of isomorphisms induced by the congruence matrix P .

The previous proof still works when Q is replaced by Z. Therefore:

Lemma 6.3. Let (M,K,Σ, f , V ) and (M ′, K ′,Σ′, f ′, V ′) be ZSK-systems. Let P be an
integral symplectic matrix. Assume V ′ = PV P t. Then there is an integral null LP-
surgery (B

A
) in M \K such that (M ′, K ′) ∼= (M,K)(B

A
) and the τ -class of the isomorphism

ξ : AZ(K) → AZ(K
′) induced by this surgery is the τ -class induced by P .

Lemma 6.4. Let (M,K,Σ, f , V ) be a QSK-system. Let W be an enlargement of V . Then
there is a QSK-system (M ′, K ′,Σ′, f ′,W ) such that (M ′, K ′) can be obtained from (M,K)
by a single null LP-surgery, and the surgery and the enlargement induce the same τ -class
of isomorphisms from A(K) to A(K ′).

Proof. We have

W =





0 0 0
1 x ρt

0 ρ V



 or





0 −1 0
0 x ρt

0 ρ V



 .

We want to add a tube to Σ, whose linking numbers with the fi are given by ρ. This may
not be possible in M , so we first modify M by null LP-surgeries.

Set ρ =







c1
d1
...

c2g
d2g






, where the ci and di are integers, and di > 0. Consider trivial knots Ji,

disjoint from Σ, such that lk(Ji, fj) = δijci. For each i, consider a tubular neighborhood
T (Ji) of Ji. By [Mou12a, Lemma 2.5], there are rational homology tori Ai that satisfy:

• H1(∂Ai;Z) = Zαi ⊕ Zβi, with < αi, βi >= 1,

• βi = diγi in H1(Ai;Z), where γi is a curve in Ai,

• H1(Ai;Z) = Zγi ⊕
Z

diZ
αi.

Let N be the manifold obtained from M by the null LP-surgeries ( Ai

T (Ji)
), where the

identifications ∂T (Ji) = ∂Ai identify αi with a meridian of Ji, and βi with a parallel of
Ji that does not link Ji. We get lk(γi, fj) = δij

ci
di

.
In N , consider a ball B disjoint from Σ and all the Ai. Consider a rational homology

ball B′ that contains a curve γ0 with self-linking (x −
∑

1≤i,j≤2g lk(γi, γj)) mod Z. Set

M ′ = N(B
′

B
), and K ′ = K.
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[0,1]×{0}

{0}×[0,1]

D

γ

f2g+2

f2g+1

Figure 2: Adding a tube to Σ

Define a curve γ′ in M ′ as a band sum of the γi for 0 ≤ i ≤ 2g, with bands outside
Σ. Consider a disk D in Σ, and two distinct points p and q in D. Consider an embedded
band [0, 1]× [0, 1] in M ′ such that [0, 1]× {0} = ([0, 1]× [0, 1])∩Σ is a curve from p to q

in D, [0, 1]×{1} = ([0, 1]× [0, 1])∩ γ′, and the tangent vector to {0}× [0, 1] at {0}× {0}
is the positive normal vector of Σ if W is a row enlargement of V , and the negative one if
it is a column enlargement. Figure 2 represents the first case. Now set γ = (γ′∪∂([0, 1]×
[0, 1])) \ (]0, 1[×{1}), and construct a surface Σ′ by adding a tube around γ \ ([0, 1]×{0})
to Σ. The surface Σ′ is a Seifert surface for K ′. On Σ′, consider a meridian f2g+1 of the
tube and a parallel f2g+2 of γ such that < f2g+1, f2g+2 >Σ′= 1 and lk(f2g+2, γ) = x. Note
that the orientation of the meridian depends on the type of enlargement. The Seifert
matrix associated with Σ′ with respect to the basis (f2g+1, f2g+2, f1, . . . , f2g) is W .

Since the different QHH’s replaced by surgery are disjoint, they can be connected by
tubes. Thus (M ′, K ′) can be obtained from (M,K) by one surgery on a genus 2g QHH. Let
(bi)1≤i≤2g (resp. (b′i)1≤i≤2g+2) be a family of generators of A(K) (resp. A(K ′)) associated
with V (resp. W ). The b′i can be chosen so that the isomorphism ξ : A(K) → A(K ′)
induced by the surgery satisfies ξ(bi) = b′i+2.

Lemma 6.5. Let (M,K,Σ, f , V ) be a ZSK-system. Let W be an integral enlargement of
V . Then there is a ZSK-system (M,K,Σ′, f ′,W ) and the enlargement induces the τ -class
of the identity of AZ(K).

Proof. In the previous proof, replace Q by Z, and remove the definition of the surgery,
since any integral linking can be realised in any ZHS.

Proof of Theorem 1.13. Let V and V ′ be Seifert matrices associated with (M,K) and
(M ′, K ′) respectively. By Theorem 1.8, V ′ can be obtained from V by a sequence of
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enlargements, reductions, and integral symplectic congruences which induces the τ -class
of the isomorphism ξ. This provides a finite sequence V1, V2, .., Vn of Seifert matrices such
that V1 = V , Vn = V ′, and Vi+1 is obtained from Vi by one of these equivalences. By
Lemma 3.6, for each i, we can fix a QSK-system Si with Seifert matrix Vi. To see that
Si+1 can be obtained from Si by one, or two successive, null LP-surgeries, which induce
the required τ -class of isomorphisms, apply Lemma 6.2 in the case of a (possibly trivial)
congruence, and apply Lemma 6.4 in the case of an enlargement or a reduction. �

Similarly, Theorem 1.14 can be deduced from Theorem 1.10 and Lemmas 3.6, 6.3,
and 6.5.

7 Sequences of LP-surgeries

In this section, we prove Proposition 1.15.

Lemma 7.1. There exist two knots in S3 which have isomorphic rational Blanchfield
forms, and different integral Alexander modules.

Proof. In S3, consider a knot K with Seifert matrix

(

−1 0
1 2

)

, and a knot K ′ with Seifert

matrix

(

3 1
2 0

)

. Their Alexander modules have presentation matrices

(

1− t −1
t 2t− 2

)

and

(

3t− 3 t− 2
2t− 1 0

)

. Both have Alexander polynomial ∆(t) = (2t − 1)(2 − t). Since it

is the product of two dual non symmetric prime polynomials, their rational Blanchfield
forms are isomorphic (see [Mou12b, Lemma 3.6]). But K has integral Alexander module
Z[t±1]
(∆(t))

, whereas the integral Alexander module of K ′ has a non trivial second elementary

ideal (the k-th elementary ideal associated with a Z[t±1]-module is the ideal of Z[t±1]
generated by the minors of size n − k + 1 of a presentation matrix with n generators of
the module, see [Lic97, Chapter 6]). Indeed, this ideal is generated by (t−2) and (2t−1)
in Z[t±1], so the evaluation at t = −1 maps it onto 3Z.

Proof of Proposition 1.15. Consider the QSK-pairs (S3, K) and (S3, K ′) of Lemma 7.1.
By Theorem 1.13, (S3, K ′) can be obtained from (S3, K) by a finite sequence of null
LP-surgeries. Suppose we can restrict to a single surgery (B

A
). Then A and B would be

QHH’s embedded in a ZHS. It follows from Lemma 6.1 that A and B would be ZHH’s.
Thus, by Lemma 2.2, the surgery would preserve the integral Alexander module. �
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