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In this paper authors introduce novel results on performance for surplus-based
decentralized production control method. The main objective of this produc-
tion method is to guarantee that the cumulative number of produced products
follows the cumulative production demand on the output of any given network.
As a starting point of our research a general idea of this method is presented
for the case of one manufacturing machine. Then our analysis is extended to
a line of N machines. The proposed methodology is reformulated in terms of
variable structure control. The production flow process is described by means
of difference equations and in order to analyze performance Lyapunov theory
approach is exploited. The obtained results on the production error bounds for
each machine in the line and on the buffer content bounds for each intermedi-
ate buffer are discussed. Performance and robustness issues of the closed-loop
flow line models are illustrated in numerical simulations. It is shown that the
method can be implemented in the enterprise planning tools.

Keywords: manufacturing systems; tracking systems; discrete time systems; boundary

conditions; variable structure control

1. Introduction

In the modern market keeping high competition in brands and varieties in type of prod-
ucts is the way for survival of manufacturing industries. Therefore production control
methods with capabilities of quick responses to rapid changes in the demand and efficient
distribution of the raw material throughout the network are of a big importance among
leading manufacturers. Nowadays, the production control problem has been widely stud-
ied and a lot of valuable approaches including queuing theory, Petri nets, dynamic pro-
gramming, linear programming, hybrid systems were proposed and some of them are
implemented. Though up to this moment many methods have been developed, the fac-
tory performance remains unpredictable.
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Some examples of implemented strategies are pull, push, and their combinations (see,
e.g. Hopp and Spearman (2008), Deleersnyder et al. (1992), Ahn and Kaminsky (2005)
and references therein). These control strategies, together with integrated computer-
based systems, such as Manufacturing Resource Planning (MRP II), and Enterprise
Resource Planning (ERP) (Vollmann et al. (2004)), are widely used by industries to
control product flows in networks as well as inventory levels. Though these policies are
conceptually simple, their response to disturbances and market fluctuations is not always
fast enough for challenging requirements. Another often used control strategy is based
on model predictive control (MPC) (see, e.g. Song et al. (2002), Doganis et al. (2007),
Camacho and Bordons (2004) and references therein). This is a robust method that is
capable of providing solutions for a production demand tracking problem. MPC is able
to take into account hard constraints, such as the maximum production speed of the
machine and buffer capacity restrictions. MPC is an effective method that can be used
for real-time control of manufacturing systems, but it has two main drawbacks. The first
one is that the optimization problem to be solved is generally very cumbersome, so it
requires a lot of computational efforts, especially if the model presents some stochasticity
in its behavior. The second one is that MPC strategy requires the knowledge of the future
demand within a certain large enough finite control horizon. However, it is known that
while dealing with demand planning the future is difficult to predict, even to the next
time step. Thus, it may occur that the forecast presents certain inaccuracy which may
result in production losses or backlog.

There is a substantial literature on control policies for manufacturing systems. Thus,
many classifications of these policies are introduced by different authors. In this paper we
will follow the classification introduced by S.R. Gershwin. In his work (Gershwin (2000))
the author separates the control policies in 3 main streams: token-based, time-based and
surplus-based. In token-based approaches so called tokens are generated and utilized in
order to trigger certain events occurring in the manufacturing system. The most famous
examples of such a policy are Kanban (Rees et al. (1987)), Conwip (Spearman et al.
(1990), Ioannidis and Kouikoglou (2008)) and Basestock (Silver et al. (1998)). In time-
based approaches the control decisions depend on a time when a certain operation should
take place, i.e. Material Resurce Planning, Least Stack and Earliest Due Date strategies
(see, e.g., Burgess and Passino (1997)). In the surplus approach control decisions are
made based on the production error which is the difference between the cumulative
demand and the cumulative output of the system. Some references for these strategies
are presented later in this section.

In this paper we tackle the problem of performance analysis (see, e.g., Ruifeng and
Subramaniam (2010)) for a surplus-based approach in control of manufacturing net-
works within the scope of demand driven manufacturing control problems. Each machine
in the manufacturing system coordinates its individual production with those of the rest
of the system. Its primary objective may be viewed as the manufacturing of sufficient
quantity of parts to satisfy the demand of its immediate downstream machine and some
desired amount for a purpose of back-up material storage in its downstream buffer. The
proposed methodology is reformulated in terms of variable structure control. The produc-
tion flow process is described by means of difference equations and in order to analyse
performance Lyapunov theory approach is exploited (see, e.g., Dashkovskiy et al.

(2010), Scholz-Reiter et al. (2010) and references there in).
The novelty of our results, concerning surplus-based approach (see, e.g.

Bielecki and Kumar (1988), Bonvik et al. (1997), Lefebvre (1999), Gershwin
(2000), Quintana (2002), Kogan and Perkins (2003), Boukas (2006), Stockton
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et al. (2007), Subramaniam et al. (2009), Savkin and Somlo (2009), Nilakan-
tan (2010) and references there in), can be summarized as follows. The proposed
tandem production model is considered in discrete time. The production speed of each
machine is defined as deterministic with bounded perturbations. The future production
demand is assumed to be unknown and with bounded fluctuations. As a result, strict, so
called ”worst case” bounds on a content of intermediate buffers and production tracking
errors for one machine and for a unidirectional tandem production line are obtained as
a starting point of our research. In order to monitor a current market situation, and the
current inventory level of given network the proposed strategy can be easily combined
with integrated computer-based systems (such as previously mentioned in this section).

In particular, this paper contains an explicit description of flow models (see, e.g. Dallery
and Gershwin (1992), Alvarez-Vargas et al. (1994), Pogromsky et al. (2009) and refer-
ences therein) for one machine and a line of manufacturing machines. Here a variable
structure control (see, e.g. Utkin (1983), Khalil (2002)) is introduced as a control tech-
nique in order to give a solution to the demand tracking problem. Special attention is
paid to the constraints presented in the network, such as capacity and buffer limitations.
Each machine in the network can produce a restricted number of products in a fixed
period of time, known as the capacity constraint. The content of the buffer between two
machines is given by the difference between the total number of products produced by
the upstream machine and the total number of products produced by the downstream
machine. Considering that a manufacturing line has a unidirectional product flow im-
plies that the buffer content can never be negative, e.g. the downstream machine cannot
produce more than the upstream one.

The paper is organized as follows. First, in Section 2 the flow model of one man-
ufacturing machine with variable structure control is presented, where the analysis of
production error trajectories is developed. Then the flow model of a manufacturing line
with variable structure control is analyzed in Section 3. Here necessary conditions are de-
rived to guarantee the uniform ultimate boundedness of the production error trajectories
of each machine. Performance and robustness issues of the closed-loop flow models are
illustrated in numerical simulations in Section 4. Finally, Section 5 contains conclusions
and implementation in a real environment.

2. One Machine

2.1. Flow Model

In discrete time a cumulative number of produced products in time k for a simple man-
ufacturing machine can be described as a sum of its production rates at each time step
till time k. Thus the flow model of one manufacturing machine in discrete time is defined
as

y(k + 1) = y(k) + u(k) + f(k), (1)

where y(k) ∈ R is the cumulative output of the machine in time k, u(k) ∈ R is the control
signal, and f(k) ∈ R is an unknown external disturbance. Under the assumption that
there is always sufficient quantity of the raw material to feed the machine, the control aim
is to track the non-decreasing cumulative production demand. We define the production
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demand by using yd(k) ∈ R given by

yd(k) = yd0 + vdk + ϕ(k), (2)

where yd0 is a positive constant that represents the initial production demand, vd is
a positive constant that defines the average desired demand rate, and ϕ(k) ∈ R is the
bounded fluctuation that is imposed on the linear demand vdk. In order to give a solution
to this tracking problem the following control input

u(k) = µsign+(ε(k)) (3)

is considered. Here µ is a positive constant that represents the processing speed of the
machine, step function sign+(ε(k)) =(1, if ε(k) > 0|0, otherwise), and ε(k) ∈ R is the
output production error with respect to the demand. This production error is given by
ε(k) = yd(k) − y(k), where ε(k + 1)) − ε(k) along the solutions of ε(k) is given by:

ε(k + 1) − ε(k) = vd + ∆ϕ(k) − µsign+(ε(k)) − f(k), (4)

with ∆ϕ(k) = ϕ(k+1)−ϕ(k). It is followed from (4) that in order to guarantee a proper
demand trajectory tracking the product demand cannot be higher than the machine
processing speed, which in this case is µ lots per time unit. Thus, let us consider that all
machine perturbations W (k) = ∆ϕ(k) − f(k) from (4) are bounded by

α1 < W (k) < α2, ∀k ∈ N, (5)

where α1, α2 are some constants that satisfy

α2 < µ − vd, (6)

α1 > −vd. (7)

By (6) and (7) we state that the machine can never produce products faster than its
maximal speed and that considering the presence of perturbations bounded by (α1, α2)
the demand rate can only de positive, respectively. Thus, from (5), (6), and (7) the
following condition (also known as capacity condition) holds

0 < vd + W (k) < µ. (8)

Basically, in order to follow the product demand, variable structure controller
µsign+(ε(k)) is included in the flow model of one machine. The production error of
a single machine is defined as the difference between the cumulative demand and the
cumulative number of products produced up to this moment.

2.2. Production error analysis

In this section we analyse the tracking error trajectories behavior of the flow model (4).

Page 4 of 18

http://mc.manuscriptcentral.com/tprs  Email: ijpr@lboro.ac.uk

International Journal of Production Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review
 O

nly

January 18, 2011 12:48 International Journal of Production Research IntJourProdResearchPa-
per˙Dec2010*RevComments

International Journal of Production Research 5

Theorem 2.1 : Assume that the discrete time system defined by (1) with control input
(3) satisfies condition (8). Then all solutions of (4) are uniformly ultimately bounded by

lim sup
k→∞

ε(k) ≤ vd + α2, (9)

lim inf
k→∞

ε(k) ≥ vd + α1 − µ. (10)

Proof : The proof of Theorem 2.1 is provided in the first part of the proof of Theorem
3.4. �

3. A Line of Machines

3.1. Flow Model

M1 Mj MN
Bj Bj+1y1 yj yNyj-1

Figure 1. Schematics of a line of N manufacturing machines.

The flow model of a manufacturing line is presented in this section. Figure 1 presents
a schematics of a line of N manufacturing machines with machines Mj, buffers Bj,
and infinite product supply. Here the control strategy for one machine is modified with
respect to the number of buffers and machines present in the line. A new limitation such
as desired buffer content is considered in the model.

The flow model of the manufacturing line is defined as

y1(k + 1) = y1(k) + β1(k), (11)

yj(k + 1) = yj(k) + (βj(k))signBuff(wj(k) − βj(k)), (12)

∀j = 2, . . . , N,

where yj(k) is the cumulative output of machine Mj in time k, wj(k) = yj−1(k) − yj(k)
is the buffer content of buffer Bj, βj(k) = uj(k)+fj(k), ∀j = 1, . . . , N , fj is the external
disturbance affecting machine Mj (e.g. production speed variations, undesired delay), uj

is the control input of machine Mj and signBuff(wj(k)−βj(k)) = (1, if wj(k)−βj(k) ≥ 0|0,
otherwise).

In order to give a solution to the demand tracking problem we consider the following
control inputs:

uj(k) = µjsign+(εj+1(k) + (wdj+1
− wj+1(k))) (13)

∀j = 1, . . . , N − 1,

uN (k) = µN sign+(yd(k) − yN (k)), (14)

where µj is the processing speed of machine j, wdj+1
is the desirable buffer level of buffer

Bj+1 and εj+1 is the tracking error of machine Mj+1. The tracking error of each machine
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is given by:

εj(k) = εj+1(k) + (wdj+1
− wj+1(k)) (15)

∀j = 1, . . . , N − 2

εN−1(k) = εN (k) + (wdN
− wN (k)), (16)

εN (k) = yd(k) − yN (k). (17)

It follows from (17) that the error of machine MN is defined exactly as for the single
machine case. The buffer restriction, as seen from (12), is the only difference in the flow
model of machine MN with the flow model of (1). For (15), (16) new considerations are
applied for the tracking error of each machine Mj, where j = 1, ..., N − 1. Thus, tracking
error εj(k) depends on the number of produced products yj(k) with respect to current
demand yd(k) and desired buffer content wdj+1

of each downstream buffer. This means
that every upstream machine needs to supply wdj+1

lots more than the downstream one.
Constant parameter wd is introduced in order to prevent downstream machines from lot
starvation, e.g. in case of a sudden growth of the product demand.

M1 M2

MN

y1 B2 y2 B3

yN

 

yd

MN!1

yN!2 BN!1 yN!1 BN

"N

#3

#N!1

"N!1

#dN

"3"2

#N

#2 #d3#d2

fNfN!1

f2f1

Figure 2. Flow model diagram for a line of N manufacturing machines.

Basically, model (11), (12) describes the product flow through the line of N manufac-
turing machines (Fig.2). The first machine described by (11) is considered to have always
an access to the raw material and the raw material is always sufficient. The administra-
tion of this raw material to machine M1 is decided by the control input (13). Here we
consider that our control input is acting as an authorizing switch, which turns on M1 if
its tracking error (15) is positive and turns M1 off if its tracking error is negative or zero.
Tracking error ε1(k), see (15), consists of the difference between what is done (w2(k)),
what have to be done (ε2(k)) and what have to be always in the buffer (wd2

). It can be
seen from (15), (16) and (13) that the same tracking error and control logics were ap-
plied for the rest of the machines till machine MN−1. As for the last machine in the line,
which is machine MN (Fig.2), the control action is still based on the authorizing switch.
However, the difference consists in the logic that triggers this switch. We expect that
on the output of machine MN the cumulative product demand is followed by cumula-
tive production of this machine. The control switch activates or deactivates the machine
based directly on the production demand status (17). This control logic is the same as
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in the one machine case presented in the previous section. The substantial difference in
models of the rest of machines from machine one can be appreciated through the general
flow model (12). Here for each machine in the line we introduce an extra restriction on
the buffer content of each upstream buffer. Function signBuff(wj(k) − βj(k)) is acting
as an extra authorization together with the control input. Thus, any machine Mj , with
j = 2, . . . , N , is activated only if two authorizations are given. The first authorization
comes from control input (uj(k)) of the machine, which is based on the current tracking
error status of this machine (εj(k)). The second authorization comes from the buffer
content restriction which is granted if the buffer contains at least the minimal number
of products required (βj(k)) in order for the machine Mj to start its work. It is also
important to take into account that the control actions are decentralized throughout
the network. In other words the control action of each machine in the line depends only
on the tracking error of its neighboring downstream machine (except for machine MN ,
which depends directly on cumulative demand input) and the current buffer content of
its upstream buffer (Fig.2). This gives our flow model an extra robustness with respect
to the undesired events such as temporal machine setup or breakdown.

For further analysis, let us rewrite flow model (11), (12) in a closed-loop with (13),
(14) as

∆ε1(k) = vd + ∆ϕ(k) − f1(k) − µ1sign+(ε1(k)), (18)

∆εj(k) = vd + ∆ϕ(k) − fj(k) − µjsign+(εj(k))signBuff(wj(k) − βj(k)), (19)

where ∆εj(k) = εj(k + 1) − εj(k) and Wj(k) = ∆ϕ(k) − fj(k), ∀j = 1, . . . , N .
Here we consider that system (18), (19) satisfies the following assumptions.

Assumption 3.1: (Boundedness of perturbations) There are constants α1, α2 and α3

such that Wj(k) = ∆ϕ(k) − fj(k) satisfies

α1 < Wj(k) < α2, ∀k ∈ N, j = 1, . . . , N, (20)

and fj(k) satisfies

fj(k) ≤ α3, ∀k ∈ N, j = 1, . . . , N. (21)

Assumption 3.2: (Capacity condition) Constants α1, α2 satisfy the following inequal-
ities

α2 < µj − vd, ∀j = 1, . . . , N, (22)

α1 > −vd. (23)

Thus, from (20), (22), and (23) the following condition holds

0 < vd + Wj(k) < µj , ∀j = 1, . . . , N. (24)

It is important to notice that each Mj machine in the line has a processing speed of
µj lots per time unit, which can differ from the rest of the machines, and the buffer
condition is considered as
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wj(k) ≥ βj(k), ∀j = 2, . . . , N. (25)

Thus, from (15), (16) and (25) the following tracking error condition holds

εj(k) ≥ βj(k) − wdj
+ εj−1(k), ∀j = 2, . . . , N,

where wdj
satisfy the following assumption.

Assumption 3.3: (Desired buffer content condition) The constants wdj
comply with

the following inequality

wdj
≥ µj + µj−1 + α3 + α2 − α1,

from where it follows that

wdj
≥ βj(k) + µj−1 + α2 − α1, k ∈ N, j = 2, . . . , N. (26)

If the condition (25) is not satisfied then

εj−1(k)
(15,16,26)

> µj−1 + α2 − α1 + εj(k), ∀j = 2, . . . , N. (27)

3.2. Production Error Analysis

In this section we present results respecting the production error trajectories behavior
of the flow model (18), (19).

Theorem 3.4 : Assume that the discrete time system defined by (18), (19) satisfies As-
sumptions 3.1, 3.2, and 3.3 . Then all solutions of (18) and (19) are uniformly ultimately
bounded by

lim sup
k→∞

εj(k) ≤ vd + α2, (28)

lim inf
k→∞

εj(k) ≥ vd + α1 − µj. (29)

Proof : The proof of Theorem 3.4 is provided in Appendix A. �

In consequence, for the buffer content wj(k) of each buffer Bj defined by (15), (16),
considering the obtained tracking error bounds (28), (29), it holds that

lim sup
k→∞

wj(k) ≤ µj−1 + α2 − α1 + wdj
.

Now, in order to support the present development let us extend our analysis to simu-
lation results.
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4. Simulation Results

4.1. One machine case

Simulation results for one manufacturing machine, driven by the variable structure regu-
lator (3), are presented in this section. Here the processing speed was fixed to 5 lots per
time unit.

Results from Figure 3 show that output y(k) follows product demand yd(k) with track-
ing error ε(k) bounded by 4 ≥ ε(k) ≥ 0 lots, which satisfies (9), (10). Here, initial condi-
tions were set to yd0 = 20, y(0) = 0. Market fluctuations as well as external perturbations
were set to the zero value. The tracking error from Figure 3 (b) is generated in this form
due to the machine production speed limit of 5 lots per time unit with demand increment
∆yd(k) of 4 lots per time unit. This means that after the moment when the steady state
is reached (20 time steps) demand signal yd(k) is 4 lots higher than output y(k). In this
case the control responds with authorization for 5 lots, which are generated in the next
time step, where the cumulative demand grows in another 4 lots. Thus, the current out-
put is 3 lots lower than the current demand. Then for the next 4 time steps the machine
keeps producing lots until the demand is reached again at time step 25 with yd(k) of 120
lots. Now during next time step the machine remains idle while the demand grows to
124 lots. Thus, the sequence from the 20th time step to the 25th is repeated.
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Figure 3. Demand vs Output (a) and Tracking Error (b), with vd = 4 and
yd0 = 20.
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Figure 4. Demand vs Output (a) and Tracking Error (b), with yd0 = 35, vd = 2
and ϕ(k) = sin(5k).

Figure 4(b) shows the tracking error and the output response of the machine to the
nonlinear demand growth. Here product demand yd(k) = 35+2k+sin(5k). The resulting
tracking error is bounded by 3 > ε(k) > −4 lots, which satisfies (9) and (10). It can be
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observed from Figure 4(a) that for given initial demand of 35 lots and initial output of
0 lots the machine manages to reach the demand trajectory in 12 time steps.

Finally we conclude that simulation results reflect the expected flow model behavior
for all the product demands which are given in this section. These product demands were
selected in order to test the model behavior inside the boundary of the given capacity
condition (8).

4.2. Four machines case

M1 M2 M3 M4
B2 B3 B4y1 y2 y3 y4

Figure 5. Schematics of a line of 4 manufacturing machines.

Simulation results for a line of 4 manufacturing machines (Fig. 5), driven by variable
structure regulators (13), and (14) are presented in this section. For all the examples
processing speed for each machine was set to µj =< 8, 10, 7, 6 > (lots per time unit),
with j = 1, .., 4, and the desired buffer content of each buffer was selected considering
(26) as wdj

=< 20, 18, 14 > (lots), with j = 2, .., 4.
The tracking error of each machine in the line is depicted in Figure 7. Here the initial

conditions (yd0, y1(0), y2(0), y3(0), y4(0)) were set to the zero value. After the first 24
time steps, as it is shown in Figures 6(a) and 7, the system reaches its steady state.
Tracking errors are maintained inside [-2,5] lots for machine M1, [-4,1] lots for machine
M2, [-1,5] lots for machine M3, and [0,5] lots for machine M4, which satisfy (28) and
(29). From Figure 6(b) it can be observed that the inventory level of each buffer satisfies
the upper bound restriction (30).
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Figure 6. Outputs yj(k) vs. Demand yd(k) (a) and Buffer Content wj(k) (b),
with vd = 5.

Further, the output response and the tracking error of each machine are depicted in
Figures 8 and 9(a) for the same initial conditions as in the previous example. Here it is
noticeable that after the first 7 time steps the output of machine M4 reaches the current
demand trajectory. Tracking errors are maintained inside [-6,4] lots for machine M1,
[-8,4] lots for machine M2, [-5,4] lots for machine M3, and [-4,4] lots for machine M4,
which satisfy (28), (29). The inventory level of each buffer is depicted in Figure 9(b). We
indicate that the buffer content of each buffer satisfies the upper bound restriction (30),
if given desired inventory level of each buffer satisfies (26).
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Figure 7. Tracking Error εj(k), with vd = 5.
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Figure 8. Tracking Error ε4(k), with vd = 3 and ∆ϕ(k) = sin(50k).
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Figure 9. Outputs yj(k) vs. Demand yd(k) (a) and Buffer Content wj(k) (b),
with vd = 3 and ∆ϕ(k) = sin(50k).

Finally, presented simulation results on selected examples reflect the desired flow model
behavior. All technical conditions proposed in this section corresponds to analytical re-
sults described in Section 3.

Page 11 of 18

http://mc.manuscriptcentral.com/tprs  Email: ijpr@lboro.ac.uk

International Journal of Production Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review
 O

nly

January 18, 2011 12:48 International Journal of Production Research IntJourProdResearchPa-
per˙Dec2010*RevComments

12 REFERENCES

5. Conclusion

The performances of a tandem production line under variable structure surplus control
has been studied. Developed results prove the uniform ultimate boundedness for trajec-
tories of each tracking error and provide the upper bound for each buffer content in a line
of machines where each machine has a variable processing. Various simulation results are
presented and discussed in order to illustrate and support analytical results. Simulation
results reflect effectiveness and robustness of the flow models.

As can be seen from the model description, the control algorithm requires to have a
knowledge of external and internal variables, which affect the production line function-
ality, as well as performance specifications of each machine. The external variable which
is the current production demand yd(k) as well as internal variables which are buffer
contents wj(k) of each buffer can be obtained from existing planning details of a given
company. Performance specifications such as machine production speed can be deduced
from the experimental data or obtained from the user specifications of a given machine.
Thus having this knowledge the production method can be implemented in form of an
algorithm as a manufacturing line control tool. Further, if the conditions from Theorem
3.4 are satisfied then the system’s results on performance can be directly obtained from
formulas (28), (29) and (30). This can also significantly reduce the computational time
needed for an order release planning.

Furthermore, studies on variable structure control policy’s application to re-entrant
network, multiple part type production systems, and performance analysis with the pres-
ence of production delays and setup times as well as it comparison with another surplus
based strategies will be pursued in our future research.
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Appendix A. Proof of Theorem 3.4

Let us prove that Theorem 3.4 holds for a line of 2 manufacturing machines (j = 1, 2)
defined by (18) and (19). With this goal, let us introduce the following Lyapunov function

V 2M (ε1, ε2) = max {V1(ε1), V2(ε2)} , (A1)

where

Vj(εj) = max {−εj − µj + vd + α1, εj − vd − α2, 0} > 0,

∀εj 6∈ [vd + α1 − µj, vd + α2], j = 1, 2.

Here for the sake of brevity V 2M (ε1(k), ε2(k)) = V 2M
k , Vj(εj(k)) = Vj,k, with V 2M = 0

∀εj ∈ [vd + α1 − µj, vd + α2].
Thus, ∆V 2M

k along the solutions of ε1(k) and ε2(k) is given by

∆V 2M
k = V 2M

k+1 − V 2M
k = max{V1,k+1, V2,k+1} + min{−V1,k,−V2,k}, (A2)

where

Vj,k+1 = max







−εj(k) − Wj(k) + α1 − µj + µjηj,k,

εj(k) + Wj(k) − α2 − µjηj,k,

0






.

Here for the sake of brevity we introduce ηj,k as

η1,k = sign+(ε1(k)), (A3)

η2,k = sign+(ε2(k))signBuff(w2(k) − β2(k)). (A4)

In order to perform a more detailed analysis on ∆V 2M
k , let us divide this proof into 2

cases.
Case 1 (Sufficient Buffer Content)
Suppose that w2(k) satisfies the following inequality

w2(k) ≥ β2(k),∀k ∈ N, (A5)
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which means that machine M2 has sufficient material in its buffer B2 in order to start
working and machine M1 always has an access to the infinite raw material supply. Thus
these machines have an independent behavior and it will be sufficient to analyse the
increment of only one of the functions Vj,k in order to determine the behavior of ∆V 2M

k .
Let us assume that εj(k) satisfies the following condition

εj(k) > 0, (A6)

and in consequence from (A3) and (A4) it follows that ηj,k = 1.
Then, ∆Vj,k along the solutions of εj(k) is given by

∆Vj,k = max







−εj(k) − Wj(k) + α1,

εj(k) + Wj(k) − α2 − µj ,

0







︸ ︷︷ ︸

Vj,k+1

+ min







εj(k) + µj − vd − α1,

−εj(k) + vd + α2,

0







︸ ︷︷ ︸

−Vj,k

,∀j = 1, 2.

From where with help of Assumptions 1 and 2 it can be easily deduced that

∆Vj,k =







0 if εj(k) ≤ vd + α2,

−εj(k) + vd + α2 < 0 if vd + α2 < εj(k) ≤ µj + α2 − Wj(k),

−µj + vd + Wj(k) < 0 if εj(k) > µj + α2 − Wj(k).

(A7)

Now, suppose that for εj(k) the following condition holds

εj(k) ≤ 0, (A8)

and in consequence from (A3) and (A4) it yields that ηj,k = 0. Then ∆Vj,k along the
solutions of εj(k) is given by

∆Vj,k = max







−εj(k) − Wj(k) + α1 − µj,

εj(k) + Wj(k) − α2,

0







︸ ︷︷ ︸

Vj,k+1

+ min







εj(k) + µj − vd − α1,

−εj(k) + vd + α2,

0







︸ ︷︷ ︸

−Vj,k

,∀j = 1, 2.

Here with help of Assumptions 1 and 2 it can be easily deduced that

∆Vj,k =







0 if vd + α1 − µj ≤ εj(k) ≤ 0,

−vd − Wj(k) < 0 if εj(k) < −µj + α1 − Wj(k),

εj(k) + µj − vd − α1 < 0 if −µj + α1 + Wj(k) ≤ εj(k) < vd + α1 − µj.

(A9)

Summarizing, for conditions (A5), (A6), and (A8) from (A7) and (A9) it holds that
if Vj,k > 0 its increment ∆Vj,k < 0. From the definition of min it yields that for ∆V 2M

k

given by (A2) the following inequality is satisfied

∆V 2M
k ≤ Vj,k+1 − Vj,k ≤ 0, (A10)
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where i = arg maxj=1,2{Vj,k+1}. Note that ∆Vj,k = Vj,k+1 − Vj,k = 0 only if either first
condition of (A7) or first condition of (A9) is satisfied and for all εj(k) 6∈ [vd + α1 −
µj , vd +α2] it follows that ∆V 2M

k < 0. Thus, in this case it holds that for V 2M
k > 0 given

by (A1) its increment ∆V 2M
k < 0.

Case 2 (Insufficient Buffer Content)
Let us assume that w2(k) satisfies the following inequality

w2(k) < β2(k),∀k ∈ N, (A11)

and ε2(k) satisfies

ε2(k) ≤ 0,∀k ∈ N. (A12)

Then from (27) it holds that

ε1(k) > µ1 + α2 − α1 + ε2(k). (A13)

Here similarly to Case 1 the behavior of these two machines can be considered indepen-
dently. Thus, for ε1(k) satisfying (A13) it holds that ∆V1,k is given by (A7) or (A9) if
ε2(k) < −µ1 −α2 + α1 or ∆V1,k is given by (A7) if −µ1 −α2 + α1 ≤ ε2(k) ≤ 0. For ε2(k)
satisfying (A12) the increment ∆V2,k is given by (A9). In consequence for ∆V 2M

k given
by (A2) the inequality (A10) in this case is also satisfied.

Now, let us assume that ε2(k) satisfies

ε2(k) > 0,∀k ∈ N. (A14)

Then from (27) it holds that ε1(k) is given by (A13). In this case M2 has a positive
tracking error, but its buffer B2 has insufficient raw material content (A11) in order
to start working (η2,k = 0). Machine M1 has a positive error as well, but due to its
infinite raw material supply connection it can immediately initiate its production process
(η1,k = 1). Thus, for (A14) and (A13) let us rewrite ∆V 2M

k from (A2) as

∆V 2M
k = max







−ε1(k) − W1(k) + α1,

ε1(k) + W1(k) − α2 − µ1,

−ε2(k) − W2(k) + α1 − µ2,

ε2(k) + W2(k) − α2,

0







︸ ︷︷ ︸

V 2M
k+1

+ min







ε1(k) + µ1 − vd − α1,

−ε1(k) + vd + α2,

ε2(k) + µ2 − vd − α1,

−ε2(k) + vd + α2,

0







︸ ︷︷ ︸

−V 2M
k

.(A15)

It follows from (20), (A14) and (A13) that ∆V 2M
k from (A15) can be reduced to

∆V 2M
k = max







ε1(k) + W1(k) − α2 − µ1,

ε2(k) + W2(k) − α2,

0







︸ ︷︷ ︸

V 2M
k+1

+ min







−ε1(k) + vd + α2,

−ε2(k) + vd + α2,

0







︸ ︷︷ ︸

−V 2M
k

. (A16)
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Now, let us prove that for ε1(k) given by (A13) inequality

ε1(k) + W1(k) − α2 − µ1 > ε2(k) + W2(k) − α2 (A17)

is satisfied.
Indeed, from condition (A13) it yields that

ε1(k) + W1(k) − α2 − µ1 > ε2(k) + W1(k) − α1

(20)
> ε2(k) + W2(k) − α2. (A18)

Thus, inequality (A17) is satisfied. Also, from (A18) it holds that

ε1(k) + W1(k) − α2 − µ1

(20,A14)
> 0. (A19)

Now, considering (A17) and (A19) we can rewrite V 2M
k+1 given by a first term of (A16) as

V 2M
k+1 = ε1(k) + W1(k) − α2 − µ1. (A20)

Let us prove that for ε1(k) given by (A13) inequality

−ε2(k) + vd + α2 > −ε1(k) + vd + α2 (A21)

is satisfied. Here from condition (A13) it yields that

−ε2(k) + vd + α2 > −ε1(k) + µ1 + α2 − α1 + vd + α2

(20),(23)
> −ε1(k) + vd + α2.(A22)

Thus, inequality (A21) is satisfied. From inequalities (A13), (22) it follows that

−ε1(k) + vd + α2 < 0. (A23)

From (A21), (A23) we can rewrite V 2M
k given by a second term of (A16) as

V 2M
k = ε1(k) − vd − α2

(A23)
> 0. (A24)

Having V 2M
k+1 given by (A20) and V 2M

k given by (A24), we can finally reduce ∆V 2M
k from

(A16) to

∆V 2M
k = −µ1 + vd + W1(k)

(24)
< 0. (A25)

Thus, for this Case it holds that for V 2M
k > 0 given by (A1) its increment ∆V 2M

k < 0.
Summarizing for 2 cases, we have shown that for V 2M

k > 0 given by (A1) its increment
∆V 2M

k < 0 for all εj(k) 6∈ [vd + α1 − µj, vd + α2] and ∆V 2M
k = 0 for all εj(k) ∈

[vd + α1 − µj, vd + α2].
Thus, lim supk→∞

V 2M
k = 0 which completes our proof.

In this proof we have analyzed the increment of the proposed Lyapunov function by
means of 2 cases. Now for a line of N manufacturing machines (j = 1, ..., N) defined by
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(18) and (19) the Lyapunov function (A1) is extended to

V NM
k = max {V1(ε1), ..., VN (εN )} .

Here the similar reasoning is followed as for the proof for 2 machines.
The analysis is subdivided into the same 2 cases. Case 1 (Sufficient Buffer

Content) and the first part of Case 2 (wj(k) < βj(k) and εj(k) ≤ 0,∀j = 2, . . . , N)
are solved identically to the proof for the line of 2 machines. For the second
part of Case 2 the proof mostly relies on the condition (27) and the assump-
tion that machine M1 has always an access to the infinite raw material supply.
Due to the extensive technical details we omit the complete analysis for a
line of N machines and restrict ourselves by only giving this general idea of
the procedure.
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