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Abstract

Let B be a n X n block diagonal matrix in which the first block C; is an hermitian matrix of
order (n — 1) and the second block ¢ is a positive function. Both are piecewise smooth in Q,
a bounded domain of R”. If § denotes the set where discontinuities of C; and ¢ can occur,
we suppose that Q is stratified in a neighborhood of S in the sense that locally it takes the
form Q' x (—=6,6) with Q' c R*!,§ > 0and S = Q' x {0}. We prove a Carleman estimate
for the elliptic operator A = —V - (BV ) with an arbitrary observation region. This Carleman
estimate is obtained through the introduction of a suitable mesh of the neighborhood of S and
an associated approximation of ¢ involving the Carleman large parameters.

AMS 2010 subject classification: 35B37, 35J15, 35J60.
Keywords: anisotropic elliptic operators; approximation; non-smooth coefficients; stratified
media; Carleman estimate; observation location.

1 Introduction, notation and main results

Carleman estimates [9] have originally been introduced for uniqueness results for partial differen-
tial operators and later generalized (see e.g. [13, Chapter 8], [14, Chapter 28], [23]). They have
been successfully used for inverse problems [8] and for the null controllability of linear parabolic
equations [20] and the null controllability of classes of semi-linear parabolic equations [3, 11, 12].

For a second-order elliptic operator, say A = —A,, acting in a bounded open set Q c R", (local)
Carleman estimates take the form

3 2 1 2
S Ple2eull ) + sA%92 eVl 2y < Clle* Aully UeEECI(Q), s=s0, 1= Ao, (1.1)

(D))
for a properly chosen weight function 3 such that |3’| # 0, ¢(x) = e and sp, A9, C sufficiently
large (see [12]). Difficulties arise if one attempts to derive Carleman estimates in the case of non-
smooth coeflicients in the principal part of the operator, by example for a regularity lower than
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Lipschitz. In fact, Carleman estimates imply the unique continuation property which does not
hold in general for a €% Holder regularity of the coefficients with 0 < o < 1 [21, 22].

Here we are interested in coeflicients that are non continuous across an interface S. When the
observation takes place in the region where the diffusion coefficient c is the "lowest’, this question
was solved in [10] for a parabolic operator P = d; — V,. - (¢(x)V,). In the one dimensional case,
and without assumption on the localization of the observation, the question was solved for general
piecewise C! coefficients [5, 6] and for coefficients with bounded variations [15]. The work [7]
generalizes [5, 6] to some stratified media with dimension n > 1. Without Carleman estimate, the
controllability for a one dimensional parabolic operator was proved in [2] for ¢ € L* but this
approach does not authorize semilinear operators.

Recently, Carleman estimates for an arbitrary dimension without any condition on the localiza-
tion of the observation were obtained in [4, 18], in the elliptic case, and in the parabolic case in
[7, 19], but the methods used in [4, 16, 17, 18, 19] require strong regularity for the coefficients
and for the interface. Moreover, they fall short if the interface crosses the boundary whereas this
configuration is typical in bounded stratified media, examples falling into the framework consid-
ered here and in [7]. In [7] the authors assumed that the diffusion coefficients have a ’stratified’
structure. More precisely, they have considered operators of the form A = —V - (B(-)V) in which
the matrix diffusion coefficient B(x) has the following block diagonal form

c1(x)Cr(x’) 0 )

B(x) = B(X', x,) = ( 0 o)

where Q = Q' X (-H, H), x = (x', x,), C; is a smooth hermitian matrix and the coefficients c1, ¢
have a possible jump at x, = 0. The object of the present work is to obtain a Carleman estimate
for more general diffusion coeflicients without a stratified structure that separates variables. We
shall consider a matrix diffusion coefficient of the form

_[C(x) O
B(x)‘( 0 c(x))

with C; and ¢ having possible jump at x,, = 0.

Here, to understand the difficulties that we face, the reader can observe that attempting to prove
the Carleman estimate by extending the proof as is done in the one dimensional case, leads in fact
to tangential terms at the interface S that cannot be controlled. These terms existed also in [10]
where B is a scalar function ¢ which led the authors to add conditions on the jump of diffusion
coeflicient ¢ at the interface. Not to mention our approach, the main contribution of our paper
is to derive an estimate of these tangential terms allowing to conclude the proof of the Carleman
estimate.

In [7], these tangential terms at the interface are controlled by using Fourier series in the tangen-
tial direction. By a suitable choice of the weight function, the low frequencies lead to a positive
quadratic form. The treatment of the high frequencies needs more computations. It uses the ideas
developed in [4, 18, 19] where the normal part of the elliptic operator can be inverted. In [7]
this argument uses the assumption of the separation of the tangential and normal variables in the
diffusion matrix B.

In the case we consider here, the diffusion coeflicients depend on x = (X, x,,) and, contrary
to [7], one cannot decompose the operator A as 0y, c2(x,)dx, + A with A a tangential elliptic



operator on Q. Our method consists in the introduction of a suitable decomposition, (), of a
neighborhood of the interface and, on each Q;s, an approximation of the diffusion coeficient ¢
by a function depending only on the normal variable, x,, for which the result of [7] can be used.
As these approximations depend on the Carleman large parameters s and A (see (1.1)), we shall
need a refined estimate of the tangential derivative (more precisely, for the high frequencies, see
Lemma 3.1).

The question of the derivation of Carleman estimates in the case where the diffusion coefficients
are fotally anisotropic in the neighborhood of a point where the interface S meets the boundary
0Q) is left open. Note also that deriving Carleman estimates for the parabolic operator associated
to the elliptic operator we consider here, is also an open question. In fact, if we follow the same
idea as for the elliptic case we present here, and if we use singular weight functions as introduced
in [12], we then have to consider approximations of order 1 (connected to the Carleman

VHT-1)sAgis

parameters). These approximations blow upnearf =0and ¢ =T.

For each pair (s, 1) of Carleman parameters, we introduce several meshes that seem to indicate
a connection to numerical methods. We believe that this connection should be further investigated.

1.1  Setting and notation

Let Q be an open subset in R”, with Q = Q' x (=H, H)', where Q' is a nonempty bounded open
subset of R"~! with €2 boundary?. We shall use the notation x = (x’, x,) € Q' X (—H, H). We set
S = Q' x {0}, that will be understood as an interface where coefficients and functions may jump.
For a function f = f(x) we define by [f]s its jump at S, i.e., [fls(x") = f(X)|x,=0+ — F(X)|x,=0--
For a function u defined on both sides of S, we set yjg= = (umi)ls, with Qt = Q' x (0, H) and
Q™ =Q' x(-H,0).

Let B(x), x € Q, be with values in M, (R), the space of square matrices with real coefficients of
order n. We make the following assumption.

Assumption 1.1. The matrix diffusion coefficient B(x’, x,,) has the following block diagonal form

_(Cix) O
B(x)‘( 0 c(x))

where
1. the functions Cx, c, are €' (QF) with a possible jump at x, = 0,
2. the two restrictions to the interface S of the function ¢ : x' — c(x’,0%) are C?,
3. Ci(x) is an hermitian matrix of order n — 1.

We further assume uniform ellipticity

0 <cminldy—1 £ Co(x) < cmax Id-1,  x € Q.

0 < cmin € (X)) < Cpax < 0, X € Q,

! As a matter of fact, we only ask that Q is a cylinder in a neighborhood of the interface S. See the end of section 2.

For some particular geometries we can suppose that Q' is piecewise smooth. Nevertheless the technics used for
building our approximation in a neighborhood of the interface seems to require better than ¢’'. We shall take 4 for
the readability.



We consider the symmetric bilinear Hé -coercive form

a(u,v) = [(B(-)Vu) - Vvdx,
Q

with domain D(a) = H(])(Q). It defines a selfadjoint operator A = —V - (B(-)V) in L*(Q) with
compact resolvent and its domain is D(A) = {u € H}(Q); V- (B(-)Vu) € L*(Q)}. In the elliptic case,
we shall denote by || - [|2(q) the L? norm over Q and by | - |z2s) the L? norm over the interface S
of codimension 1.

In this article, when the constant C is used, it refers to a constant that is independent of all the
parameters. Its value may however change from one line to another. If we want to keep track of
the value of a constant we shall use another letter or add a subscript.

1.2 Statements of the main results

We consider w, a nonempty open subset of Q. For a function 3 in €°(Q) we set
o(x) =¥ a>0,

to be used as weight function. A proper choice of the function 8, with respect to the operator A, w
and Q (see Assumption 2.4 and Assumption 4.1), yields the following Carleman estimate for the
elliptic operator A.

Theorem 1.2. There exist C > 0, Ay and so > 0 such that
2 scpl 2 3,4 sn,a3 2 Scpl 2 s<,0l 2
sANe @2 Vull 2y + 5° A lle™ p2ull 2 ) + S/l(le ©2Vruslpa g + 1€ o2 0x,us |L2(S))
3 3 2 ) 3 2
+ 82 e 2 uslpasy < C(Iles“’Aulle(g) + 5% [e*p2 ulle(w)),
forallu € D(A), A > Ay, and s > 5.

Here, V. is the tangential gradient, i.e. parallel to the interface S. Note that the membership of
the domain D(A) implies some constraints on the function u at the interface S, namely u € H(l) Q)
and BV .u € H(div, Q) := {v € L>(Q)"; divv € L>(Q)}. We shall first prove the result for piecewise
C? functions satisfying

ws- = s+, (cOy,u)s- = (cOx,u)s+,

and then use their density in D(A) (see Appendix C).

1.3  Outline

Choosing 0 < 6 < H, our starting point is the following Carleman estimate in the open set
Qs := Q' X (=4,9).
There exist a weight function 8 and C,C’ > 0, A9 > 0, so > 0 such that

2 % v 2 3,4 % Sp 2 2 or 505 2 d
C(s/l llp2e M||L2(Q(5)+S Alp2e M||L2(Qf,))+s/l<,0|s [c*B'1e*¢ 0y, ul"1ls do

+ [ Isdpeus P*B1s do = [1e™VuP|I[B eCrls | da) < C'lle*Aullfs,, (1.2)
S S



forallu € D(A),A > Ay, s > sg and suppu C ' x (=0, 9).

We have to understand [8’cC:]s as the matrix of jumps of each term of the matrix and ||[8 cC.s||
is its norm that we can take in L(S). Such an inequality can be obtained by adapting the deriva-
tions in [10] for instance and a suitable choice of the weight function 8. Some easy handlings
(see [7]) show that only the sign of the term fg |e59"VTu|2||[,8’cCT] s|ldo arises a problem since we
cannot exclude to have a negative quantity. In other words, the main difficulty is to estimate the
tangential derivative of u at the interface S.

In Section 2, we introduce a covering (Q}) ; of a neighborhood of (' related to the Carleman’s

parameters s, A and precise (¢/) j» the approximation of the diffusion coeflicient c¢. Of course, we
build an adapted partition of unity (y;); subordinated to (Q}) ; and we define, for each x, € (-9, 6)
and each j, the tangential part of A, i.e. A:(x,) = —V; - Ci(-, x,)Vy with Dj(Ar(x,)) = {u €
H(l)(Q;.); Vi (Ci(-, x,)Veu) € Lz(Q;.)}. So, for u € D(A) that solves Au = f with f € L*(Q),
uj ;= y ju will solve

AT(xn)uj - C/(xn)a)%nuj = fj + 8j + hj on Qié = {X = (x’,xn);x’ € Q;,O < xx, < 5},
uj=0 on 0Q;j, (13)
[“j]SJ- =0 and [Cjaxpzuj]sj = [(Cj - C)axnuj]Sj =0
with
S;=Qi0S, fi=xif. g=(=chu and hj=[Acxlu+@y005u), (14

where [A;, x ;] denotes the commutator of A; and y ;.

It will be sufficient to estimate the tangential derivative of u; defined below. We cannot directly
apply the results of [7] for two main reasons:

1. the dependence on x, of A,

2. the presence of §; and g; involving the normal derivative of u on S ; and the second derivative
of u on Q;,

3. the presence of /; which depends on s, A.

To take into account the first constraint, we consider (y? «(Xn)k>1, the family of eigenvalues of
(A+(x,), Dj(A+(x,))), and denote by ujx, fik, &> hjx and 6 the respective Fourier coefficients of
uj, fj, &, hj and 8; in an orthonormal basis associated to the previous eigenvalues.

To overcome the two other constraints, we prove a refined estimate of the high frequencies (i.e.
coeflicients associated to the large eigenvalues in the decomposition on the eigenfunctions) of the
tangential derivatives of u; (see Section 3): there exist a constant C independent of s, A, u;x, a
constant i := uo(s, ) > 0 such that, for all 1 (0%) > o, one has

sApis Ik (0 )e s ”j,k@/ < C(|e5¢’f Jlk|i2<—5,5) * @l |€w90_1/28j,k|i2(—5,6) + ‘pgllesw Uzhj,k'é(—é,&)

+ 532 1y 291s |9j,k|2) (1.5)



for s, A sufficiently large (as we allow Cr(x) to be discontinuous through S, 1;4(0%) denotes
limy, o+ p;x(x,)). Note the peculiar weights in the right hand side (in brief r.h.s.).

The low frequencies are treated as in [7] and, still as in [7], we conclude by verifying that there
exists a weight function 8 such that one can recover the spectrum of (A-(0%), D;(A;(0%))) (see
Section 4). It remains to eliminate the three last terms of (1.5) (the additional terms with respect
to [7]). The properties of the functions y; and the definition of ¢/ shall be used in this step:

; 1
IVxjllo < Csdgyg, NIV (BVxlleo < Csdgyg, ! = clloo < C

B VS/l‘pls ’

as well as the weights of the second members obtained through the refined estimate. Collecting
all the previous results we shall have proved Theorem 1.2 and this will conclude Section 4.

In order to point out the main ideas of this work, we have put almost all technical results in the
appendix.

2 Preparation of data

2.1 The partition

Theorem 2.1. For each pair (s,1),s > 0,4 > 0, there exist a finite family (Q}) jes of open sets

such that Q' C U jQ} and a partition of unity (y ;) je; subordinated to this open covering with

HVTleloo <C S/l(Pls and ”V‘r : (CTVTXj)”oo < CS/l(,0|S, (2-1)

where the constant C is independant on s, A and j. Moreover, only N functions y ; are non equal
to 0 in each point of Q' with N only depending on Q.

As a matter of fact, the proof is tricky when Q’ is not a cube. In this case, we begin to define the
Q} = Q;.(s, A) such that Q_; c . They are cubes of which the length of the edges is & = h(s, ).
Next, we define the open sets Q} that intersect 9Q’. They are no more exactly cubes. The complete
proof is given in Appendix A.

We recover Qg by the family of cylindrical subdomains

Q5(s5,) ={(x',x,) eR";x" € Q}(s, A), =8 < x, < S}
In the sequel, we will denote Q5 := Q;5(s, ) = Q}x(—d, 0) and we recall that Q;—.'ﬁ ={(x, x,); x' €
Q}, 0 < xx, < ¢} (already quoted for (1.3)).
2.2 Partition and transverse operators

On each subdomain Q5 we define the following approximation of the diffusion coefficient c¢(x’, x,):

| eL0m) = gy oy €, 1) dx', Y 2, € (0,0),
) =9 . (2.2)
cl(xy) = ﬁ Jo c(X',x,)dx', Y x, € (=6,0).
J J



So, for each x, € (-4,0) U (0, ), we have given sense to (1.3) where the operators A;(x;) actin a
section of Q}“ parallel to the interface S ;. Similarly, we have ¢/(0%). If Q' is a cube, we can go
straight to Lemma 2.2 taking into account the construction of the partition (see Step 2 in Annexe
A) since we do not need to extend the coefficients. Otherwise, a problem remains with the open
cylinders Q;s(s, ) intersecting 02, which needs modifications in a neighborhood of 9€2’. The idea
is to extend the coefficients c(x’, x,), outside Q and independently of (s, 1), in such a way that we
control the behavior of the extended solutions u; that are associated to these cylinders. The reader
may refer to Appendix A for more explanations.

Now we mention the following result which will be useful in the next section.

Lemma 2.2. With Assumption 1.1, we have

. 2~k(xn) luz'k(xn)
inf  inf >0, and sup sup
jeTk>1 x,&(~6.5) ll L(0%) JETk=1 3ae(=6.0) 15 2.(0M)

+00, (2.3)

Proof. We shall easily deduce these inequalities from the variational presentation of the Min-Max
Principle since all the symmetric bilinear Hé-coercive forms Az, of the operators A;(x,) have

same domain up to a translation of variables, i.e. H& (Q}). If Vi denotes the generic k—dimensional
linear space of LZ(Q;.) and if V;" is its orthogonal space in LZ(Q;) for the scalar product (u,v) =
Juvdx’ (specific notation to this Lemma, as well as lull? = (u, u)), we know that

5 .
,uj,k(xn) = max min Arx, 0 (U, 1) |5
Vi1 LX) \ueVEnHY (@) lull=1 !

which implies, by Assumption 1.1,

Cmin Max min ||Vu||2 S,u?k(xn) < Cmax Max min ||Vu||2 ,
vk,chZ(Q;) uev;an(Q;),||u||=1 ’ kach2<§2;) ueV,jan(Q;),llullﬂ
from which one may conclude
2
Cmin ’uj,k(xn) < Cmax (2.4)

Cmax ,uik(OJf) " Cmin .
|
Remark 2.3. When Q;. N 0Q’ # 0, we only have to modify, without repercussions, the values of

Cmin and ¢4y that appear in (2.4). We shall find again this situation throughout the proofs of this
work.

In order to evaluate the awkward term [g |e“’"VTu|2||[B’cCT] s||do that occurs in (1.2) , we have
to estimate V. u on the interface S. In fact, we need this estimate for u; := y;u. We write
uj(x) = Xpujr(x,)er(x’, x,) where the family (¢x(-, x,))k>1 is an orthonormal basis associated
to the eigenvalues of A;(x;). So, the first line of (1.3) becomes

1 e = € n)O ke = fiae+ gk + hjgs 0 < |xa < 6. (2.5)

7



For x, = 0, the same relation is valid on condition to distinguish the cases x,, = 0* and x, = 0~
for the coefficients u? . and ¢’. Finally, reasoning as in [7], section 2, we find

(Cma)™ > 1 ol (e < 192 )2 gy < Cemin) ™ D 24 ConlujuC)P. (2.6)
k=1 / k=1

2.3 The weight function 8

The open set w having been fixed in section 1.2, we choose a weight function £ that satisfies the
following properties.

Assumption 2.4. The function 8 € €°(Q), and B+ € € 2(Q*) and

B>C>0, VB =C>0inQ\w,
B=Cston Q' x{—-H} and B = CstonQ' x{H},
VB =00n0Q x(—H, H),

dx,B>00nQ x{-H}, and d,B<00nQ x{H}.

There exists a neighborhood V of S in Q of the form 'V = Q' X (=6, 6) in which 8 solely depends
on x, and is a piecewise affine function of x,,.

We draw reader’s attention on two points: firstly, the trace §js is constant on the interface S and,
secondly, we can assume that w N (' X (=6, 6)) = @. Such a weight function 8 can be obtained by
first designing a function that satisfies the proper properties at the boundaries and at the interface
and then construct 8 by means of Morse functions following the method introduced in [12].

In the remainder of this paper we assume that d,,8 = 8/ > 0 on S and S_, which means that
the observation region w is chosen in Q" X (0, H), i.e., where x, > 0. As we can change x, into
—Xx,, to treat the case of an observation w C Q’ X (—H, 0), we lose nothing.

Note that Assumption 2.4 will be completed below by Assumption 4.1.

3 A refined estimation for the high frequencies of the tangential derivative

We recall that this section is a first step to achieve inequality (1.5). Taking into account (2.5) we
fix, for the moment, j € J, k € N* and consider w solution of

15, ()W = () w=F on  (=6,0)U(0,0),
w(£6) =0
[wls =0 and [c/d, w]s =6,

with, here, S = {0}, F € L*(=6,6), 6 € R. One has

Lemma 3.1. Let F belong to L*(=6,68). There exist a constant C independent of s, A, j, k, a
constant f1o := po(s, A) > 0 such that for all u;(0%) > o, the following estimates are satisfied for



s, A sufficiently large and w solution of (3)

sAps (Ol wly < C(IeFIL s + 5772 A01 € 9510P), (3.1)
sAp (O lewly < Cgile™e™ PRI Ly + 577 A0 16F), (3.2)
s/lcp|suj,k(0+)2|es“’w|§ < C((pglles‘ﬂp]/zFliz(_M)+s3/2/lg0|sezs“’|5|6|2). (3.3)

Remark 3.2. Even if Lemma 3.1 seems similar to Proposition 3.5 of [7] (for elliptic operator),
there are two important differences: the weights for the sources F and the presence of 6 which is
0 in this Proposition.

The difference among these three inequalities is the weight of the source terms. It should be
noted that there is no comparison relation between them. The source terms resulting from the
approximation of the coefficient c fall into three terms (see (1.4)). The first is just the localization
of the initial source term, the second is the difference between the elliptic operator and its approx-
imation and the third comes from the action of the cut-off function y; on the elliptic operator. As
we shall see later, they should be treated differently to be absorbed by the r.h.s. of the Carleman
estimate (1.2).

Proof. We begin to set

2S/l‘ﬁ|sﬁ|/57 + /1:8(57

2 Mo = po(s, ) = , (3.4
o

i ) ﬂik(x")
o° = inf inf —
JjeTk=1 x,€(=6,0) ¢/ (xn),uj (0%)

and next we introduce |
W) = 5 5Ag1; € wix,)I,

On the one hand it derives from (2.3) that we can choose o > 0, on the other hand we observe that
W > 0 and it verifies

/12' (Xn)
R W = o?uj(0F W = £ - (azuik(m) - Ly 2~ )/)) Wi=—d, 0<lx|<sé,

W(=6) = W(5) =0, W(O)=WO%), W (0 =c WO+ 0w, slp,e¥s

with
1 , :
(= — (—s/lgob e*¥s Fw + s e ¢/(0, w)* + y,u?kW) , (3.5)
c 3
where the real number y will be precised later and we have omitted the subscript jin S since the
function B, and therefore ¢, depends only on x, if =6 < x, < 6. Applying Lemma B.2, one gets
(¢} := ¢/(0*) to lighten the writing)

214;(0%) ¢ sinh(opjx(07)(6 — xn))
(¢! +c/yo o cosh(opx(0%)0)
B 2u;x(07) tanh(op ;£ (07)5) Ow i

ol +c)

520 4 (0 w(O)? = (chdCa) + L d(=xn)) dxy

A e*%s (3.6)

2
that is exactly the left-hand side of estimates of Lemma 3.1. Setting r(x,) := 0'2pik(0+)— li’/é:;) 2-

v), we have d(x,,) = r(x,,)W(x,) — £(x,) and, immediately, we note that the definition of o implies




that r(x,) < 0 as soon as y < 1. So, we emphasize a non positive contribution that we can
eliminate, namely

¢ sinh(oujx(0)(6 — x,))
o o cosh(oujr(0%)8)

(L ran) W) + ¢! r(=xn)W(=x,)) dx, < 0. 3.7)
Now, we consider the contribution coming from —¢ and, similarly to the previous result, the second
term of (3.5) brings a non positive contribution since

¢ sinh(opt jx(07)(6 — xp))
o cosh(ou;x(0)5)

SAy e25¥ls (c{;(ﬁxnw)z(xn) + c{(@xnw)z(—xn)) dx, <0. (3.8)

The estimate of the other terms of (3.6) needs more computations. Temporarily we forget the
coeflicient ﬁ that we shall reinstate later. Let us begin by
o(cy+cl

8 sinh(o ;£(0M)(6 — X)) ¢
L . + Js + (_ 25 2
L= —pjx(0 )Of cosh(@px(07)9) 5 ( sApig s F(£x,)w(£x,) + ypj’k(ixn)W(ixn)) dxp,.

On one hand, applying the Young inequality we have, for any a > 0,

: [ :
Hia0)lsdgs 5 Fexw(n)l € e IF )l + Zas gl 0 15, (0 )

and, on the other hand, observing that

Sinh(op jx(07)(6 — X)) eHkOG=) _ o=0pis(0)6-x0)
cosh(oujx(0%)0) B eTHk(0%)8 4 oo jx(07)5

< e—ffllj,k(OJ')Xn’

we obtain

L = @) }s sinh(o 4 (07)(6 = x,)) ¢’
= T T cosh(ap(07)0) ¢

5~k (O x,+250) J
e S Cy 2
—E|F(ixn)| dx, +

(S/lg% > F(£x,)W(xx,) — y(ﬂikW)(ixn)) dx, <

0 2ya
. ‘ 2
¢ sinh(ou jx(09)(6 = X)) el y , ,Ujk(ixn)
: =212 (0M)s2¢ |e*s w(xx,)]* | sy, — L——— |dx
3 coslau(ne) e 2rw Okl wEERIR st = e
A i < P can that (asde); — ”—i"(ﬂ")) < 0 si x(0%) >
ssuming @ < —= i, we see that (asdgy — HGey) < 0 since we suppose pj > L.

. . . —Jy.~,k(0+)xn+25¢ J
That allows us to omit the corresponding term and gives [, < 06 %%IF (£x,)2dx,.
This term will be estimated by three different and non-comparable ways that will lead to the three

estimates of Lemma 3.1.

Case 1. We follow exactly the way described in [7] (point 2(a) of section 4): replacing d,w by F
and forgetting the dependance in #, we arrive to the condition o1 (0%) > 258" ;. As it is

8¢ , . .
verified for u;(0%) > po, we have I, < 0‘5 giii—le + x,)>dx,. This will lead to (3.1), the
first estimate of Lemma 3.1.

10



Case 2. Since we suppose 1x(07) > uo with ug defined in (3.4), the estimate (B.3) of Lemma B.1
leads to

1 -1/2 2
o™ (X)) F (220" dxi,

o
I, < e2snp(ixn) =
* ({ Yls 2ya ¢/

which will give (3.2), the second estimate of Lemma 3.1.

Case 3. Always with the same hypothesis on 1 (0%), the estimate (B.2) of Lemma B.1 leads to

9 1 ¢
L < [ Xl —— 21012 (x,) F (£,)Pdoxy,
0 s 2ya ¢)

which will give (3.3), the third estimate of Lemma 3.1.

Moreover the last term in (3.6) verifies

2u;x(07) tanh(op ;£ (07)5) Ow S

o(cl +cl)

A s < C (57221107 + 512 gy a0 )e s w 7).
which permits to conclude for s large enough if we collect these results with (3.7) and (3.8). =

4 Proof of the Theorem 1.2

We start off the inequality (1.2) and, as we do not know the sign of the second parenthesis of the
left-hand side, we have to improve our knowledge of the integrant which leads us to introduce the
quadratic form

Blw) = sdgis ¥([c*B10x,ul s + Ispus 1B s )

(we can extract the function % since it is continuous) and

B, / _(x ’ — ’ —
e Ke(x) =SB Ke = (I, 07)(Ce(, 07) s

Ci(x,) = C(X,, Oi)’ L = ﬁ/ s
Is— 2
K. =infyeq K(X'), K¢ =supycq Kc(x').
Finally, we set .
D =D(L) = Bs_ sup (c+(Ce(x", 0OII)(L + K Kr)
x' ey

and we make the following assumption on the weight function in addition to Assumption 2.4.
Assumption 4.1. The weight function B is chosen such that L > L = max{K_, 2} and

(K2+L3(L-L)) 36N supcq (cs(x)IC(x',0M)]])
— >
(L+KK)L—-1) o2 inf veqr 2 (x')

. 288 < PO).

The integer N is the one of Theorem 2.1. The functions ¢, C; being fixed, it is the same for
o2, K., K., K, and L, which shows this inequality can be achieved by first choosing the value of
18|/s, > 0 and then picking a sufficiently large value for L. The assumption 26,8( < B(0) can easily
be fulfilled since § is defined up to a constant.

11



Lemma 4.2. We have

Bw) = sAgis e (Bilyw)® + BalsA(pu)s ),
with y(u) = (cOy,u)s + c+ﬂ|’S7 %(s/lgou)w and where

Y ’ ’ v ’ L2 - KC(X,) 2
B =B (L—-1),  By(x)=ci(x)Bs ) (2L° - K2(x')) - %).
If B satisfies Assumption 4.1 we have By > 0 and By(x") > B, with B
oY e K LPL-L)
8 =80 = jnt, ) 5 P

Remark 4.3. From the inequality (a + ab)® + b* > (1 + @*)'a?, we deduce that s'/2e**s |cd, uf?

-1
is less than the product of (sl/ 2/l<p|s inf(Bj, B)) B(u) and of a constant C depending on L but not
on (s, 1), which we shall use to remove the last term in (4.4), absorbing it by the L.h.s. of (1.2) for
(s, A) large enough.

The idea of the proof of Lemma 4.2 is similar to both proofs of Appendix A.2 and Lemma 4.4
that are in [7].

It remains to estimate the tangential derivative of u at the interface S (the third integral of the
second parenthesis in the 1.h.s. of (1.2)). The wording of Theorem 2.1 points out an integer N and
its existence implies that we have a constant C,, independent on our mesh such that

T := sdgis [l Celsllle*Veul® do < Cusdpis Tjey [ l[eB C-lsll eV * do.
S S;

Using [¢B'C-ls = c+Bs_ (L1dgi1 = KeCr(Ce4) ") Cey, we obtain

B C:lsll < s max(e,lICesl)) (L + KellCoo(Cr) ™M)

and, from (2.6) , it suffices to estimate D sA¢js Zy>1u j,k(0+)2|es“’u j,kl2 on S ; uniformly with respect
to j. In order to solve this point, we shall distinguish two cases: the small values of k and the
others.

Proposition 4.4. There exists C > 0 such that, for all j € J,k € N*, we have

B

‘ 2
DisAgigluu(0)e ¥ ujls, < AN

3 25 2 K 2 K -1/2 2
(5491, 75 Jujal§ , + C (1€ firl7a s + 215 1€0™ 21kl s
_ 2
0, 100 Phals s + 57 A1 €164 ) (4.1)
for s, A and L large enough.

Proof. We shall keep track of the dependency of the constants on j and k. For low frequencies,
direct computations lead to

B
Dsgis i (0")e s wjnls, < o (s e el 4.2)

12



1 B
as soon as u;x(0%) < X \/%S/l‘ﬁls-

Now, we look at the high frequencies with the definition (3.4) of uy and we use Lemma 3.1 for
F = fix+gjx+hjrand 6 = 0 there exists a constant C > 0 such that we have

DisAgy |ujx(07)e™s uj’k@j = C(Iewff’kli%—a,&) +isle e g |iz(—5,5) + ‘pgllew‘/’l/zhﬁkliz(—aé)

+ 572201 € 51047), Yjn(0) 2 po.  (4.3)

Collecting (4.2) and (4.3), we have (4.1) but it remains to verify that one can recover all the
spectrum of A-(0%). This will be true as soon as there exists a weight function 8 such that, in
addition of Assumption 2.4, it verifies

B 2sdpsBs_+ ABjg_

BS/l‘Pls z o ’

1
2VN
L . . B 36NGB . .
which will be achieved if, for s¢;g > 1/2, one has § > ————. This inequality is equivalent to

. ’ / K? L L-L ’
infyeqr (2 ())B P EE 2 _ NGB

Bls suppey (cx(DIC, 0L+ KK 07

As B verifies Assumption 4.1 the previous estimate occurs and the proof is complete. [ |

We now prove the following key result, providing an estimate of the tangential derivative of u.

Theorem 4.5. There exist C, g > 0 and so > 0 such that, for s > sg and A > Ay, we have

, B
sAgs SerWWTu@ B’ cCrlslldor < 7 (sAgs ) Sfezs“’lulﬁda

+ C(lle* fI? + sallg' 2 Vul? + 2\l 2 ul? + 5'2 [ e ¥\cdy,ulPdo).  (4.4)
N

Proof. The proof is a consequence of two Lemmas:

Lemma 4.6. There exists C > 0 such that for all j € J, k € N*, we have

_ _ C/ _
alle e g 1P e o 2yt < = (e 2 fIP + (saPlle o 2Vl +5 Pl e ul?).
for s and A large enough.
Proof. We recall that hj = [Ar, xjlu + (0x,0)0x,uj. Since [As,x ;] + (0x,0)0y, is an operator of

order 1 of which the coefficients depend on V. x;, V; - C:V x; and 0,,c, and as o2 > 1, we
can apply Theorem 2.1 to obtain

& e PP < C (sl e PVul g+ PRl Pl ).

Q)
so —1/27 112 s, —1/2 2 212 2 (1,5¢,,—1/2,,112
lle** ™"~ hll SC(S/MS @™ Vull o o + " lle o™ Full g -
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Moreover, because of (2.2) we have |lc/ — ¢[je < C \/;_
S (p|s

Jj€J,and,as g; = —(c/ - c)ain uj, Lemma B.3 implies that for 4 > A, defined just after (B.7), one
has

where the constant C is independent on

- Cq - - -
osllee! gl < —{llg™ P Sl + sdgllg™ e Vgl + (sdgr, Pl e u
+(sVP " 2e 0, ujlP)

Gathering together the previous results we obtain

_ _ c, _
aislle e g P+ e Py < (e 2 fiIP + (s e PV Ui + (s e AVl
+ 5@ e PVuj|? + S lle o™ 2wl + S P lle o' Pull?).

As soon as 4 > Aj, s4 > 1, the proof of the lemma is ended by noticing that 26ﬁ|’S7 < B(0) by
Assumption 4.1 and, therefore, one has 8(0) < 25(x,) on (=06, 6) which implies ¢;s < 902. ]

Lemma 4.7. There exists a constant C > 0 such that, for all j € J, one has

3/2 24 2 1/2 2 2
s/ Apj,e=*s |91|L2(Sj) < Cs'/2e*%ss Sf lcOx,ujl"do.
i

Proof. The definition 6; = [(¢/ — ¢)dy,u;]s, and (2.2) imply |ej|§2(5j) < ﬁw%u j@z(sj). Then

the conclusion follows. [ |
We recall that, for each x” € ', there are no more N (N is the integer of Theorem 2.1) elements
of J such that y ;(x") # 0. So the proof of Theorem 4.5 is ended by noticing that for any function
f, we have
F=O P <N () < N2

jeJ jeJ
since 0 < y; < 1 and also since the convexity of the numerical function z — 7% implies that
1 1
(Z —aj)zﬁ— Zdz |
N N J
1<j<N 1<j<N
Finally we obtain Theorem 1.2 since the three terms involving u in the r.h.s. of (4.4) are ab-

sorbed by the Lh.s. of (1.2) : use Remark 4.3 for the integral on S while the two others are
absorbed by the Lh.s. of (1.2) by choosing s, A large enough.

A Partition of unity

In this appendix, in order to prove Theorem 2.1 and the following results, we construct a suitable
lattice in a neighborhood of ©’. The open set Q' is a bounded set of R"~! and its closure is
included in a cube [a, b]""!, —c0 < a < b < oo. For the simplicity of the proof, we shall suppose
that [a, b] = [0, 1] since only the value of the constant C in (2.1) will change in the general case.
We shall proceed gradually: in a first time (Step 1), we shall suppose that Q" = (0, 1), then, in Step
2, we shall consider the case Q' = (0, 1)”‘1 and, at last, in Step 3, we use as far as possible some
elementary arguments to obtain the generalization to any Q’ with our required regularity.

14



Step 1. We begin to work with n = 2 which means that the open cube is the interval (0, 1).
N

Let us denote h(s, 1) := —2— where + < ® < 1 in such a way that N
Vs 2 C]

integer p = p(sd). For each sA > 1, there is a finite number of admissible values ®. We shall
choose the nearest value of 1.

is an even natural

In order to simplify our explanation, we work on § := (—h, 1 + /). On § we consider the lattice
xj(s,A) = xj_1(s,) + h(s,A) where j=0,..,p(s, ), x_1(s,4) = —hand x,41(s,1) = 1 + h,

and we set
Ii(s, 1) = (xj_1(s, D), xj41(s5,4)), 0<j<p.

Two successive subintervals (s, 1) are overlaped each other and the intersection has a measure

Figure 1: Covering in dimension 1

equal to A, half of the measure of each interval. Let us choose a function ¢ € C7’(R) such that
0<y(x)<1and

1, for - % <x< %,
_ 2 2
‘/’(x) - Oa for X ¢ (_§9 §)’
>0, for —% <x< %

Let us consider now the functions ¢ ; and y; defined by

¥ i(x)

X=X
w-(x):l,//(—]), andfor —h<x<1+h0<j<p, xix)i=s————.
/ ! 2o<j<p ¥ j(x)

- (A.1)

Remark A.1. The previous sum contains less than two terms not vanishing for each x € [-h, 1+A],
and the family (y;); is a partition of unity on (0, 1) if we only consider the restrictions on (0, 1) of
each ;.

Lemma A.2. There exists a constant C, independant of s,A > 0 and j,0 < j < p, such that
¢ ) lleo < C+fsdgyg,  and  ||(x )"l < CsAgy;. (A.2)

Proof. Deriving the function /;, we have |1//’ ()| < % and |1//”(x)| ”‘/'};,2”"". From the def-
inition of ¢}, there exists a constant m > 0 (m = 2 for an approprlate ch01ce of ) such that

20<j<n+1 ¥j(x) > 1/m. Then, using )(j(x) = (x), we have

20<1<n+1w,(x)_ 2, Ui )<Zw>2

0<j<n+1
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[Vy ()l < 3m%. Similarly, Remark A.1 and the expression of )(;.’(x) give us the last estimation
/GOl < 22 (I oo + 4mllyI12,) =

Step 2. Now, we come back to the cube [0, 1]"~!,n > 2. The pair (s, 1) being fixed, we use
p = p(s, ) defined in Step 1, and we build on each axis of coordinate a lattice similar to this one
of Step 1. The product gives a lattice indexed by j := (ji, j2, ", ja-1),0 < Jji < p(s, A), which
defines the small cubes Q} =1;, x 1, x---x1I; _, where each I}, has the form introduced in the
previous step. The measure of each cube is (24)"~! and there is overlaping. We associate to each
cube in the function x ;(x") := x;, (x1)xj,(x2) - - - Xj,_, (Xs—1). So, in each point x’ € QV, there are
g(x’) functions of the partition not vanishing with 1 < ¢ < 2"~!. The proof of Theorem 2.1 is
complete in this case. Moreover, if Q' = (0,1)"~! we can directly continue the coefficients ¢ on
each side of the boundary as we write it in item 2 of Step 3. The case Q' < (0, 1)"~! needs a little
more work.

Step 3. In the following, the open set Q' is no more a cube but, in order to give an explanation
very visual, we shall suppose n = 3 which means that Q’ is a bounded open set in [0, 1]*> and 9" is
. The reader will see that the extension to n > 3 is easy once this approach will be understood.
In subsection 1.3, we have reduced our problem to the family of problems (1.3) posed in slices
indexed by x, of the cylinder Q' x (=6,6), slices with sizes of same order. As the lattice of Step
2 fails now on this point, we precise our modified approach in the 6 following items. We build in
items 1 and 2 a finite covering (R,) of the boundary Q' using the € regularity of dQ’, covering
that does not depend on Carleman parameters (s, 1) and that permits to extend the coefficients in a
neighborhood of Q' x (=6, 6). Each R, corresponds to a true cube R, by a diffeomophism. Then,
once the pair (s, A) is chosen, we distinguish the cubes far from the boundary (item 3) which come
from the mesh of [0, 1]2 © €’ and the ’cubes’ close to the boundary (item 4) which come from a
meshing of R,. Choosing & small enough, we show in items 5 and 6 that the covering is complete
and the partition of the unity is adapted.

1. We cover the boundary of Q' by a finite family of open sets (Ry)1<«<n, in such a way that
each R, is diffeomorphic by ¢, to a rectangle R := (—ay1, 1) X (—2, @) and R, N ALY is
the image by go;l of the straight line {0} X (—ax2, @x2). Moreover, we can suppose that J,, , the
Jacobian matrix of ¢, has a determinant equal to 1. So, UizN "R, is an open neighborhood
of AQY that contains the tube Ty := {x € R%;d(x,dQ’) < ¢’} for a some &’ > 0 which is now
fixed. We set R := {y = (y1,y2) € Ri; £y; > 0} and RF := ¢ | (RY).

2. To each R, and R, we associate the cylinders Ry s := Ry X (—6,6), Ry 5 := R; X (=6, ) as well
as the cylinders Rt s and Rt s+ We extend the functions w, defined on R, 5, by antisymmetry
relatively to the plane {y; = 0} and the coefficients ¢,(:, x3) := crl(goljl(-), x3) by symmetry
relatively to the same plane. As a matter of fact, ¢,(:, x3) is continuous on R, and &, is
%" on the four open subsets Ri s N {£x3 > 0} of Rcs. As it is usual, from A(x,) acting
in L2(R}) we can define the extension A;(x,) in R, with the tangential matrix Cy (-, x3) =
(Jy, © o N Cle (), x3) (Jy, © @1, and come back to R, which gives the extended operator
A-(x,) acting in L*(R,). The new tangential matrix will be €' since the map ¢, is €>.

3. Now, we take into account the parameters (s, 4). Firstly, we use Step 2 to obtain a mesh of
[0, 1]? by the family (Q}) = (I;, x I},). We keep the cubes Q} such that Q;. c Q. Let J;,; be
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the set of the corresponding subscripts. Since Q' is not a cube, it is clear that U jc Jl.mQ;. does
not fill Q’. Therefore, we have to complete this family.

. Using a process similar to Step 1 and 2, we build a covering for each rectangle R, with
small cubes R, overlaping each other and having a size equivalent to 2A(s, 1). Let Jj, be
this family of subscripts j = (x,/). We deduce functions j,; adapted to these cubes and
take theirs images y,; using the functions ¢!, 1 < k < N, to come back to Q. In the same
way we obtain R,; using ¢;!, functions that do not depend on (s, ). This last remark is
important to claim that all the R, ; have sizes of the same order and that the functions y,
verify (2.1).

. We have to show that the union of (Ujc JMQ;.) and (Ujey,R;) covers (. This will be true
only if A(s, A) is small enough, i.e. if s and A are large enough. Once this point will be
verified, it will be sufficient to normalize the functions of the partition in a similar spirit to
(A.1). However, the overlap must be important enough in order that all the functions of the
partition do not vanish in a same point (in Step 1, the size of I N Ik is half the length of
each interval I, for example).

Note that U;,R; D Ty and that the partition has all the required properties for each x’ €
Ts . Let us consider x” € Q' such that d(x’,0Q") > 5—2/ which implies that the open disc

r ¢ ’ : r & N : _ &
D(x’, 5) c ', while the cube C(x’, \E) of center x” with sides of length L = 7

to axis of coordinates is inscribed in D(x’, %). To conclude, it will be sufficient to prove

and parallel

Claim: If A(s, 1) < % the point x” is recovered by cubes Q;. such that at least one of the
associated function y; verifies y ;j(x") # 0.

1 5
2y oy

Figure 2: Claim

6. In order to prove the claim we suppose that A(s, 1) = % (the other situations will come
easily). The lattice used in Step 2 does not depend on €’. We project its points on each axis
of coordinate. Let us consider the first axis of coordinate, i.e. the interval (x| — %, x|+ %).
The projection of the lattice give 7 points (y;,---,y7) or 8 points (y1,--- ,ys) included in

(x]— % x|+ %). In the first case, x] = y4 and in the second case, y3 < x| < y4. We repeat this
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process for the second coordinate x}. So, there are enough points of the lattice that surround
x’ in each direction to imply the result.

B Proof of some intermediate results

Lemma B.1. Let
oux(0%) 2 25d@ s+ AP . (B.1)

Then, for all function g € L*(—6, 8), we have
6 . P
[ g€ RO g2 y)dy < [ p(y)e? g (xy)dy (B.2)
0 0

and

5 N 9
({SDEe—cw_,;k(O W42505 621 y)dy < ()ftp(iy)_lez‘w(iy)gz(iy)dy- (B.3)

Proof. Step 1. Let us prove the first estimate. Such kind of estimate is true if ¢ e~ THkO0T 205 <
o(£y)e*?®) for all y € (0, 6), which we write

—o ik (0)y + 25(¢), — @(£y)) + A(Bjs — B(y)) < 0. (B.4)

Since 8 > 0, ¢ is an increasing function on (—¢, ¢) and we have

¢0)—¢() <0 and (B -B() <0, ye(0,0),

which gives the estimate (B.4) for +y. Let us prove that it is still valid for —y. Since the function
B is affine on (-6, 0), we have 5|, — B(-y) = ,BI’S_y for y € (0,) whence

1 1
@(0) —p(=y) =y Of ¢’ (=y +ry)dr = yapg_ Of @(=y + ry)dr.

For r € (0, 1), o(—y + ry) < ¢(0) since 8’ > 0 and, so, we have ¢(0) — ¢(-y) < y/lﬁl’sigo(O), which
gives

—ouj(07)y +25(p) = (=) + ABjs = B(=y)) < =0 (0)y +2syAB5s_@(0)+ABjs v, vy € (0,0).

Using (B.1), the first estimate (B.2) is proved.

Step 2. To prove (B.3), we will prove that gogle_”"f»k(m)y*zs“’\s < o(xy)1e? ¥ for all y €
(0, 9). This is equivalent to prove that

—o ik (0)y + 25(¢), — () — A(Bjs — B(y)) < 0.

Let us begin by the case with —y. As S, — B(—y) > 0 (B’ > 0), it will be sufficient to prove that
—owjk(0)y + 2s(¢;, — @(=y)) < 0. In the first step we have seen that ¢(0) — ¢(—y) < y/lﬁl’sigo(O),
whence

—o ik (07)y + 25(p5 — @(=y)) < —opx(07)y + 25948/ ¢(0) <0

with the assumption on g .
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Now, let us consider the case with +y. As 8, —B(y) = —/B’S+ ¥, we have to prove that —ou . (0)y+
2s(¢ — () + ﬂﬂ3+y < 0. Using (B.1) this will be true whether 2s(¢); — ¢(y)) + /1,8’S+y <
(2s/lt,o|s,8|’s_ + A,B"S_)y. As o(y) — ¢ > /lt,o|s,8’s+y, we conclude by noticing that, for s > 1/2, one
has /1,8’5+ < ZS/l<p|S/3:9+ + 25/190Is:3|/5, + /w(s,‘ u
Lemma B.2. The solution of

Vi —i2v=F s€(=6,0)U(0,6),
v(=0) =v(6) =0, v(0_.)=v(0,), cV'(0y)=cv(0_)+0

satisfies
_Cx 9 sinh(u(6 — o)) K= =0 sinh(u(—6 — o)) _ ftanh(us)
YO == e e cose) T O L e ety O T e v o

Proof. The solution of this system is of the form
N
v(s) = A, cosh(us) + B, sinh(us) + u~! [ sinh(u(s — o)) F(o)do.
0

For s = 0,, we obtain A; = v(0;). Similarly, s = 0_ gives us A_ = v(0_). Taking the derivative
of the expression and considering s = 0., we also obtain uB, = v'(0;) et uB_ = v/(0_). Thus, for
s € (-06,0), we have

1 C+V’(0+) - 9
Cc—

v(s) = v(0) cosh(us) + ; sinh(us) + ﬂ_l fs sinh(u(s — 0))F(o)do.
0

For s € (0, 6), we obtain v(s) = v(0) cosh(us) + lllv’(0+) sinh(us) + ,u‘1 Jy sinh(u(s — o)) F(o)do.
Considering the conditions v(—9) = v(d) = 0, we obtain

1 cosh(ué)|uv(0) — <L tanh(uo) + f;7° TeLD F(o)do] = 0

/%cosh(ué)[uv(O) +v/(0) tanh(ub) + f %&@F(a)d(r] - 0.

This can be written

B 9 sinh(u(6 — o)) Flo)do
A( v(0) ) B o cosh(ud) where A — (M Ctanh(llé) J
V(0,)] ~ | =9sinh(u(—=6 — o)) 0 Ty ——tanh(us) |
- i WF(O’)CI(T - C__ tanh(,ué) Cc_

The determinant of this matrix being D = Z—f‘ tanh(uo)(c; + c-), we deduce the value of v(0):

9 sinh(u(d — o))

( (0) ) 1l —Z—* tanh(u8) — tanh(us) ~ T eoshqe) @
YooY bl T _ =8 sinh(u(—6 — o)) 9 '
u u - ({ oS F(o)do — — tanh(ud)
Finally, we have
_Cx 9 sinh(u(6 — o)) K= =0 sinh(u(-6 — o)) _ ftanh(us)
YO == e e eose) T O e eonao), O T e v o
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Lemma B.3. There exist C > 0 and A1 > O such that
le™'2e%0% ujll> < C{llp™ e [P + sagisllg™ 2 VujIlP + (sAgis)llp™" e u
+(s) ' 20, uil?}, (B.5)
foralls>1,1> A1 and je J.
Proof. In Q*, one has
gp_l/zes‘”c()iluj = 90_1/2es“’6xn(c8xnuj) - go_l/z(ﬁxnc)es“’(?xnuj. (B.6)
We see straightaway that
o™ 2(@x,0)e* B, ujl < cmax (sl 2, u (B.7)

if s > 1and A > A; where e1Bli~@ = L The other term in (B.6) verifies

1
A1

0y, (cOx,u;) (V-BV(yju)— V- C:Viu;

_f)(j +2(C;Veu) - VTXj +(Vr- CTVTXj)M -V CTVT”]"

Let 7 = ¢~'/2¢%. Using (2.1), there exists C > 0 independent of s, A, j such that
2 2 2 21112 2
170, (O, upI* < C (I fF + sAgis InVeull® + (sAgi ) null® + IV~ - C-V-u ). (B.8)

where the norms are taken in LZ(Q.,-’(;). It remains to estimate the last term of the r.h.s. of (B.8).
Let us denote B := n*B,C := n>C and let ¢ € H)(Q;) be a test function. One has

g{BV(Xju) -V

JU=Y - BV = Ve (CoVox)) = 2BV Vyjly

&
Q

where g; = -V - BV(XJ-u), which also leads to g; = (-V - BVu)Xj —uV; - (C‘TVTXJ-) —2BVu - Vx;.
As =V - (BVu) = n>f — (0,17°)cOy, u, we obtain

gj =" {fi = 2BVu - Vy; = uVe - (CeVox ) = X /(0,07 )c, .

For h # 0, parallel to the interface S, we set Dpp(x) = ’W, and take an any function

/S Hé (Q;5) such that y = D_,(Dyw) where suppw € Qs (we suppose i small enough). On one
side, we can write

[ BVu;-VD_y(Dyw) = [ BVu; - D_,(VDyw)
Q Q

= [ Dy(BVu;) - (VDpw) = [[B(x + h)Dp(Vu;) + Dp(B)Vu;] - VDuw
Q Q

and, on the other side, we have

[ BVu;-VD_y(Dpw) = = [(V - BVu;)D_(Dpw)
Q Q
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since [nzcaxnu jls = 0. There is no problem when ﬁj,(; C Qs, otherwise, for Qs N 9Q # 0, the
way we proceed to continue functions and coefficients does not introduce any new problem (see
Appendix A). As g; = =V - BVu j» we deduce from the two previous expressions the following
relation

g{f?(x + h)Dy(Vuj) - VDuw = S{ (8/D-n(Dw) = (DR(B)Vuj) - VDyw). (B.9)

As i does not depend on the tangential variable, Dj, and n commute. This gives

< 1718 l21D_(pDyw) 2.

L{(Dh(E)VMj)'VDhW < Ci(B)InVu,l;2InVDpwl;2, L{ng—h(DhW)

It is wellknown that |D_,Ww|;2 < |VW|;2 for w € H(l) with suppw C Qs and & small enough.
Similarly, we have |D_,(nDyw)|;2 < |[V:(nDyw)|;2, from which one can conclude that

< 177 gl 2V (Dpw)l 2.

L{ 8;D_n(Dpw)
We carry these two previous estimates on (B.9), which gives

Lfnz(B(x + h)VDyu;) - VDyw

< (C1B)Vujlpz + I~ gjl2) VD)l 2.
This inequality is, in particular, true if we choose w equal to u; :

< C3lnV(Dpulp2

< Lfnz(B(x + h)VDyu;) - VDyu;

C2(B) L{(’YVDh“j) -V Dpu;

where the constants C(B) and C>(B) depend on B but not on  and where C3 := C{(B)InVuj|> +
I77'8;l,2. Dividing the two extremities by [7V(Dpu;)l;2 we obtain Co(B)lpVDyu,l;» < Cs. For
I1<l<n-1l,andy € H(l)(Qj,(;), one obtains

Cs

-1
Cz(B)ln Ulp2.

<

L{(axluj)(D—h‘//)‘ = L{(Dhuj)(ax,ll/)‘ = L{U(ax, Dyujn 'y
Letting & go to zero we obtain | Jo(0y,u j)(axk¢)| < %In‘lwl 12 which leads to

Ci(B)nVujlz + 7'/l
0., 0 ltil;2 <
I X X[u]|L2 C»(B)

forl <k/l<n-1.

. 2 .
Now, we can estimate ||V, - C:V.uj||°, i.e.

179 - CoVeji* < C{llnVasll® + " g1}
< C{InVuj + lInfil* + sAgis IVl + (s~ @, 1), 1l + (g lpua )
< C{Infill® + sAgisllVall + (s Pl + (s~ (D, 7)0, ull
< C{lig™" e fiIIP + sagyllp™ e Vull® + (sAgi,)llp™ e ull” + (sl 2e* 0., ull}

Bringing this result in (B.8), we deduce (B.5) with the help of (B.6) and (B.7). [ ]
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C About the density in D(A)

The main ideas are in [1] where the authors proved the density in Hé(Q) of D(A) = {u €
Go(Q);u € C2Q*), c+0x,u = c_0y,uon S}, assuming that the matrix B is %? on Q*. Lemma
3.2 in [1] implies that each u € D(A) is the limit in Hé of a sequence (u,) C {u € ‘50(5); u €
C2(Q*),c 0, u = ¢_dy,uonS) with Au, —;> Au. The reader will see here a small extension
resulting from a chat with J. Droniou that we thank warmly: the convergence is in norm and not
only weak. In other words, D(A) is a core of the operator A. We start knowing that the restriction
to Q* of each u € D(A) belongs to H?(Q%) (this claim is a consequence of Appendix A and the
technics developed in the proof of Lemma B.3). We begin by the two following lemmas that are
easy:

Lemma C.1. Ify € H)(©) N H*(Q*) one has
W € D(A) & [cd,,¥]s = 0.

Lemma C.2. If the sequence (f,) C D(A) N H*(QF) tends to ¢ € D(A) for the topology of H*(Q*)
then Ay, — Ay in L2.

1. We set c.(x") = limy, oc(x’,x,) and we call n, the interior normal to the interface S
relatively to Q* which enables us to introduce a change of variables > with the function
Y: Q' X (—&,&) — U setting

X+t (ny(X)if0 <t <eg,
X +te_ (5 n_(xX)if —e<tr<O0.

P, 1) = {

In our case, n..(x") = (0,--- , 0, £1) with the initial coordinates. We are seeing to appear the
ask in point 2 of Assumption 1.1: the traces ¢+ : X' — c+(x") are %2. So, with the new
coordinates, a function belonging to H*(Q") will keep this property in U* := ¥(Q*) and
if this function is 0 on AL, it will be the same with the change. Idem for Q™ and U~. As a
matter of fact, we have replaced ¢ by the value 1 on S.

2. Letu € D(A) be a function of which the support is included in {25 and such that u € H2(Q).
Setting v(x’, 1) := u(\P(x’, £)), we verify that v € H'(U),v € H*(U*) and

Ov(x’',0%) = co(xX)dy, u(x’, 0%). (C.1)

So, the jump of dv at the interface is O which implies that d,v € H'(U). The tangential
derivatives do not give any problem when we are going through the interface. In conclusion,
the function v is belonging to H*(U) N H)(U).

3. There exists a sequence (v;) C €*(U) that tends to v for the topology of H*(U) and we set
u; = v; o ¥~!. From the properties of P, it comes that u; € H'(Q) N €2(Q*) and u; — u
just as well for H 1(Qy) as for H 2(Qg). The relation (C.1) implies the continuity of the trace
of cd,, and from Lemma C.1 one has u; € D(A) while Lemma C.2 gives the convergence of
Au; to Auin L*(Qy).
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