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Approximate comparison of distance automata ?

Thomas Colcombet and Laure Daviaud

Université Sorbonne Paris Cité, Cnrs, Liafa

Abstract. Distance automata are automata weighted over the semiring
(N∪{∞},min,+) (the tropical semiring). Such automata compute func-
tions from words to N∪{∞} such as the number of occurrences of a given
letter. It is known that testing f 6 g is an undecidable problem for f, g
computed by distance automata. The main contribution of this paper is
to show that an approximation of this problem becomes decidable.

We present an algorithm which, given ε > 0 and two functions f, g
computed by distance automata, answers �yes� if f 6 (1 − ε)g, �no� if
f 66 g, and may answer �yes� or �no� in all other cases. This result highly
re�nes previously known decidability results of the same type.

The core argument behind this quasi-decision procedure is an algorithm
which is able to provide an approximated �nite presentation to the clo-
sure under product of set of matrices over the tropical semiring.

We also provide another theorem, of a�ne domination, which shows
that previously known decision procedures for cost-automata have an
improved precision when used over distance automata.

1 Introduction

One way to see language theory, and in particular the theory of regular
languages, is as a toolbox of constructions and decision procedures allowing
high level handling of languages. These high level operations can then be used
as black-boxes in various decision procedures, such as in veri�cation.

Since the early times of automata theory, the need for the e�ective handling of
functions rather than sets (as languages) was already apparent. Schützenberger
proposed already in the sixties models of �nite state machines used for computing
functions. These are now known as weighted automata [9] and are the subject of
much attention from the research community. In general, weighted automata are
non-deterministic automata, weighted over some semiring (S,⊕,⊗). The value
computed by such an automaton over a given word is then the sum (for ⊕) over
every run over this word of the product (for ⊗) of the weights along the run.

Several instances of this model are very relevant for modelling the behaviour
of systems, and henceforth attract much attention. This is in particular the case
of probabilistic automata (over the semiring (R+,+,×) with some additional
constraints enforcing weights to remain in [0, 1]), and distance automata which
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are automata weighted over the semiring (N∪{∞},min,+). In such an automa-
ton, each transition is labelled with a non-negative integer (usually 0 or 1), and
the weight of a word is the minimum over all possible paths of the sum of the
weights. These automata naturally capture some optimisation problems since
computing the value amounts to �nd the path of minimal weight.

The subject of this paper is to develop algorithmic tools for distance au-
tomata, and more precisely to develop the question of comparing distance au-
tomata. We know from the beginning that exact comparison is beyond reach.

Theorem 1 (Krob [6]). The problem to determine, given two functions f, g
computed by distance automata, whether f = g or not is undecidable. The prob-
lem whether f 6 g or not is also undecidable, even if g is deterministic.

Despite this, some positive results exist but for a comparison relation less precise
than inequality, namely the domination. Given two functions A∗ → N ∪ {∞}, f
is dominated by g (and we note f 4 g) if there is a function α : N→ N, extended
with α(∞) =∞, such that

f 6 α ◦ g .

Moreover, if α is a polynomial, we say that f is polynomially dominated by g.
The following theorem shows the good properties of the domination relation.

Theorem 2 ([2] extending results and techniques from [4,8,11,5,1]).
Given two functions computed by distance automata, domination is decidable.
Furthermore, if a function dominates another, then it polynomially dominates
it1.

The motivation of this work is to improve Theorem 2, and answer the fol-
lowing question:

Is it possible to decide �approximations� of the inequality of functions
computed by distance automata that are �ner than domination ?

We answer positively this question in two ways. We �rst show:

Theorem 3 (a�ne domination). Given two functions f and g computed by
distance automata, if f is dominated by g then f is a�nely dominated by g, i.e.,
f 6 α ◦ g for some polynomial α of degree 1.

A consequence of this theorem is that the decision procedure provided by
Theorem 2 in fact decides the a�ne domination, which is �ner than the polyno-
mial domination2.

Our second, and main contribution is an even more accurate decision-like
procedure. One says that an algorithm, given two functions f and g and some
real ε > 0, ε-approximates the inequality if:

1 Technically, this is not stated in [2] , but can be derived directly from the proofs
which explicitly compute the function α using operations preserving polynomials.

2 Theorem 2 holds for more general classes of automata, cost automata, for which
a�ne domination does not hold. A�ne domination is speci�c to distance automata.



� if f 6 (1− ε)g, the output is �yes�,
� if f 66 g, the output is �no�,
� otherwise the output can be either �yes� or �no�.

Hence, if such an algorithm answers �yes�, one has a guaranty that f 6 g.
Conversely if f is ε-inferior to g (meaning f 6 (1 − ε)g), one is sure that the
algorithm answers �yes�. Our second and main result reads as follows:

Theorem 4 (approximate comparison). There is an EXPSPACE algorithm
which ε-approximates the inequality of functions computed by distance automata.

This result is in fact a consequence of a theorem � called the core theorem
below � stating that it is possible, given a set of matrices X in the tropical
semiring, to approximate (in a suitable way) the set{

1

k
(M1 ⊗ · · · ⊗Mk) : M1, . . . ,Mk ∈ X

}
,

where ⊗ denotes the product of matrices. More precisely, the core theorem
states that it is possible to approximate the upper envelope of the set of pairs
{(M1 ⊗ · · · ⊗Mk, k) : M1, . . . ,Mk ∈ X} for a suitable notion of approximation.
This core theorem, Theorem 5, will be described precisely in the �rst section of
this paper.

In Section 2 we present some classical de�nitions and formally state our core
theorem. Section 3 is devoted to the proof of the core theorem. Section 4 applies
the core theorem for answering our original motivation, and shows the decidabil-
ity of the approximate comparison between distance automata. We prove on the
way our result of a�ne domination, Theorem 3. Section 5 concludes the paper.

2 Description of the core theorem

In this �rst section, we introduce the basic de�nitions, and de�ne su�cient
material for stating our core theorem 5. Its proof is the subject of Section 3
and its application to the comparison of distance automata is the subject of
Section 4.

We �rst introduce some classical algebraic de�nitions in Section 2.1, and
�nally state our core theorem in Section 2.2.

2.1 Classical de�nitions

A semigroup (S, ·) is a set S equipped with an associative binary operation �·�.
If the product has furthermore a neutral element, it is called a monoid. The
monoid is said commutative when · is commutative. An idempotent in a monoid is
an element e such that e·e = e. Given a subset A of a semigroup, 〈A〉 denotes the
closure of A under product, i.e., the least sub-semigroup that contains A. Given
two subsets X,Y of a semigroup, X · Y denotes the set {a · b : a ∈ X, b ∈ Y }.



A semiring is a set S equipped with two binary operations ⊕ and ⊗ such
that (S,⊕) is a commutative monoid of neutral element 0, (S,⊗) is a monoid of
neutral element 1, 0 is absorbing for ⊗ (i.e., x⊗0 = 0⊗x = 0) and ⊗ distributes
over ⊕. We will consider three semirings: (R+ ∪ {∞},min,+), denoted R+, its
restriction to N∪ {∞}, denoted N, and its restriction to {0,∞} denoted B. The
third, �nite semiring is called the Boolean semiring, since if we identify 0 with
�true� and ∞ with �false�, then ⊕ is the disjunction and ⊗ the conjunction.
Remark that in the three cases, the �0� is ∞, and the �1� is 0.

Let S be one of the above semirings. The set of matrices with m rows and n
columns over S is denotedMm,n(S). For M ∈ Mm,n(S), we denote by M̃ the
matrix over B in which all entries of M di�erent from∞ are changed into 0. We
de�ne the multiplication A⊗B of two matrices A,B (provided the number n of
columns of A equals the number of rows of B) as usual by:

(A⊗B)i,j =
⊕

0<k6n

(Ai,k ⊗Bk,j) = min
0<k6n

(Ai,k +Bk,j) .

For a positive integer k, we also use the notation Mk =M ⊗ · · · ⊗M︸ ︷︷ ︸
k times

.

For λ ∈ S, we denote by λA the matrix such that (λA)i,j = λAi,j , with
the convention λ∞ =∞ (the standard product is used here, not the one of the
semiring). Finally, we denote by B+λ the matrix such that (B+λ)i,j = Bi,j+λ.

2.2 Weighted matrices and the core theorem

In this section we state our core approximation result, Theorem 5. This the-
orem states that given a set of weighted matrices, it is possible to compute a
�nite presentation of its closure under product up to some approximation. Hence
we have to introduce weighted matrices, the approximation, and what are �nite
presentations before disclosing the statement. This requires some speci�c de�ni-
tions that we present beforehand. In the following, a positive integer n is �xed,
and all matrices implicitly belong toMn,n(R+).

As already mentioned in the introduction, our goal is to approximate a set
of pairs (M, `) where M is a matrix and ` is a positive integer. We call such
pairs weighted matrices. A weighted matrix is an ordered pair (M, `) where
M ∈ Mn,n(R+) and ` ∈ N is non-null. The positive integer ` is called the
weight of the weighted matrix. The set of weighted matrices is denoted byWn,n.
Weighted matrices have a semigroup structure (Wn,n,⊗), where (M, `)⊗(M ′, `′)
stands for (M ⊗M ′, `+ `′). Given A,B subsets of Wn,n, one denotes by A⊗B
the set {M ⊗ N : M ∈ A, N ∈ B}, and by 〈A〉 the closure under ⊗ of A.
With this terminology, our goal is, given a �nite set of weighted matrices X, to
approximate 〈X〉.

We describe now the notion of approximation that we use. Given some ε > 0
and two weighted matrices (M, `) and (M ′, `′), one writes

(M, `) 4ε (M
′, `′) if ` > `′, M̃ = M̃ ′ and M 6M ′ + ε` .



Remark that in particular, this implies 1
`M 6 1

`′M
′ + ε, which is the intention

behind this de�nition. The de�nition of 4ε is more constraining: this is manda-
tory for having better properties with respect to the product of matrices, such
as in Lemma 1 below. This de�nition extends to sets of weighted matrices as
follows. Given two such sets X,X ′, X 4ε X ′ if for all (M, `) ∈ X, there exists
(M ′, `′) ∈ X ′ such that (M, `) 4ε (M ′, `′). One writes X ≈ε X ′ if X 4ε X ′ and
X ′ 4ε X (and says X is ε-equivalent to X ′).

The following lemma establishes some simple properties of the 4ε relations
(as a consequence, the same properties hold for ≈ε).

Lemma 1. Given X,X ′, Y, Y ′, Z ⊆ Wn,n and ε, η > 0,

� if X 4ε Y and Y 4η Z then X 4ε+η Z,
� if X 4ε X ′ and Y 4ε Y ′ then X ⊗ Y 4ε X ′ ⊗ Y ′,
� if X 4ε X ′ then 〈X〉 4ε 〈X ′〉.

Proof. First item. If (M, `) 4ε (M ′, `′) 4η (M ′′, `′′), then ` > `′ > `′′, M̃ =

M̃ ′ = M̃ ′′ and M 6 M ′ + ε` 6 M ′′ + η`′ + ε` 6 M ′′ + (ε + η)`. This easily
extends to sets of weighted matrices.

Second item. Assume (M, `) 4ε (M ′, `′) and (N, t) 4ε (N ′, t′). Then, `+ `′ >

t+t′, M̃ ⊗N = M̃ ′ ⊗N ′ andM⊗N 6 (M ′+ε`)⊗(N ′+εt) 6M ′⊗N ′+ε(`+t).
This naturally extends to sets of weighted matrices.

Third item. By induction, applying the second item. ut

The last ingredient required is to describe how to represent (in�nite) sets of
weighted matrices. Call a set of weighted matrices W ⊆ Wn,n �nitely presented
if it is a �nite union of singleton sets, and of sets of the form {(kM, k) : k > `}
where M ∈ Mn,n(R+) and ` is a positive integer. Our algorithm manipulates
�nitely presented sets of weighted matrices.

The core technical contribution of this paper can now be stated, as follows.

Theorem 5 (core theorem). Given X ⊆ Wn,n �nitely presented and ε > 0,
one can compute e�ectively Y ⊆ Wn,n �nitely presented such that:

Y ≈ε 〈X〉 .

A sketch of the proof of this result will be the subject of Section 3. The
application of this theorem to the comparison of distance automata is presented
in Section 4. The two sections are independent.

3 Proof of the core theorem

In this section we describe the key arguments involved in the proof of Theo-
rem 5. It is the combination of several arguments. The �rst one is the use of the
factorisation forest theorem of Simon.



3.1 The main induction: the forest factorization theorem of Simon

The forest factorization theorem of Simon [10] is a powerful combinatorial
tool for understanding the structure of �nite semigroups. In this short abstract,
we will not describe the original statement of this theorem, in terms of trees of
factorisations, but rather a direct consequence of it which is central in our proof.

Proposition 1 (equivalent to the forest factorization theorem [10]3).
Given a semigroup morphism φ from (S,⊗) (possibly in�nite) to a �nite semi-
group (T, ·), and some X ⊆ S, set X0 = X and for all k > 0,

Xk+1 = Xk ∪Xk ⊗Xk ∪
⋃

e·e=e∈T
〈Xk ∩ φ−1(e)〉 ,

then XN = 〈X〉 for N = 3|T | − 1.

This proposition teaches us that, for computing the closure under product
in the semigroup S, it is su�cient to know how to compute (a) the union of
sets, (b) the product of sets, and (c) the restriction of a set to the inverse image
of an idempotent by φ, and (d) the closure under product of sets of elements
that all have the same idempotent image under φ. Of course, this proposition is
interesting when the semigroup T is cleverly chosen.

In our case, we are going to use the above proposition with (S,⊗) = Wn,n,

(T, ·) = Mn,n(B), and φ the morphism which maps (M, `) to M̃ . Our algo-
rithm will compute, given a �nitely presented set of weighted matrices X, an
approximation of 〈X〉 following the same inductive construction as in the forest
factorisation theorem. This is justi�ed by the two following lemmas, that we
prove below.

Lemma 2. For all ε > 0 and all �nitely presented X,Y ⊆ Wn,n there exists
e�ectively product(ε,X, Y ) ⊆ Wn,n �nitely presented such that

product(ε,X, Y ) ≈ε X ⊗ Y .

Let X be a set of weighted matrices, we denote X̃ = {M̃ | ∃` > 0 s.t (M, `) ∈
X}.

Lemma 3. For all ε > 0 and all �nitely presented X ⊆ Wn,n such that X̃ = {e}
for an idempotent e, there exists e�ectively idempotent(ε,X) ⊆ Wn,n �nitely
presented such that

idempotent(ε,X) ≈ε 〈X〉 .

Assuming that Lemmas 2 and 3 hold, it is easy to provide an algorithm which,
given X ⊆ Wn,n �nitely presented, computes X ′ ⊆ Wn,n �nitely presented such
that X ′ ≈ε 〈X〉. The principle of the algorithm is to implement Proposition 1,
using �nitely presented sets that approximate the Xk's.

3 Modern proofs of this theorem can be found in [7,3], in particular with the exact
bound of N = 3|T | − 1 (Simon's original proof only provides N = 9|T |).



� Set Y0 = X and N = 3(2n
2

)− 1.
� For all 0 6 k 6 N , set ε(k) = ε

2N−k
and

Yk+1 = Yk∪product(ε(k), Yk, Yk)∪
⋃

e⊗e=e∈T
idempotent(ε(k), Yk∩φ−1(e)) .

� output YN

It is easy to prove that this construction is correct. Indeed, one proves by in-
duction that Yk ≈ε(k) Xk for all k = 0, . . . , N where Xk is de�ned as in Propo-

sition 1 (with S = Wn,n, T =Mn,n(B) and φ(M, `) = M̃). For k = 0, one has
Xk = X = Yk. Let k > 0, suppose that Yk ≈ε(k) Xk, then by Lemma 2, Lemma
1 and the induction hypothesis,

product(ε(k), Yk, Yk) ≈ε(k) Yk ⊗ Yk ≈ε(k) Xk ⊗Xk .

Finally, by Lemma 1, product(ε(k), Yk, Yk) ≈2ε(k) Xk⊗Xk. Similarly, by Lemma 3,
for all idempotent e, idempotent(ε(k), Yk ∩ φ−1(e)) ≈2ε(k) 〈Xk ∩ φ−1(e)〉. Thus
Yk+1 ≈ε(k+1) Xk+1.

Hence, what remains to be done is to establish Lemmas 2 and 3.

3.2 Approximate products of sets

The proof of Lemma 2 shows explicit examples of the approximation argu-
ments that are later used in a more advanced way.

Proof (Proof of Lemma 2). Since the �nitely presented sets of weighted matrices
are closed under union, it is su�cient to prove Lemma 2 for the atomic blocks of
the �nite presentation. Namely, it is su�cient to consider the case X = {(M,x)}
or X = {(`M, `) | ` > x} together with Y = {(N, y)} or Y = {(`N, `) | ` > y}.
This results in four possibilities, among which only three remain up to symetry:
(a) X = {(M,x)} and Y = {(N, y)}, (b) X = {(M,x)} and Y = {(`N, `) | ` >
y}, and �nally (c) X = {(`M, `) | ` > x} and Y = {(`N, `) | ` > y}.

For space reason, let us just explain the most interesting case, case (c). Let a
be the maximum absolute value of a non-in�nite entry of M or N . Choose some
z such that 2ax 6 εz and 2ay 6 εz, and let Z be the set Z1 ∪ Z2 de�ned by:

Z1 = {(x′M ⊗ y′N, x′ + y′) | x′ + y′ < z} ,
and Z2 = {(`(λM ⊗ (1− λ)N), `) | ` > z, λ ∈ [0, 1]} .

The set Z1 is �nite, and merely lists all weighted matrices of weight less than z
in X⊗Y . The set Z2 (which is not �nitely presented) takes all barycentres ofM
and N , and produces corresponding weighted matrices for all possible weights
greater or equal to z. We need to prove two things. First that Z ≈ ε

2
X ⊗Y , and

second that one can further approximate Z2 by a �nitely presented Z3 ≈ ε
2
Z2.

By Lemma 1 we can then conclude that X ⊗ Y ≈ε Z1 ∪Z3, and that Z1 ∪Z3 is
�nitely presented and computable from X and Y .



Let us prove that Z ≈ ε
2
X⊗Y . Remark �rst thatX⊗Y ⊆ Z. For the converse

direction, consider (W, `) ∈ Z. Clearly, if ` < z, then (W, `) ∈ Z1 ⊆ X ⊗ Y .
Otherwise, W = (λ`M)⊗ ((1− λ)`N)). It is su�cient for us to �nd x′ > x and

y′ > y such that x′+y′ = `, and
∣∣∣λ− x′

`

∣∣∣ 6 ε
2a : indeed, assuming the existence of

such x′, y′, the matrix W ′ = (x′M ⊗ y′N, `) is such that (W, `) ≈ ε
2
(W ′, `), and

furthermore (W ′, `) ∈ X ⊗ Y . For proving the existence of such x′, y′, consider

the evolution of the value x′

` when x′ ranges from x to `−y. Since ` > z, x` 6 ε
2a ,

and similarly `−y
` > 1 − ε

2a . Furthermore when x′ increases of 1, the quantity
x′

` increases of at most 1
z 6 ε

2a . As a consequence, x
′

` gets to be ε
2a -close of any

λ ∈ [0, 1] when x′ ranges from x to ` − y. Consider x′ witnessing this fact and
set y′ = `− x′. The pair x′, y′ satis�es the requirement.

One now needs de�ning a set Z3 ≈ ε
2
Z2 which is �nitely presented. The set

Z3 is de�ned as the set Z2, but for the fact that λ is discretized by steps of ε
4a .

This can be written as:

Z3 =
⋃

λ∈([0,1]∩ ε
4aN)

{(`(λM ⊗ (1− λ)N), `) | ` > z} .

Clearly, this set is �nitely presented. It is also simple to prove that Z3 ≈ ε
2
Z2. ut

Details of the complete proof are given in Section A.

3.3 Approximate �idempotent� products of sets

We enter here the most technical part of the proof. We just sketch here the
essential ideas. Let us �x ourselves an idempotent E ∈ Mn,n(B), some ε > 0,

and some �nitely presented set of weighted matrices X such that X̃ = {E}. Our
goal is to construct a �nitely presented X ′ such that X ′ ≈ε 〈X〉. In this section,

all matrices and weighted matrices M are supposed to be such that M̃ = E.

The proof is done in several steps. We �rst de�ne two restricted notions of
closure. Let p be some positive integer and η > 0. De�ne 〈X〉p,η to be the set of
weighted matrices

(M, `) = (M1, `1)⊗ · · · ⊗ (Mk, `k)

where each (Mi, `i) belongs to X, and there exists i1 < · · · < is with s 6 p such

that
∑s
j=1 `ij > (1 − η)` (where ` =

∑k
j=1 `j). In other words, k can be very

large, but there are only few weighted matrices (less than p) that count for most
of the weight (ratio 1 − η). If furthermore `1 6 η` and `k 6 η`, the product is
said uniform. Set 〈X〉up,η to be the set of weighted matrices obtained by such
uniform products.

The following lemma shows that 〈X〉p,η and 〈X〉up,η can be e�ectively approx-
imated (for su�ciently small choices of η).



Lemma 4. For all γ > 0, there exists η > 0 such that for all �nitely presented
X with X̃ = {E} and all p, there exist e�ectively Y and Z �nitely presented
such that:

Y ≈γ 〈X〉p,η and Z ≈γ 〈X〉up,η .

The idea behind this proof is that the set 〈X〉p,η is essentially like a product of
up to p weighted matrices (something we know how to do as shown in Lemma 2),
but modi�ed in order to possibly interleave in the product matrices of �small
weights�. One chooses η su�ciently small such that all these matrices of small
weight can be approximated by matrices of �null weight�.

Our second intermediate lemma shows that any product of weighted matrices
in X can be decomposed into products as the above restricted closures.

Lemma 5. For all X such that X̃ = {E} for some idempotent E, for all η > 0,
there is an integer p, such that:

〈X〉 = 〈X〉p,η ⊗ 〈〈X〉up,η〉 ⊗ 〈X〉p,η .

Here, the lemma comes from a careful analysis of the proportions between
weights in any product (M1, `1)⊗ · · · ⊗ (Mk, `k).

At this point one should understand why computing 〈〈X〉up,η〉 is simpler than
computing 〈X〉 as in the general case. The reason is that the weighted matrices in

〈X〉up,η have particularly good properties. Call a matrix M (such that M̃ = E)
uniform if M = E ⊗ M ⊗ E. A weighted matrix (M, `) is uniform if M is
uniform. The following lemma shows that every matrix in 〈X〉up,η is �almost�
uniform. Lemma 6 states it and re�nes Lemma 4.

Lemma 6. For all γ > 0, there exists η > 0 such that for all �nitely presented
X with X̃ = {E} and all p, there exist e�ectively Z �nitely presented such that:

Z ≈γ 〈X〉up,η ,

and all weighted matrices in Z are uniform.

Intuitively, this comes from the fact that weighted matrices in 〈X〉up,η are
de�ned as products that starts and ends with matrices of �small weight�. If these
weights are su�ciently small, these matrices count as if of null weight. Thus,
these extremity matrices act as multiplying on the left and on the right with E.
This yields matrices that are very close to uniform ones.

Finally, one shows that it is possible, given a �nitely presented set Y of
uniform weight matrices, to compute its closure.

Lemma 7. For all η and all �nitely presented set Y of uniform weight matrices
(with Ỹ = E), there exists e�ectively Z �nitely presented such that:

Z ≈η 〈Y 〉 .



This results comes from the fact that one understands precisely the structure
of uniform matrices (for instance, if we see such a matrix as a weighted graph,
then the weight of transitions are constant in strongly connected component).
Using this knowledge, it is possible to show that the �worst situation� occurs for
very simple patterns of repetition of the matrices in Y . Since the relation ≈η just
refers to the upper envelope, this worst situation is su�cient for us to conclude.

The combination of all the above lemmas yields quite simply a proof of
Lemma 3. Details of the proof are given in Section B.

4 Comparing distance automata

In this section, we consider the problem of comparing the functions computed
by distance automata. In particular, we establish Theorem 3, and we reduce
Theorem 4 to our core theorem, Theorem 5.

We start by describing distance automata, and their relationship with ma-
trices over the tropical semiring (Section 4.1).

4.1 Distance automata

An alphabet is a �nite set. The set of words over an alphabet A is denoted
A∗. The empty word is λ. A distance automaton is a tuple (A, Q, I, F, T ), where
Q is a �nite set of states (that we can assume to be {1, . . . , n}) where I (resp.
T ) is a row-vector (resp. column-vector) indexed by Q, and F is a morphism
from words to Mn,n(N). The function f computed by a distance automaton
(A, Q, I, F, T ) over an input word u is:

f : A∗ → N
u 7→ I ⊗ F (u)⊗ T .

We assume from now on that the initial and �nal vectors I, T of distance au-
tomata only range over {0,∞}. The theorems are equally true without this as-
sumption, but this simpli�es slightly the proof. In practice the theorems without
this restriction can be obtained by simple reductions to this case.

We have de�ned so far distance automata in terms of matrices. One can see
this object in a more �automaton� form as follows. There is a transition labelled
(a, x) from state p to state q if x < ∞ and x = F (a)p,q. A state p is initial if
I1,p = 0. It is �nal if Ti,1 = 0. An example of distance automaton is as follows:

p q r

a, b : 0

b : 0

a : 1

b : 0

a, b : 0



One can rede�ne the function computed by a distance automaton as follows.
A run of an automaton over a word a1 . . . ak is a sequence p0, . . . , pk of states.
The weight of a run is the sum of the weights of its transitions, i.e., F (a1)p0,p1 +
· · · + F (ak)pk−1,pk . Remark that if there is some non-existing transition in this
sequence, say from pi−1 to pi, this means that F (ai)pi−1,pi = ∞, and as a
consequence the run has an in�nite weight. A run is accepting if p0 is initial and
pk is �nal. One de�nes the function accepted by the automaton as:

f : A∗ → N
u 7→ inf{weight(ρ) : ρ accepting run over u} .

This de�nition is equivalent to the matrix version presented above.
For instance, the function computed by the above automaton associates to

each word u = an0ban1 . . . bank the value min(n0, . . . , nk).

4.2 Superior limits

In this section, we present Theorem 6. This result, that is a re�nement of
known proofs concerning distance automata, will prove useful for further reduc-
tions.

In order to de�ne the superior limit of a set of matrices, a topology is re-
quired. The matrices over N are equipped with the following topology. When two
matrices are distinct, their distance is 1/n where n is maximal positive integer
such that the entries that carry values at most n are the same in both matrices.
If no such integer exists, the distance is 1.

Given X ⊆Mn,n(N), a matrix N belongs to the superior limit of X if:

� N is the limit of some sequence of matrices from X,
� there exists no M ∈ X such that M > N .

Let us call lim sup(X) the set of matrices in the superior limit of S.

Theorem 6 (consequence of [4,8]). Given a set X ⊆ Mn,n(N), lim sup(X)
is �nite. Furthermore, there is a PSPACE algorithm which, given a morphism
F from A∗ toMn,n(N), and a language L ⊆ A∗ enumerates lim sup(F (L)).

The �rst part of the statement is a consequence of Higman's lemma. The
second part is an adaptation of Leung's proof of decidability of limitedness for
distance automata [8] (it subsumes this result). We are not aware of any similar
statement in the literature, though it can be deduced from previous works.

4.3 A �rst reduction: the theorem of a�ne domination

Our goal in this section is to establish the theorem of a�ne domination
(Theorem 3). This will be the opportunity to introduce some notations used in
the subsequent section.



Let us �x ourselves two distance automata over the same alphabet A. The
�rst one, Af = (A, Qf , F, If , Tf ) calculates a function f . The second one, Ag =
(A, Qg, G, Ig, Tg) calculates a function g.

De�ne Rp,0,q ⊆ A∗ to be the set of words over which there is a run of g of
weight 0 from state p to state q. Let ` be a non-null weight occurring in some
transition of g, and p, q be states in Qg. De�ne Rp,`,q ⊆ A∗ to contain the words
over which there is a run of g from state p to state q which uses one transition of
weight `, and otherwise only transitions of weight 0. We will reuse this languages
in the next section.

Proof (Proof of theorem 3). De�ne K to be the largest number that occur in
one of lim sup(F (Rp,`,q)) for some states p, q and weight of a transition ` (such a
number exists since by Theorem 6 it is the maximum of �nitely many numbers).
Given a matrixM , call an m-expansion ofM a matrixM ′ >M such that for all
i, j such thatMi,j > K,M ′i,j > m. We �rst show a claim concerning expansions.

Claim. For all M ∈ F (Rp,`,q) and all m there exists an m-expansion M ′ ∈
F (Rp,`,q) for M .
Indeed, by de�nition of the superior limit, there is some L ∈ lim sup(F (Rp,`,q))
such that L >M . Furthermore, by choice of K, whenever Mi,j > K, Li,j =∞.
Finally, still by de�nition of the superior limit, L is the limit of a sequence of
matrices in F (Rp,`,q). Hence, for all m, there exists a matrixM ′ in this sequence
which is su�ciently close to L that it is an m-expansion of M . This proves the
claim.

Let us turn now to the core of the proof. Our goal is to prove that if f is
dominated by g, (i.e., there exists α : N → N extended with α(∞) = ∞ such
that f 6 α◦g), then f 6 K(1+g). The proof is by contraposition. Thus, assume
f 66 K(1+g). This means f(u) > Kg(u)+K for some word u. We have to prove
that f is not dominated by g.

The �rst case is g(u) = 0. This means that u ∈ Rp,0,q with p initial and q
�nal. Using the above claim, one can chose for all m a word vm ∈ Rp,0,q such
that F (vm) is an m-expansion of F (u). Since f(u) > K, this means that for all
initial state r and all �nal state s of Af , F (u)r,s > K. This means that for all
such r, s, F (vm)r,s > m. It follows that f(vm) > m. Hence over the sequence
(vm)m, g is bounded and f tends to in�nity. This forbids the existence of a
function α such that f 6 α ◦ g, f is not dominated by g.

Assuming g(u) 6= 0, the argument is similar. Remark �rst that g(u) is �nite
since f(u) > Kg(u) +K. This means one can �nd p0, . . . , pk with p0 initial, pk
�nal, and such that:

u = u1 . . . uk, u1 ∈ Rp0,`1,p1 , . . . , uk ∈ Rpk−1,`k,pk ,

where `1, . . . , `k are all non-null and of sum g(u). By the above claim, for all
i = 1 . . . k, and all m, one can select vmi in Rpi−1,`i,pi such that F (vmi ) is an
m-expansion of F (ui). Consider now the word vm = vm1 . . . vmk . Clearly g(v

m) =
g(u). For the sake of contradiction, assume now that F (vm) < m for some



m. This means that there exists q0, . . . , qk such that q0 is initial, qk is �nal,
and F (vmi )qi−1,qi < m for all i = 1 . . . k. Since F (vmi ) is an m -expansion of
F (ui), this implies F (ui)qi−1,qi 6 K. It follows that F (u) 6 Kk 6 Kg(u). A
contradiction. Hence f(vm) > m. Thus, g is bounded over (vm)m while f is not.
As a consequence, f is not dominated by g. ut

4.4 The reduction construction

We reuse de�nitions and notations of automata Af and Ag given in the
preceding section. In particular, we use the sets Rp,`,q again.

Our goal is to construct a �nite set of weighted matrices X that captures
the relationship between f and g. The key ideas behind this reduction are the
following. Each matrix (M, `) in X corresponds to a set of runs of g, that start
in a given state p and end in a given state q, and use exactly one transition
of non-null weight, of weight `. The corresponding matrix M is in charge of
(a) simulating the behaviour of F over some word corresponding to such a run
(there may be in�nitely many such runs, but only the �nitely many matrices of
the superior limit need be considered), and (b) keeping information concerning
the �rst and last state of the run of Ag for being able to check that pieces of run
of g are correctly concatenated.

One also needs to de�ne the part of the matrix in charge of controlling the
validity of the run of Ag. The construction behind Lemma ?? below is the one of
a deterministic automaton, that reads words over the alphabet Q2

g, and accepts a
word (p1, q1) . . . (pk, qk) if, either p1 is not initial, or qk is not �nal, or if qi−1 6= pi
for some i. One can verify that this language is accepted by a deterministic and
complete automaton of states Qg]{i,⊥}. The unique initial state is i, and, when
reading the word (p1, q1) . . . (pk, qk), the automaton reaches state ⊥ if p1 is not
initial or qi−1 6= pi for some i, otherwise it reaches state qk. The �nal states are
the one not in Tg plus ⊥ plus possibly i if there are no states that are both initial
and �nal in g. Translated in matrix form, this yield Lemma 8.

Lemma 8. There are (n+2, n+2)-matrices (Cp,q)p,q∈G over B and vectors Ig
and Tg such that for all p1, q1, . . . , pk, qk ∈ Qg,

IC ⊗ Cp1,q1 ⊗ · · · ⊗ Cpk,qk ⊗ TC

=

{
∞ if p1 ∈ Ig, q1 = p2, . . . , qk−1 = pk and qk ∈ Tg,
0 otherwise.

We can now construct the set X as follows:

X =

{((
M ∞
∞ Cp,q

)
, `

)
: M ∈ lim sup(F (Rp,`,q))

}
and the vectors

I = (If IC) and T =

(
Tf
Tc

)
.



The following lemma shows the validity of the construction, and more par-
ticularly how it relates the comparison of distance automata to the computation
of the closure of a set of weighted matrices.

Lemma 9. For all β > 0, f 6 βg if and only if for all (W, `) ∈ 〈X〉, I⊗W⊗T 6
β`.

Proof. Assume �rst f 66 βg, which means f(u) > βg(u) for some u. Then clearly,
g(u) is �nite and hence, there is an accepting run ρ of g over u. This means that
one can �nd p0, . . . , pk with p0 initial, pk �nal, and such that:

u ∈ Rp0,`1,p1Rp1,`2,p2 . . . Rpk−1,`k,pk ,

where `1, . . . , `k are all non-null and of sum ` = g(u). For all i = 1 . . . k, set Mi

to be some matrix in lim sup(F (Rpi−1,`i,pi
)) such that F (ui) 6 Mi. Let also Ci

be Cpi−1,pi . Clearly, the weighted matrix

(Wi, `i) with Wi =

(
Mi ∞
∞ Ci

)
belongs to X. Hence (W, `) belongs to 〈X〉, where W =W1⊗· · ·⊗Wk. We then
have I ⊗W ⊗ T = min(xf , xC) with

xf = If ⊗M1 ⊗ · · · ⊗Mk ⊗ Tf and xC = IC ⊗ C1 ⊗ · · · ⊗ Ck ⊗ TC .

By choice of the Mi's, xf > If ⊗ F (u)⊗ Tf = f(u). Furthermore, by Lemma 8,
xC =∞. It follows that I ⊗W ⊗ T > f(u) > βg(u) = β`.

Assume now that f 6 βg. Consider some (W, `) ∈ 〈X〉, it is obtained as
(W, `) = (W1, `1)⊗ · · · ⊗ (Wk, `k) with (Wi, `i) ∈ X for all i. By de�nition of X,
each of the Wi's can be written, for some pi, qi ∈ Qg, as

Wi =

(
Mi ∞
∞ Cpi,qi

)
with Mi ∈ lim supF (Rpi,`i,qi).

Once more, one has I ⊗W ⊗ T = min(xf , xC) with

xf = If ⊗M1 ⊗ · · · ⊗Mk ⊗ Tf and xC = IC ⊗ C1 ⊗ · · · ⊗ Ck ⊗ TC .

Remark �rst that if xC = 0, clearly, I ⊗W ⊗ T = 0 6 β`. Hence, let us assume
that xC = ∞. This means by Lemma 8 that either p1 is initial, qk is �nal, and
pi = qi−1 for all i = 2 . . . k. One needs to prove xf 6 β`.

Assume for the sake of contradiction that xf > β`. By continuity of the prod-
uct, and using the de�nition of the superior limit, there exist words u1, . . . , uk
such that for all i = 1 . . . k, ui ∈ Rpi,`i,qi , and If⊗F (u1)⊗· · ·⊗F (uk)⊗Tf > β`.
Furthermore, by de�nition of the sets Rpi,`i,qi , the fact that p1 is initial, that qk
is �nal, and that qi−1 = pi for all i = 2 . . . k, it follows that g(u1 . . . uk) = `. It
follows that f(u1 . . . uk) > βg(u1 . . . uk). A contradiction. ut

We are now ready to establish the main theorem of the paper.



Proof (Proof of Theorem 4). Let us consider two functions f and g computed by
distance automata and some ε > 0. The algorithm works as follows. It computes
the set X of weighted matrices as de�ned in this section, as well as the corre-
sponding vectors I, T . Using Theorem 5, it computes a �nitely presented set Y
of weighted matrices such that Y ≈ ε

2
〈X〉. Then it tests the existence in Y of a

weighted matrix (M, `) such that I ⊗ 1
`M ⊗ T > 1 − ε

2 . This is easy to do for
�nitely presented sets. If such a weighted matrix exists, the algorithm answers
�no�. It answers �yes� otherwise. Let us show the correctness of this approach.

� Assume f 6 (1− ε)g, and that, for the sake of contradiction, the algorithm
answers �no�. This means that I⊗ 1

`M⊗T > 1− ε
2 for some weighted matrix

(M, `) ∈ Y . Furthermore, there exists (M ′, `′) ∈ 〈X〉 such that (M, `) 4 ε
2

(M ′, `′). This implies 1
`M 6 1

`′M
′+ ε

2 . It follows that I⊗M
′⊗T > (1−ε)`′.

This contradicts Lemma 9.
� Assume f 66 g, then by Lemma 9, there exists a matrix M ∈ 〈X〉 such that
I ⊗ 1

`M ⊗ T > 1. Furthermore, there exists M ′ ∈ Y such that (M, `) � ε
2

(M ′, `′). This implies 1
`M 6 1

`′M
′+ ε

2 , and hence I⊗ 1
`′M

′⊗T > 1− ε
2 . The

algorithm answers �no�. ut

5 Conclusion and further remarks

In this paper, we have provided an algorithm for deciding the approximate
comparison of distance automata. This algorithm involves the computation of
the closure under product of sets of�what we call�weighted matrices. This result
can be of independent interest.

The main open question is the complexity of the problem. It is clear that the
problem is at least PSPACE hard. A correct implementation of the arguments
in this paper show that EXSPACE is an upper bound. We do not know what is
the exact complexity.
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In Section A, we give the complete proof of Lemma 2 and in Section B the
one of Lemma 3. These two lemmas are stated in Section 3 to prove Theorem 5.
Section C is devoted to give the proof of Lemma 8, stated in Section 4.

A Proof of Lemma 2

Actually, in this part, we prove a generalisation of Lemma 2. We consider a
product of p weighted matrices, for an integer p, (and not only a product of 2
weighted matrices). Lemma 12 exhibits a �nitely presented set that approximates
a product of p �nitely presented sets. First, we state two lemmas used in the
proof. We state them in the general case too. (Lemma 2 only needs the case
where p = 2, but the proof of Lemma 3 uses Lemmas 10, 11 and 12 in a more
general way.)

First, Lemma 10 says that given a bounded number of weighted matrices, it is
possible to bound the di�erence between two products in these matrices, namely
between (`1M1⊗· · ·⊗ `pMp, `) and (`′1M1⊗ `′2M2⊗· · ·⊗ `′pMp, `), provided that
coe�cients `i and `

′
i were su�ciently close.

Lemma 10. For all ε > 0, for all a > 0, for all positive integer p, there is
η > 0 such that for all integers `1, `2, . . . , `p, `

′
1, `
′
2, . . . , `

′
p, `, and for all matrices

M1,M2, . . . ,Mp whose greatest entry is a, we have:

if for all i, |`i − `′i| 6 η` then:

(`1M1 ⊗ `2M2 ⊗ · · · ⊗ `pMp, `) 4ε (`
′
1M1 ⊗ `′2M2 ⊗ · · · ⊗ `′pMp, `) .

Proof. Set η = ε/pa, we have:

`1M1 ⊗ · · · ⊗ `pMp 6 (`′1 + η`)M1 ⊗ · · · ⊗ (`′p + η`)Mp

6 (`′1M1 + aη`)⊗ · · · ⊗ (`′pMp + aη`)

6 `′1M1 ⊗ · · · ⊗ `′pMp + (paη)`.

ut

As for Lemma 11, it deals with the products of the sets {(`Mi, `), ` > xi}. It
states that, provided that ` is large enough, we obtain all the products (�barycen-
tre�) (`(λ1M1 ⊗ · · · ⊗ λpMp), `) with

∑p
i=1 λi = 1.

Lemma 11. Let x1, x2, . . . , xp be positive integers. For all η > 0, there is a
positive integer z such that, for all k > z, for all 0 6 λ1, λ2, . . . , λp 6 1 with∑p
i=1 λi = 1, for all i, there are integers yi > xi such that

∑p
j=1 yj = k and

|yi − λik| 6 ηk.

Proof. Let x1, x2, . . . , xp be positive integers and η > 0. Denote by x the positive
integer max{16i6p} xi. Set z a positive integer such that z > 2px

η and z > 2p2x.

Let k > z and 0 6 λ1, λ2, . . . , λp 6 1 with
∑p
i=1 λi = 1.



� If λi 6 x
k , set yi = x. Set Γ the set of such indices.

� If xk < λi 6
2px
k , then there is ai > 0 such that:

λi − η 6
aix

k
6 λi 6

(ai + 1)x

k
6 λi + η

(since x
k 6 η). Set Γ ′ the set of such indices.

� If λi >
2px
k , then there is ai > 0 such that:

λi − η 6
aipx

k
6

(ai + 1)px

k
6 λi 6

(ai + 2)px

k
6 λi + η

(since px
k 6 η

2 ). Set Γ
′′ the set of such indices and remark that |Γ ′′| > 1

(since
∑p
i=1 λi = 1, and 2p2x

k > 1).

Since
∑p
i=1 λi = 1, then∑
i∈Γ ′

aix+
∑
i∈Γ ′′

aipx 6
∑
i∈Γ ′

aix+
∑
i∈Γ ′′

(ai + 1)px (1)

6 k

6 |Γ |x+
∑
i∈Γ ′

(ai + 1)x+
∑
i∈Γ ′′

(ai + 2)px . (2)

Now, let q = k − |Γ |x −
∑
i∈Γ ′ aix −

∑
i∈Γ ′′ aipx, thanks to (2), observe that

q 6 |Γ ′|x + 2|Γ ′′|px and since |Γ ′′| > 1 and thanks to (1), also observe that
q > 0.

One can write q = 2pxα + β with β 6 2px. If α < |Γ ′′|, then for i ∈ Γ ′

set yi = ai, for α indices in Γ ′′ set yi = (ai + 2)px, for one index in Γ ′′ set
yi = aipx+ β, and for the other ones set yi = aipx.

If α > |Γ ′′|, then we can rewrite q = 2px|Γ ′′|+ γ with γ 6 |Γ ′|x. For i ∈ Γ ′′,
set yi = (ai+2)px, and for i ∈ Γ ′, if γ = |Γ ′|x then set yi = (ai+1)x, otherwise
one can write γ = δx + µ with δ < |Γ ′| and µ < x. For δ indices in Γ ′ set
yi = (ai + 1)x, for one index in Γ ′ set yi = aix + µ, and for the other ones set
yi = aix.

One can easily check that the integers yi satisfy the conditions. ut

Lemma 12 (generalisation of Lemma 2). For all ε > 0, and �nitely pre-
sented sets X1, . . . , Xp ⊆ Wn,n, there is a computable and �nitely presented set
Z such that:

Z ≈ε X1 ⊗ · · · ⊗Xp .

Proof. Assume Lemma 12 is true for p = 2, then by induction, using Lemma 1,
it will be true for all the integers p. Let us prove Lemma 12 for p = 2. Let ε > 0
and X and Y be two sets as in the lemma. Since the �nitely presented sets of
weighted matrices are closed under union, it is su�cient to prove Lemma 12 for
the atomic blocks of the �nite presentation.



� If X = {(M, `)} and Y = {(M ′, `′)}, then we can choose Z = {(M ⊗M ′, `+
`′)}.

� If X = {(M, `)} and Y = {(yN, y) | y > k}, set a the greatest coe�cient of
1
`M and N . For p = 2, consider η given by Lemma 10. Set z an integer such

that z > k + ` and z > 1−η
η `. Set Z = Z1 ∪ Z2 with

Z1 =
⋃

k6y<z

{(M ⊗ yN, `+ y)}

and Z2 = {(y(M̃ ⊗N), y) | y > `+ z} .

Then Z is �nitely presented. We only need to prove that X ⊗ Y ≈ε Z.
• Let (M, `)⊗(yN, y) = (M⊗yN, `+y) ∈ X⊗Y with y > k. If k 6 y < z,
then (M, `) ⊗ (yN, y) ∈ Z1. If y > z then ` 6 η(y + `), thus by Lemma
10, we get:

(M, `)⊗(yN, y) 4ε (M̃⊗(y+`)N, y+`) = ((y+`)(M̃⊗N), y+`) ∈ Z2 .

• Conversely, �rst Z1 ⊆ X ⊗ Y . Furthermore, for y > ` + z we have
(y(M̃ ⊗N), y) = (M̃ ⊗ yN, y) and by Lemma 10,

(M̃ ⊗ yN, y) 4ε (M ⊗ (y− `)N, y) = (M, `)⊗ ((y− `)N, y− `) ∈ X ⊗Y .

For X = {(xM, x) | x > `} and Y = {(N, k)}, it is the same thing.
� If X = {(xM, x) | x > `} and Y = {(yN, y) | y > k}, let a be the greatest

coe�cient of M and N and consider η given by Lemma 10 (for p = 2). Set z
the integer given by Lemma 11 for p = 2, x1 = ` and x2 = k and η. Finally,
set Z = Z1 ∪ Z2 with:

Z1 = {(xM ⊗ yN, x+ y) | ` 6 x < z, k 6 y < z}

and Z2 =
⋃

λ∈([0,1]∩ηN)

{(t(λM ⊗ (1− λ)N), t) | t > z} .

Z is �nitely presented and X ⊗ Y ≈ε Z. Indeed:
• let (xM, x)⊗(yN, y) ∈ X⊗Y . If x < z and y < z, (xM, x)⊗(yN, y) ∈ Z1.
Otherwise, (xM, x) ⊗ (yN, y) = ((x + y)( x

x+yM ⊗
y

x+yN), x + y) with

x + y > z. Then there is λ ∈ ([0, 1] ∩ ηN) such that | x
x+y − λ| 6 η

and thus | y
x+y − (1 − λ)| 6 η, so by Lemma 10, (xM, x) ⊗ (yN, y) 4ε

((x+ y)(λM ⊗ (1− λ)N), x+ y) ∈ Z2.
• First Z1 ⊆ X⊗Y . Let (t(λM⊗(1−λ)N), t) ∈ Z2 with t > z. By Lemma
11, there are x > ` and y > k such that x + y = t, |x − λt| 6 ηt and
|y − (1− λ)t| 6 ηt. By Lemma 10, we get:

(t(λM ⊗ (1− λ)N), t) 4ε ((x+ y)(
x

x+ y
M ⊗ y

x+ y
N), x+ y) ∈ X ⊗ Y .

ut



B Proof of Lemma 3

In this part, we prove Lemma 3 that exhibits a �nitely presented set that
approximates the closure of a �nitely presented set in which all the matrices
have the same idempotent projection (i.e there is an idempotent matrix E such

that for all (M, `), M̃ = E).
There are three steps in the proof. In the �rst step (Lemma 17), we split

a product of weighted matrices into �simpler� products (in a sense given in
Subsection 3.3). Lemmas 13, 14, 15, 16 are required to prove it. In the second
step, we show that some of these �simpler� products are ε-equivalent to �nitely
presented sets, and other ones are ε-equivalent to the closure under products of
�nitely presented and uniform sets. This is the aim of Lemma 18. The third step
is devoted to give a �nitely presented set ε-equivalent to the closure of �nitely
presented and uniform sets. It is the aim of Lemma 19.

Lemma 13. The function:

f : (x1, x2, . . . , xr) 7→
r∑
i=1

xi(1− xi−1) · · · (1− x1)

is increasing over [0, 1]r (in the sense that if for all i, xi 6 yi, then
f(x1, x2, . . . , xr) 6 f(y1, y2, . . . , yr)).

Proof. For all i, we have ∂f
∂xi

(x1, . . . , xr) =
∏
j 6=i(1− xj) > 0. ut

Lemma 14. Let (b0, b1, . . . , bp) some positive numbers such that
∑p
i=0 bi = `.

For i > 1, set ci =
bi

b0+...+bi
, then:

bp + . . .+ b1 = `f(cp, cp−1, . . . , c1) .

Proof. We prove by induction that for all i, bi = `ci(1 − ci+1) · · · (1 − cp). The
result follows. ut

Lemma 15. Let η > 0, there exists an integer p such that, given a positive
integer r and a1, . . . , ar non-negative numbers, there are 0 = i0 < i1 < i2 <
. . . < ik < ik+1 = r such that:

� for all j ∈ {1, . . . , k}, aij
aij−1+1+...+aij

6 η,

� for all j ∈ {1, . . . , k + 1}, there is an integer s 6 p and a set Γ of s indices

between ij−1 + 1 and ij such that
∑
i∈Γ ai

aij−1+1+...+aij
> 1− η.

Proof. Let η > 0, set p an positive integer such that (1−η)p−1 6 η. De�ne ij by
induction on j. Let i0 = 0 and then, suppose we have computed ij . We set ij+1

the smallest index greater than ij such that
aij+1

aij+1+...+aij+1
6 η if it exists, and

ij+1 = ik+1 = r otherwise. If ij − ij−1 6 p then take Γ all the indices between

ij−1 + 1 and ij . Otherwise, take Γ = {ij − p + 1, . . . , ij}. Set ` =
∑ij
i=ij−1+1 ai



and b =
∑ij−p
i=ij−1+1 ai. We are going to prove that:

∑
i∈Γ ai
` > 1 − η. By the

de�nition of ij , we have for all ij − p+1 6 i < ij that ci =
ai

b+aij−p+1+...+ai
> η.

Now apply Lemma 14 to (b, aij−p+1, . . . , aij−1), we get∑
i∈Γ

ai = (`− aij )f(cij−1, . . . , cij−p+1) + aij .

Besides by Lemma 13,

f(cij−1, . . . , cij−p+1) > f(η, . . . , η) = 1− (1− η)p−1.

And hence we get: ∑
i∈Γ

ai > `(1− η) .

ut

Lemma 16. Let η > 0, there exists an integer p such that, given a positive
integer r and a1, . . . , ar non-negative numbers, there are 0 = i0 < i1 < i2 <
. . . < ik < ik+1 = r such that:

� for all j ∈ {1, . . . , k}, aij+1

aij+1+...+aij+1
6 η,

� for all j ∈ {1, . . . , k}, aij
aij−1+1+...+aij

6 η,

� for all j ∈ {0, . . . , k}, there is s 6 p and a set Γ of s indices between ij + 1

and ij+1 such that
∑
a∈Γ a

aij+1+...+aij+1
> 1− η.

Proof. Let η > 0. Let 0 < γ 6 η such that 2γ − γ2 6 η. Consider the integer
given by Lemma 15 for γ, and set p its square. Let r be a positive integer and
a1, . . . , ar non-negative numbers, Lemma 15 for γ gives a sequence of indices
0 = q0 < q1 < q2 < . . . < qk < qk+1 = r satisfying some conditions. For all
j ∈ {1, . . . , k + 1}, set bk+2−j = aqj−1+1 + . . . + aqj . Now apply Lemma 16 for
γ on b1, b2, . . . , bk+1. It gives another sequence of indices 0 = j0 < j1 < j2 <
. . . < jm < jm+1 = k + 1 satisfying some conditions. For t ∈ {0, . . . ,m+ 1}, set
im+1−t = qk+1−jt . Then indices it satisfy the lemma. ut

Lemma 17 (Lemma 5 in the abstract). Let X be a set of weighted matrices,
for all η > 0, there is an integer p such that:

〈X〉 = 〈X〉p,η ⊗ 〈〈X〉up,η〉 ⊗ 〈X〉p,η .

Proof. Let η > 0, consider the integer p given in Lemma 16. We have 〈X〉p,η ⊗
〈〈X〉up,η〉 ⊗ 〈X〉p,η ⊆ 〈X〉. Conversely, if (M1, `1) ⊗ · · · ⊗ (Mr, `r) ∈ 〈X〉, apply
Lemma 16 on the sequence of weights `1, . . . , `r. We obtain indices 0 = i0 < i1 <
i2 < . . . < ik < ik+1 = r such that for j = 0, . . . , k, the products (Mij+1, `ij+1)⊗
· · · ⊗ (Mij+1

, `ij+1
) have the good form. ut



Lemma 18 (Lemmas 4 and 6 in the abstract). For all γ > 0, for all a > 0,

there exists η > 0 such that for all �nitely presented set X with X̃ = {E} for
an idempotent matrix E and such that for all (M, `) ∈ X, entries of 1

`M are
smaller than a, and for all p, there exist e�ectively Y and Z �nitely presented
such that:

Y ≈γ 〈X〉p,η and Z ≈γ 〈X〉up,η .

Moreover, all weighted matrices in Z can be uniform.

Proof. Let γ > 0 and a > 0, set η = γ
2a . If X is �nite, let ` the greatest weight of

a matrix in X, set Y ′ = X
p(η(`−1)+1)

1−η . Then 〈X〉p,η ⊆ Y ′. (Indeed, if P ∈ 〈X〉p,η,
let x + p the number of matrices in this product (if it is greater or equal to
p), `1, . . . , `x the weights of the matrices that �do not count�, and k1, . . . , kp the
weights of the matrices that �count�. Then, `1+...+`x

`1+...+`x+k1+...+kp
6 η,

1

η
6 1 +

k1 + . . .+ kp
`1 + . . .+ `x

6 1 +
p`

x

that implies x + p 6 p(η(`−1)+1)
1−η .) Thus, 〈X〉p,η is �nite (so �nitely presented)

and computable.
If X is in�nite, let ` be the smallest weight of a matrix in X and set k

an integer such that k > (p+1)`
η . Let X1 = {(M, t) ∈ X | t > k}, and let

X2 = {(M, t) ∈ X | t < k}. We have:

〈X〉p,η = 〈X2〉p,η ∪X ′

where X ′ = 〈X〉p,η ∩ (X1∪ (〈X〉⊗X1)∪ (X1⊗〈X〉)∪ (〈X〉⊗X1⊗〈X〉) is the set
of products in 〈X〉p,η containing at least one matrix of weight greater or equal
to k. Moreover X2 is �nite, thus, by the arguments given above, 〈X2〉p,η is �nite.

Let Y the maximal set such that:

Y ′ ⊆ (X ∪ (X ⊗ {(E, `)}) ∪ ({(E, `)} ⊗X) ∪ ({(E, `)} ⊗X ⊗ {(E, `)}))p

and every products in Y ′ contain at least a matrix in X of weight greater or
equal to k. We will prove that Y ′ ≈ γ

2
X ′, and there is Y �nitely presented such

that Y ≈ γ
2
Y ′. Then by Lemma 1, the conclusion will follow.

Consider a product P in X ′. By de�nition, there is a sequence of weighted
matrices in P such that the sum of their weights has a ratio smaller than η.
Thus, set P ′ the product P in which these weighted matrices are replaced by
(E, `). Then P ′ ∈ Y ′ and P 4ηa P ′. Hence X ′ 4 γ

2
Y ′.

Consider now a product P ′ in Y ′. By de�nition, there exists (M, `) in X
(recall ` is the smallest weight in X). Then set P the product P ′ in which all
the matrices (E, `) are replaced by (M, `). Then since there is a matrix in P ′

(and also in P ) of weight greater than k, the sum of the weights of the added
matrices is smaller than `(p + 1) 6 ηk by de�nition. Hence P ∈ X ′. Moreover,
P ′ 4ηa P .

Finally, Y ′ ≈ γ
2
X ′.



For all i, de�ne the set

Z ′i = (X ∪ (X ⊗ {(E, `)}) ∪ ({(E, `)} ⊗X) ∪ ({(E, `)} ⊗X ⊗ {(E, `)}))i .

We can rewrite the de�nition of Y ′:

Y ′ =

p−1⋃
i=0

Z ′i ⊗X1 ⊗ Z ′p−i−1 .

The sets X1, X, X ⊗ (E, `), (E, `) ⊗ X and (E, `) ⊗ X ⊗ (E, `) are �nitely
presented, and so X ∪ (X⊗{(E, `)})∪ ({(E, `)}⊗X)∪ ({(E, `)}⊗X⊗{(E, `)})
is also �nitely presented. Then by Lemma 12, for all i, there are computable
and �nitely presented sets Zi such that Zi ≈ γ

4
Z ′i. Besides there is a �nitely

presented set Yi such that Yi ≈ γ
4
Zi ⊗ X1 ⊗ Zp−i−1. Finally, Y =

⋃p−1
i=0 Yi is

�nitely presented and by Lemma 1, Y ′ ≈ γ
2
Y .

Remark that if a product is uniform (with ratio δ) then it is 2δa-equivalent
to the same product in which the �rst and the last matrices are replaced by E.
The weighted matrix obtained by doing such product is uniform. By restricting
all the sets constructed above, by considering only the products in which the
�rst and last matrices have a ratio smaller than η, the same construction gives
us a set Y that is equivalent to a set Z in which all the matrices are uniform. ut

Remark 1. We will explain what is the structure of a set of uniform matrices.
Suppose M is uniform and M̃ = E. Then, for two states i and j, we say that
i and j are connected if Ei,j = Ej,i = 0. First remark that this relation is
transitive since E is idempotent.

The main property we have is that if i and j (resp. i′ and j′) are connected
then Mi,i′ = Mj,j′ (since E ⊗M ⊗ E = M). Then two connected states play

exactly the same role. Then if M ′ is also a uniform matrix, (with M̃ ′ = E), we
have (M ⊗M ′)i,i =Mi,i +M ′i,i.

Finally, remark that for all positive integer k, kM 6Mk.

Lemma 19 (Lemma 7 in the abstract). For all η > 0, for all �nitely pre-

sented set X of uniform matrices such that X̃ = {E} for an idempotent matrix
E, there exists e�ectively Z �nitely presented such that:

〈X〉 ≈η Z .

Proof. Let η > 0, we can write:

X =
⋃

16i6p

{(Pi, pi)} ∪
⋃

16i6q

{(xQi, x) | x > qi} .

For 1 6 i 6 p, set Mi = 1
pi
Pi and for 1 6 i 6 q, Mp+i = Qi. Let a be the

greatest coe�cient of the matrices Mi and m = p+ q.
Let γ > 0 such that γ 6 η

2am2 .

Set r a positive integer such that r > 2n(a+1)
γ .



Lemma 11 gives an integer z′, such that for all k > z′, for all 0 6 λ1, . . . , λm 6
1 with

∑m
i=1 λi = 1, for all i 6 p, there are integers yi > pi and for all i 6 q,

yp+i > qi such that
∑m
j=1 yj = k and |yi − λik| 6 γk.

Let z > 2p1 · · · pprη−1z′.
Set Z = Z1 ∪ Z2 with:

Z1 = {(N1, t1)⊗ · · · ⊗ (Nk, tk) | ∀i, (Ni, ti) ∈ X, t1 + . . .+ tk < z}

and Z2 =
⋃

{(λ1,...,λm)|
λ1+...+λm=1

λ1,...,λm−1∈[0,1]∩γN}

{(x
(
1

r
(λ1M1 ⊗ · · · ⊗ λmMm)

r

)
, x) | x > z} .

The set Z is computable and �nitely presented.
First, let us show that Z 4η 〈X〉. We have Z1 ⊆ 〈X〉. Let

A = (k

(
1

r
(λ1M1 ⊗ · · · ⊗ λmMm)

r

)
, k) ∈ Z2 .

Let k′ be an integer such that p1 · · · pprk′ 6 k < p1 · · · ppr(k′ + 1). Since
k > z, we have k′ > z′. Then, for all i 6 p, there are integers yi > pi and for all
i 6 q, yp+i > qi such that

∑m
j=1 yj = k′ and |yi − λik′| 6 γk′.

Then:

k

(
1

r
(λ1M1 ⊗ · · · ⊗ λmMm)

r

)
=

(
kλ1
r
M1 ⊗ · · · ⊗

kλm
r

Mm

)r
6 (

p1 · · · ppry1 + p1 · · · pprγk′ + p1 · · · pprλ1
r

M1

⊗ · · ·⊗
p1 · · · pprym + p1 · · · pprγk′ + p1 · · · pprλm

r
Mm)r

6 (p1 · · · ppy1M1 ⊗ · · · ⊗ p1 · · · ppymMm)r

+ p1 · · · ppamrγk′ + p1 · · · ppr
6 (p1 · · · ppy1M1 ⊗ · · · ⊗ p1 · · · ppymMm)r

+ k
η

2
+ k

η

2
6 ((p1M1)

p2···ppy1 ⊗ · · · ⊗Mp1···ppym
m )r + kη .

Then A 4η (((p1M1)
p2···ppy1 ⊗ · · · ⊗Mp1···ppym

m )r, p1 · · · ppk′r) ∈ 〈X〉.
Now let us show that 〈X〉 4η Z. Let:

A = (`1Mi1 , `1)⊗ · · · ⊗ (`kMik , `k) ∈ 〈X〉.

Set ` =
∑k
i=1 `i, and λi =

∑
ij=i

`j

` . If ` < z then A ∈ Z1. Otherwise, there is
(λ′i)i=1,...,m such that for all i = 1, . . . ,m− 1, λ′i ∈ γN,

∑m
i=1 λ

′
i = 1 and for all

i = 1, . . . ,m, |λi − λ′i| 6 mγ.



Set B = (`
(
1
r (λ

′
1M1 ⊗ · · · ⊗ λ′mMm)

r)
, `). Then B ∈ Z2. Let us prove that

A 4η B.
First, `

(
1
r (λ1M1 ⊗ · · · ⊗ λmMm)

r) 6 `
(
1
r (λ

′
1M1 ⊗ · · · ⊗ λ′mMm)

r)
+m2γa`,

thus `
(
1
r (λ1M1 ⊗ · · · ⊗ λmMm)

r) 6 `
(
1
r (λ

′
1M1 ⊗ · · · ⊗ λ′mMm)

r)
+ η

2 `. Then
we only need to prove that:

`1Mi1 ⊗ · · · ⊗ `kMik 6 `

(
1

r
(λ1M1 ⊗ · · · ⊗ λmMm)

r

)
+
η

2
` .

Let α and β be two states. Let ξ be one of the states such that Eα,ξ = Eξ,β =
0, and (λ1M1 ⊗ · · · ⊗ λmMm)ξ,ξ is minimal. Let us call µ this quantity. Thanks
to Remark 1, µ = (λ1M1)ξ,ξ + . . .+ (λmMm)ξ,ξ.

A product of uniform matrices is uniform, (E⊗M ⊗M ′⊗E = E⊗E⊗M ⊗
E ⊗ E ⊗M ′ ⊗ E ⊗ E =M ⊗M ′) then:

(`1Mi1 ⊗ · · · ⊗ `kMik)α,β = (E ⊗ `1Mi1 ⊗ · · · ⊗ `kMik ⊗ E)α,β

6 Eα,ξ + (`1Mi1)ξ,ξ + . . .+ (`kMik)ξ,ξ + Eξ,β

6 `µ .

Finally, we show that `µ 6 `
(
1
r (λ1M1 ⊗ · · · ⊗ λmMm)

r)
+ η

2 `. For s large

enough (namely greater than n(a+1)
γ ), (s − n)µ 6 (λ1M1 ⊗ · · · ⊗ λmMm)

s
α,β 6

sµ. (It is due to the structure of a set of uniform matrices.) Then, `µ−`nµr−1 6
`
(
1
r (λ1M1 ⊗ · · · ⊗ λmMm)

r)
, that is why `µ 6 `

(
1
r (λ1M1 ⊗ · · · ⊗ λmMm)

r)
+

η
2 `. ut

Lemma 20 (Lemma 3 in the abstract). For all ε > 0, for all �nitely pre-

sented set X such that X̃ = {E} for an idempotent matrix E, there exists e�ec-
tively Z �nitely presented such that:

Z ≈ε 〈X〉 .

Proof. Let ε > 0, let η given by Lemma 18 applied to ε
4 .

By Lemma 17, there is p such that:

〈X〉 = 〈X〉p,η ⊗ 〈〈X〉up,η〉 ⊗ 〈X〉p,η .

By Lemma 18, there is T and V �nitely presented such that 〈X〉p,η ≈ ε
4
T

and 〈X〉up,η ≈ ε
4
V . Moreover, all the weighted matrices in V are uniform. Then

by Lemma 1,
〈X〉 ≈ ε

4
T ⊗ 〈V 〉 ⊗ T .

By Lemma 19, there is a �nitely presented set Y , such that 〈V 〉 ≈ ε
4
Y . Then

by Lemma 1,
〈X〉 ≈ ε

2
T ⊗ Y ⊗ T .

Finally, by Lemma 12, there is Z �nitely presented such that T⊗Y ⊗T ≈ ε
2
Z.

We conclude by Lemma 1 that 〈X〉 ≈ε Z. ut



C The reduction

Lemma 21 (Lemma 8 in the abstract). There are (n + 2, n + 2)-matrices
(Cp,q)p,q∈G over R+ and vectors Ig and Tg such that for all p1, q1, . . . , pk, qk ∈
Qg,

IC ⊗ Cp1,q1 ⊗ · · · ⊗ Cpk,qk ⊗ TC

=

{
∞ if p0 ∈ Ig, q0 = p1, . . . , qk−1 = pk and qk ∈ Tg,
0 otherwise.

This is implemented in matrix form as follows. For each p, q where p, q ∈ Qg,
set the matrix Cp,q that has indices in Qg ∪ {i,⊥}, to be such that:

(Cp,q)p′,q′ =



0 if p′ = i, p ∈ Ig and q′ = q,

0 if p′ = i, p 6∈ Ig and q′ = ⊥,
0 if p′ = p and q′ = q,

0 if p′ 6= i and p′ 6= p and q′ = ⊥,
∞ otherwise.

De�ne furthermore IC be the vector with all entries ∞ but i which if 0, and let
TC be the vector with all entries equal to ∞ but Tg (and i if there is an initial
and �nite state in g).


