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#### Abstract

Let $\left(X_{n}\right)_{n \in \mathbb{N}}$ be a Markov chain on a measurable space $\mathbb{X}$ with transition kernel $P$ and let $V: \mathbb{X} \rightarrow[1,+\infty)$. Under a weak drift condition, the size of generalized eigenfunctions of $P$ is estimated, where $P$ is here considered as a linear bounded operator on the weighted-supremum space $\mathcal{B}_{V}$ associated with $V$. Then combining this result and quasi-compactness arguments enables us to derive upper bounds for the geometric rate of convergence of $\left(X_{n}\right)_{n \in \mathbb{N}}$ to its invariant probability measure in operator norm on $\mathcal{B}_{V}$. Applications to discrete Markov random walks are presented.
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## 1 Introduction

Let $(\mathbb{X}, \mathcal{X})$ be a measurable space with a $\sigma$-field $\mathcal{X}$, and let $\left(X_{n}\right)_{n \geq 0}$ be a Markov chain with state space $\mathbb{X}$ and transition kernels $\{P(x, \cdot): x \in \mathbb{X}\}$. Let $V: \mathbb{X} \rightarrow[1,+\infty)$. Assume that $\left(X_{n}\right)_{n \geq 0}$ has an invariant probability measure $\pi$ such that $\pi(V):=\int_{\mathbb{X}} V(x) \pi(d x)<\infty$. This paper is based on the connection between spectral properties of the Markov kernel $P$ and the so-called $V$-geometric ergodicity [MT93] that is the following convergence property for some constants $c_{\rho}>0$ and $\rho \in(0,1)$ :

$$
\begin{equation*}
\sup _{|f| \leq V} \sup _{x \in \mathbb{X}} \frac{\left|\mathbb{E}\left[f\left(X_{n}\right) \mid X_{0}=x\right]-\pi(f)\right|}{V(x)} \leq c_{\rho} \rho^{n} . \tag{1}
\end{equation*}
$$

Let us introduce the weighted-supremum Banach space $\left(\mathcal{B}_{V},\|\cdot\|_{V}\right)$ composed of measurable functions $f: \mathbb{X} \rightarrow \mathbb{C}$ such that

$$
\|f\|_{V}:=\sup _{x \in \mathbb{X}} \frac{|f(x)|}{V(x)}<\infty .
$$

[^0]Then (1) reads as $\left\|P^{n} f-\pi(f) 1_{\mathbb{X}}\right\|_{V} \leq c_{\rho} \rho^{n}$ for any $f \in \mathcal{B}_{V}$ such that $\|f\|_{V} \leq 1$, and there is a great interest in obtaining upper bounds for the convergence rate $\rho_{V}(P)$ defined by

$$
\begin{equation*}
\rho_{V}(P):=\inf \left\{\rho \in(0,1), \sup _{\|f\|_{V} \leq 1}\left\|P^{n} f-\pi(f) 1_{\mathbb{X}}\right\|_{V}=O\left(\rho^{n}\right)\right\} \tag{2}
\end{equation*}
$$

For irreducible and aperiodic discrete Markov chains, criteria for the $V$-geometrical ergodicity are well-known from the literature using either the equivalence between geometric ergodicity and $V$-geometric ergodicity of $\mathbb{N}$-valued Markov chains [HS92, Prop. 2.4], or the strong drift condition. For instance, when $\mathbb{X}:=\mathbb{N}$ (with $V(n) \rightarrow+\infty$ as $n \rightarrow+\infty$ ), the strong drift condition is

$$
P V \leq \varrho V+b 1_{\left\{0,1, \ldots, n_{0}\right\}}
$$

for some $\varrho<1, b<\infty$ and $n_{0} \in \mathbb{N}$ (see [MT93]). Estimating $\rho_{V}(P)$ from the parameters $\varrho, b, n_{0}$ is a difficult issue. This often leads to unsatisfactory bounds, except for stochastically monotone $P$ (see [MT94, LT96, Bax05] and the references therein).

This work presents a new procedure to study the convergence rate $\rho_{V}(P)$ under the following weak drift condition

$$
\exists N \in \mathbb{N}^{*}, \exists d \in(0,+\infty), \exists \delta \in(0,1), \quad P^{N} V \leq \delta^{N} V+d 1_{\mathbb{X}}
$$

(WD)
The $V$-geometrical ergodicity clearly implies (WD). Conversely, such a condition with $N=1$ was introduced in [MT93, Lem. 15.2.8] as an alternative to the drift condition [MT93, (V4)] to obtain the $V$-geometrical ergodicity under suitable assumption on $V$. Note that, under Condition (WD), the following real number $\delta_{V}(P)$ is well defined:

$$
\delta_{V}(P):=\inf \left\{\delta \in[0,1): \exists N \in \mathbb{N}^{*}, \exists d \in(0,+\infty), P^{N} V \leq \delta^{N} V+d 1_{\mathbb{X}}\right\}
$$

Our procedure is based on quasi-compactness arguments and on the next statement (Theorem 1) which is the main result of the paper. Under Condition (WD), for any $\lambda \in \mathbb{C}$ such that $\delta \leq|\lambda| \leq 1$, and for any $p \in \mathbb{N}^{*}$, the following property holds with $\beta(\lambda):=\ln |\lambda| / \ln \delta$ :

$$
\begin{equation*}
f \in \mathcal{B}_{V} \cap \operatorname{Ker}(P-\lambda I)^{p} \Rightarrow \exists c \in(0,+\infty),|f| \leq c(\ln V)^{\frac{p(p-1)}{2}} V^{\beta(\lambda)} \tag{3}
\end{equation*}
$$

In particular, if $\lambda$ is an eigenvalue such that $|\lambda|=1$, then any associated eigen-function $f$ is bounded on $\mathbb{X}$. By contrast, if $|\lambda|$ is close to $\delta_{V}(P)$, then $|f| \leq c V^{\beta(\lambda)}$ with $\beta(\lambda)$ close to 1 .

When the Markov kernel $P$ has an invariant probability distribution, the connection between the $V$-geometric ergodicity and the quasi-compactness of $P$ is recalled in Subsection 2.1 (Proposition 1). Namely, $P$ is $V$-geometrically ergodic if and only if $P$ is a power-bounded quasi-compact operator on $\mathcal{B}_{V}$ for which $\lambda=1$ is a simple eigenvalue and the unique eigenvalue of modulus one. In this case, if $r_{e s s}(P)$ denotes the essential spectral radius of $P$ on $\mathcal{B}_{V}$ (see (7)) and if $\mathcal{V}$ denotes the set of eigenvalues $\lambda$ of $P$ such that $r_{\text {ess }}(P)<|\lambda|<1$, then the convergence rate $\rho_{V}(P)$ is given by:

$$
\begin{equation*}
\rho_{V}(P)=r_{\text {ess }}(P) \text { if } \mathcal{V}=\emptyset \quad \text { and } \quad \rho_{V}(P)=\max \{|\lambda|, \lambda \in \mathcal{V}\} \text { if } \mathcal{V} \neq \emptyset \tag{4}
\end{equation*}
$$

Property (4) is relevant to study the convergence rate $\rho_{V}(P)$ provided that, first an accurate bound of $r_{\text {ess }}(P)$ is known, second the above set $\mathcal{V}$ is available. Bounds of $r_{\text {ess }}(P)$
related to drift conditions can be found in [Wu04] and [HL12] under various assumptions (see Subsection 2.1). In view of our applications, let us just recall that $r_{e s s}(P)=\delta_{V}(P)$ in case $\mathbb{X}:=\mathbb{N}$ and $\lim _{n} V(n)=+\infty$. However, even if the state space is discrete, finding the above set $\mathcal{V}$ is difficult. Our main result (3) may be of great interest to solve this issue. In Section 3, this is illustrated in the case $\mathbb{X}:=\mathbb{N}$, in particular, for birth-and-death Markov kernel $P$ defined by $P(0,0):=a$ and $P(0,1):=1-a$ for some $a \in(0,1)$ and by

$$
\begin{equation*}
\forall n \geq 1, P(n, n-1):=p, \quad P(n, n):=r \in[0,1), \quad P(n, n+1):=q, \tag{5}
\end{equation*}
$$

where $p, q, r \in[0,1]$ are such that $p+r+q=1, p>q>0$. Setting $\widehat{\gamma}:=\sqrt{p / q}$ and assuming that $\sum_{n \geq 0} P(0, n)(\widehat{\gamma})^{n}<\infty$, the convergence rate $\rho_{V}(P)$ with respect to $V:=\left(\widehat{\gamma}^{n}\right)_{n \in \mathbb{N}}$ is computed in Subsection 3.2. When $r:=0$, such a result has been obtained for $a<p$ in [RT99] and [Bax05, Ex. 8.4] using Kendall's theorem, and for $a \geq p$ in [LT96] using the stochastic monotony of $P$. Our method gives a unified and simpler computation of $\rho_{V}(P)$ which moreover encompasses the case $r \neq 0$. Another example concerning a random walk on $\mathbb{X}:=\mathbb{N}$ with unbounded increments is investigated in Subsection 3.3.

## 2 Quasi-compactness on $\mathcal{B}_{V}$ and $V$-geometric ergodicity

We assume that $P$ satisfies (WD). Then $P$ continuously acts on $\mathcal{B}_{V}$, and iterating (WD) shows that $P$ is power-bounded on $\mathcal{B}_{V}$, namely $\sup _{n \geq 1}\left\|P^{n}\right\|_{V}<\infty$, where $\|\cdot\|_{V}$ also stands for the operator norm on $\mathcal{B}_{V}$. Thus we have $r(P):=\lim _{n}\left\|P^{n}\right\|_{V}^{1 / n}=1$ since $P$ is Markov.

### 2.1 From quasi-compactness on $\mathcal{B}_{V}$ to $V$-geometrical ergodicity

Let $I$ denote the identity operator on $\mathcal{B}_{V}$. Recall that $P$ is said to be quasi-compact on $\mathcal{B}_{V}$ if there exist $r_{0} \in(0,1)$ and $m \in \mathbb{N}^{*}, \lambda_{i} \in \mathbb{C}, p_{i} \in \mathbb{N}^{*}(i=1, \ldots, m)$ such that:

$$
\begin{equation*}
\mathcal{B}_{V}=\stackrel{m}{\oplus=1} \underset{i=1}{ } \operatorname{Ker}\left(P-\lambda_{i} I\right)^{p_{i}} \oplus H \tag{6a}
\end{equation*}
$$

where the $\lambda_{i}$ 's are such that

$$
\begin{equation*}
\left|\lambda_{i}\right| \geq r_{0} \quad \text { and } \quad 1 \leq \operatorname{dim} \operatorname{Ker}\left(P-\lambda_{i} I\right)^{p_{i}}<\infty, \tag{6b}
\end{equation*}
$$

and $H$ is a closed $P$-invariant subspace such that

$$
\begin{equation*}
\sup _{h \in H,\|h\|_{V} \leq 1}\left\|P^{n} h\right\|_{V}=O\left(r_{0}{ }^{n}\right) . \tag{6c}
\end{equation*}
$$

Concerning the essential spectral radius of $P$, denoted by $r_{\text {ess }}(P)$, here it is enough to have in mind that, if $P$ is quasi-compact on $\mathcal{B}_{V}$, then we have (see for instance [Hen93])

$$
\begin{equation*}
r_{\text {ess }}(P):=\inf \left\{r_{0} \in(0,1) \text { such that }(6 \mathrm{a})(6 \mathrm{~b})(6 \mathrm{c}) \text { hold }\right\} . \tag{7}
\end{equation*}
$$

As mentioned in Introduction, the essential spectral radius of Markov kernels acting on $\mathcal{B}_{V}$ is studied in [Wu04, HL12]. For instance, under Condition (WD), the following result is
proved in [HL12, Th. 1]: if $P^{\ell}$ is compact from $\mathcal{B}_{0}$ to $\mathcal{B}_{V}$ for some $\ell \geq 1$, where $\left(\mathcal{B}_{0},\|\cdot\|_{0}\right)$ is the Banach space composed of bounded measurable functions $f: \mathbb{X} \rightarrow \mathbb{C}$ equipped with the supremum norm $\|f\|_{0}:=\sup _{x \in \mathbb{X}}|f(x)|$, then $P$ is quasi-compact on $\mathcal{B}_{V}$ with

$$
r_{e s s}(P) \leq \delta_{V}(P) .
$$

Moreover, equality $r_{\text {ess }}(P)=\delta_{V}(P)$ holds in many situations, in particular in the discrete state case with $V(n) \rightarrow \infty$ (see Proposition 2).

Next we recall a result which makes explicit the relationship between the quasi-compactness of $P$ and the $V$-geometric ergodicity of the Markov chain $\left(X_{n}\right)_{n \in \mathbb{N}}$ with transition kernel $P$. Moreover, we provide an explicit formula for $\rho_{V}(P)$ in terms of the spectral elements of $P$. Note that for any $r_{0} \in\left(r_{\text {ess }}(P), 1\right)$, the set of all the eigenvalues of $\lambda$ of $P$ such that $r_{0} \leq|\lambda| \leq 1$ is finite (use (7)).

Proposition 1 Let $P$ be a transition kernel which has an invariant probability measure $\pi$ such that $\pi(V)<\infty$. The two following assertions are equivalent:
(a) $P$ is $V$-geometrically ergodic.
(b) $P$ is a power-bounded quasi-compact operator on $\mathcal{B}_{V}$, for which $\lambda=1$ is a simple eigenvalue (i.e. $\operatorname{Ker}(P-I)=\mathbb{C} \cdot 1_{\mathbb{X}}$ ) and the unique eigenvalue of modulus one.
Under any of these conditions, we have $\rho_{V}(P) \geq r_{\text {ess }}(P)$. In fact, for $r_{0} \in\left(r_{\text {ess }}(P), 1\right)$, denoting the set of all the eigenvalues $\lambda$ of $P$ such that $r_{0} \leq|\lambda|<1$ by $\mathcal{V}_{r_{0}}$, we have:

- either $\rho_{V}(P) \leq r_{0}$ when $\mathcal{V}_{r_{0}}=\emptyset$,
- or $\rho_{V}(P)=\max \left\{|\lambda|, \lambda \in \mathcal{V}_{r_{0}}\right\}$ when $\mathcal{V}_{r_{0}} \neq \emptyset$.

Moreover, if $\mathcal{V}_{r_{0}}=\emptyset$ for all $r_{0} \in\left(r_{\text {ess }}(P), 1\right)$, then $\rho_{V}(P)=r_{\text {ess }}(P)$.
The $V$-geometrical ergodicity of $P$ obviously implies that $P$ is quasi-compact on $\mathcal{B}_{V}$ with $\rho_{V}(P) \geq r_{\text {ess }}(P)$ (see e.g. [KM03]). This follows from (7) using $H:=\left\{f \in \mathcal{B}_{V}: \pi(f)=0\right\}$ in (6a)-(6c). The property that $P$ has a spectral gap on $\mathcal{B}_{V}$ in the recent paper [KM11] corresponds here to the quasi-compactness of $P$ (which is a classical terminology in spectral theory). The spectral gap in [KM11] corresponds to the value $1-\rho_{V}(P)$. Then, [KM11, Prop. 1.1]) is a reformulation, under $\psi$-irreducibility and aperiodicity assumptions, of the equivalence of properties (a) and (b) in Proposition 1 (see also [KM11, Lem. 2.1]). Details on the proof of Proposition 1 are provided in [GHL11]. For general quasi-compact Markov kernels on $\mathcal{B}_{V}$, the result [Wu04, Th. 4.6] also provides interesting additional material on peripheral eigen-elements.

### 2.2 Size of generalized eigenfunctions of $P$

Theorem 1 Assume that the weak drift condition (WD) holds true. If $\lambda \in \mathbb{C}$ is such that $\delta \leq|\lambda| \leq 1$, with $\delta$ given in (WD), and if $f \in \mathcal{B}_{V} \cap \operatorname{Ker}(P-\lambda I)^{p}$ for some $p \in \mathbb{N}^{*}$, then there exists $c \in(0,+\infty)$ such that

$$
|f| \leq c V^{\frac{\ln |\lambda|}{\ln \delta}}(\ln V)^{\frac{p(p-1)}{2}} .
$$

The proof of Theorem 1 is based on the following lemma.
Lemma 1 Let $\lambda \in \mathbb{C}$ be such that $\delta \leq|\lambda| \leq 1$. Then

$$
\begin{equation*}
\forall f \in \mathcal{B}_{V}, \exists c \in(0,+\infty), \quad \forall x \in \mathbb{X}, \quad|\lambda|^{-n(x)}\left|\left(P^{n(x)} f\right)(x)\right| \leq c V(x)^{\frac{\ln |\lambda|}{\ln \delta}} \tag{8}
\end{equation*}
$$

with, for any $x \in \mathbb{X}, n(x):=\left\lfloor\frac{-\ln V(x)}{\ln \delta}\right\rfloor$, where $\lfloor\cdot\rfloor$ denotes the integer part function.
Proof. First note that the iteration of (WD) gives

$$
\begin{equation*}
\forall k \geq 1, \quad P^{k N} V \leq \delta^{k N} V+d\left(\sum_{j=0}^{k-1} \delta^{j N}\right) 1_{\mathbb{X}} \leq \delta^{k N} V+\frac{d}{1-\delta^{N}} 1_{\mathbb{X}} \tag{9}
\end{equation*}
$$

Let $g \in \mathcal{B}_{V}$ and $x \in \mathbb{X}$. Using (9), the positivity of $P$ and $|g| \leq\|g\|_{V} V$, we obtain with $b:=d /\left(1-\delta^{N}\right)$ :

$$
\begin{equation*}
\forall k \geq 1, \quad\left|\left(P^{k N} g\right)(x)\right| \leq\left(P^{k N}|g|\right)(x) \leq\|g\|_{V}\left(P^{k N} V\right)(x) \leq\|g\|_{V}\left(\delta^{k N} V(x)+b\right) \tag{10}
\end{equation*}
$$

The previous inequality is also fulfilled with $k=0$. Next, let $f \in \mathcal{B}_{V}$ and $n \in \mathbb{N}$. Writing $n=k N+r$, with $k \in \mathbb{N}$ and $r \in\{0,1, \ldots, N-1\}$, and applying (10) to $g:=P^{r} f$, we obtain with $\xi:=\max _{0 \leq \ell \leq N-1}\left\|P^{\ell} f\right\|_{V}$ (use $P^{n} f=P^{k N}\left(P^{r} f\right)$ ):

$$
\begin{equation*}
\left|\left(P^{n} f\right)(x)\right| \leq \xi\left[\delta^{k N} V(x)+b\right] \leq \xi\left[\delta^{-r}\left(\delta^{n} V(x)+b\right)\right] \leq \xi \delta^{-N}\left(\delta^{n} V(x)+b\right) \tag{11}
\end{equation*}
$$

Using the inequality

$$
-\frac{\ln V(x)}{\ln \delta}-1 \leq n(x) \leq-\frac{\ln V(x)}{\ln \delta}
$$

and the fact that $\ln \delta \leq \ln |\lambda| \leq 0$, Inequality (11) with $n:=n(x)$ gives:

$$
\begin{aligned}
|\lambda|^{-n(x)}\left|\left(P^{n(x)} f\right)(x)\right| \leq & \xi \delta^{-N}\left(\left(\delta|\lambda|^{-1}\right)^{n(x)} V(x)+b|\lambda|^{-n(x)}\right) \\
& =\xi \delta^{-N}\left(e^{n(x)(\ln \delta-\ln |\lambda|)} e^{\ln V(x)}+b e^{-n(x) \ln |\lambda|}\right) \\
\leq & \xi \delta^{-N}\left(e^{\left(\frac{\ln V(x)}{\ln \delta}+1\right)(\ln |\lambda|-\ln \delta)} e^{\ln V(x)}+b e^{\frac{\ln V(x)}{\ln \delta} \ln |\lambda|}\right) \\
& =\xi \delta^{-N}\left(e^{\frac{\ln |\lambda|}{\ln \delta} \ln V(x)} e^{\ln |\lambda|-\ln \delta}+b V(x)^{\ln |\lambda|}\right) \\
& =\xi \delta^{-N}\left(e^{\ln |\lambda|-\ln \delta}+b\right) V(x)^{\frac{\ln |\lambda|}{\ln \delta}} .
\end{aligned}
$$

This gives Inequality (8) with $c:=\xi \delta^{-N}\left(e^{\ln |\lambda|-\ln \delta}+b\right)$.
Proof of Theorem 1. If $f \in \mathcal{B}_{V} \cap \operatorname{Ker}(P-\lambda I)$, then $|\lambda|^{-n(x)}\left|\left(P^{n(x)} f\right)(x)\right|=|f(x)|$, so that (8) gives the expected conclusion when $p=1$. Next, let us proceed by induction. Assume that the conclusion of Theorem 1 holds for some $p \geq 1$. Let $f \in \mathcal{B}_{V} \cap \operatorname{Ker}(P-\lambda I)^{p+1}$. We can write

$$
\begin{equation*}
P^{n} f=(P-\lambda I+\lambda I)^{n} f=\lambda^{n} f+\sum_{k=1}^{\min (n, p)}\binom{n}{k} \lambda^{n-k}(P-\lambda I)^{k} f . \tag{12}
\end{equation*}
$$

For $k \in\{1, \ldots, p\}$, we have $f_{k}:=(P-\lambda I)^{k} f \in \operatorname{Ker}(P-\lambda I)^{p+1-k} \subset \operatorname{Ker}(P-\lambda I)^{p}$, thus we have from the induction hypothesis :

$$
\begin{equation*}
\exists c^{\prime} \in(0,+\infty), \forall k \in\{1, \ldots, p\}, \forall x \in \mathbb{X}, \quad\left|f_{k}(x)\right| \leq c^{\prime} V(x)^{\frac{\ln |\lambda|}{\ln \delta}}(\ln V(x))^{\frac{p(p-1)}{2}} \tag{13}
\end{equation*}
$$

Now, we obtain from (12) (with $n:=n(x)),(13)$ and Lemma 1 that for all $x \in \mathbb{X}$ :

$$
\begin{aligned}
|f(x)| & \leq|\lambda|^{-n(x)}\left|\left(P^{n(x)} f\right)(x)\right|+c^{\prime} V(x)^{\frac{\ln |\lambda|}{\ln \delta}}(\ln V(x))^{\frac{p(p-1)}{2}}|\lambda|^{-\min (n, p)} \sum_{k=1}^{\min (n, p)}\binom{n(x)}{k} \\
& \leq c V(x)^{\frac{\ln |\lambda|}{\ln \delta}}+c_{1} V(x)^{\frac{\ln |\lambda|}{\ln \delta}}(\ln V(x))^{\frac{p(p-1)}{2}} n(x)^{p} \\
& \leq c_{2} V(x)^{\frac{\ln |\lambda|}{\ln \delta}}(\ln V(x))^{\frac{p(p-1)}{2}+p}
\end{aligned}
$$

with some constants $c_{1}, c_{2} \in(0,+\infty)$ independent of $x$. This gives the expected result.

## 3 Applications to discrete Markov chains

In this section, the state space $\mathbb{X}$ is discrete. For the sake of simplicity, we assume that $\mathbb{X}:=\mathbb{N}$ throughout the section. Let $P=(P(i, j))_{i, j \in \mathbb{N}^{2}}$ be a Markov kernel on $\mathbb{N}$. The function $V: \mathbb{N} \rightarrow[1,+\infty)$ is assumed to satisfy

$$
\lim _{n} V(n)=+\infty \quad \text { and } \quad \sup _{n \in \mathbb{N}} \frac{(P V)(n)}{V(n)}<\infty
$$

The first focus is on the estimation of $r_{\text {ess }}(P)$ from Condition (WD).
Proposition 2 The two following conditions are equivalent:
(a) Condition (WD) holds with $V$;
(b) $L:=\inf _{N \geq 1}\left(\ell_{N}\right)^{\frac{1}{N}}<1$ where $\ell_{N}:=\lim \sup _{n \rightarrow+\infty}\left(P^{N} V\right)(n) / V(n)$.

In this case, $P$ is power-bounded and quasi-compact on $\mathcal{B}_{V}$ with $r_{\text {ess }}(P)=\delta_{V}(P)=L$.
The proof of the the equivalence $(a) \Leftrightarrow(b)$, as well as the equality $\delta_{V}(P)=L$, is straightforward (see [GHL11, Cor. 4]). That $P$ is quasi-compact on $\mathcal{B}_{V}$ under (WD) in the discrete case, with $r_{\text {ess }}(P) \leq \delta_{V}(P)$, can be derived from [Wu04] or [HL12, Th. 1] (see Subsection 2.1 and use the fact that the injection from $\mathcal{B}_{0}$ to $\mathcal{B}_{V}$ is compact when $\mathbb{X}:=\mathbb{N}$ ). Equality $r_{\text {ess }}(P)=\delta_{V}(P)$ can be proved by combining the results [Wu04, HL12] (see [GHL11, Cor. 1] for details).

In the next subsections, Proposition 2 is applied to random walks (RW) on $\mathbb{N}$ with the following special sequence $V_{\gamma}:=\left(\gamma^{n}\right)_{n \in \mathbb{N}}$ for some $\gamma \in(1,+\infty)$. The associated weightedsupremum space $\mathcal{B}_{\gamma} \equiv \mathcal{B}_{V_{\gamma}}$ is defined by:

$$
\begin{equation*}
\mathcal{B}_{\gamma}:=\left\{(f(n))_{n \in \mathbb{N}} \in \mathbb{C}^{\mathbb{N}}: \sup _{n \in \mathbb{N}} \gamma^{-n}|f(n)|<\infty\right\} . \tag{14}
\end{equation*}
$$

### 3.1 Quasi-compactness of RW with bounded state-dependent increments

Let us fix $b \in \mathbb{N}^{*}$, and assume that the kernel $P$ satisfies the following conditions:

$$
\begin{gather*}
\forall i \in\{0, \ldots, b-1\}, \quad \sum_{j \geq 0} P(i, j)=1 ; \\
\forall i \geq b, \forall j \in \mathbb{N}, \quad P(i, j)= \begin{cases}0 & \text { if }|i-j|>b \\
a_{j-i}(i) & \text { if }|i-j| \leq b\end{cases} \tag{15}
\end{gather*}
$$

where $\left(a_{-b}(i), \ldots, a_{b}(i)\right) \in[0,1]^{2 b+1}$ satisfies $\sum_{k=-b}^{b} a_{k}(i)=1$ for all $i \geq b$. This kind of kernels arises, for instance, from time-discretization of Markovian queueing models.

Set $\phi_{n}(\gamma):=\sum_{k=-b}^{b} a_{k}(n) \gamma^{k}$. We have $\left(P V_{\gamma}\right)(n)=\phi_{n}(\gamma) V_{\gamma}(n)$ for each $n \geq b$. Then the next statement follows from Proposition 2 using (16)-(17).

Proposition 3 Assume that, for every $k \in \mathbb{Z}$ such that $|k| \leq b$, $\lim _{n} a_{k}(n)=a_{k} \in[0,1]$, and that $\gamma \in(1,+\infty)$ is such that

$$
\begin{gather*}
\phi(\gamma):=\sum_{k=-b}^{b} a_{k} \gamma^{k}<1  \tag{16}\\
\forall i \in\{0, \ldots, b-1\}, \quad \sum_{j \geq 0} P(i, j) \gamma^{j}<\infty . \tag{17}
\end{gather*}
$$

Then $P$ is power-bounded and quasi-compact on $\mathcal{B}_{\gamma}$ with $r_{\text {ess }}(P) \leq \phi(\gamma)$.

Example 1 (State-dependent birth-and-death Markov chains) When $b:=1$ in (15), we obtain the standard class of state-dependent birth-and-death Markov chains:

$$
\forall n \geq 1, P(n, n-1):=p_{n}, \quad P(n, n):=r_{n}, \quad P(n, n+1):=q_{n},
$$

where $\left(p_{n}, r_{n}, q_{n}\right) \in[0,1]^{2}$ and $p_{n}+r_{n}+q_{n}=1$. Assume that the following limits exist:

$$
\lim _{n} p_{n}:=p \in(0,1], \quad \lim _{n} r_{n}:=r \in[0,1), \quad \lim _{n} q_{n}:=q .
$$

If $\gamma \in(1,+\infty)$ is such that $\phi(\gamma):=p / \gamma+r+q \gamma<1$ and $\sum_{n \geq 0} P(0, n) \gamma^{n}<\infty$, then it follows from Proposition 3 that $r_{\text {ess }}(P) \leq p / \gamma+r+q \gamma$. The conditions $\gamma>1$ and $p / \gamma+r+q \gamma<1$ are equivalent to the following ones (use $r=1-p-q$ for ( $i$ )):

$$
\text { (i) either } p>q>0 \text { and } 1<\gamma<p / q \text {; (ii) or } q=0 \text { and } \gamma>1 \text {. }
$$

(i) When $p>q>0$ and $1<\gamma<p / q$ : if $\sum_{n \geq 0} P(0, n) \gamma^{n}<\infty$, then $P$ is power-bounded and quasi-compact on $\mathcal{B}_{\gamma}$ with $r_{\text {ess }}(P) \leq \phi(\gamma)$. Set $\widehat{\gamma}:=\sqrt{p / q}$. Then

$$
\begin{equation*}
\min _{\gamma>1} \phi(\gamma)=\phi(\widehat{\gamma})=r+2 \sqrt{p q} \in\left(r^{2}, 1\right) . \tag{18}
\end{equation*}
$$

Consequently, if $\sum_{n \geq 0} P(0, n)(\widehat{\gamma})^{n}<\infty$, then the previous conclusions holds for $\gamma:=\widehat{\gamma}$, with essential spectral radius on $\mathcal{B}_{\widehat{\gamma}}$ satisfying $r_{\text {ess }}(P) \leq r+2 \sqrt{p q}$.
(ii) When $q:=0$ and $\gamma>1$ : if $\sum_{n \geq 0} P(0, n) \gamma^{n}<\infty$, then $r_{e s s}(P) \leq \phi(\gamma)=p / \gamma+r$.

Remark 1 (Random walks with i.d. bounded increments) Consider the case when the increments $a_{k}(n)$ do not depend on the state $n$, that is when the kernel $P$ is

$$
\forall i \in\{0, \ldots, b-1\}, \quad \sum_{j \geq 0} P(i, j)=1 ; \quad \forall i \geq b, \forall j \in \mathbb{N}, \quad P(i, j)=\left\{\begin{array}{lll}
a_{j-i} & \text { if }|i-j| \leq b \\
0 & \text { if } & |i-j|>b
\end{array}\right.
$$

where $\left(a_{-b}, \ldots, a_{b}\right) \in[0,1]^{2 b+1}$ and $\sum_{k=-b}^{b} a_{k}=1$. Obviously the statements of Example 1 apply but some additional facts can be deduced for such Markov chains. First note that

$$
\begin{equation*}
\forall \gamma \in(1,+\infty), \forall N \geq 1, \forall n \geq N b, \quad\left(P^{N} V_{\gamma}\right)(n)=\phi(\gamma)^{N} V_{\gamma}(n) . \tag{19}
\end{equation*}
$$

Consequently, under the assumptions (17) and $\phi(\gamma)<1$ where $\phi(\cdot)$ is given by (16), we obtain from Proposition 2 that Condition (WD) is fulfilled with $V_{\gamma}$ and

$$
\begin{equation*}
r_{e s s}(P)=\delta_{V_{\gamma}}(P)=\phi(\gamma) \tag{20}
\end{equation*}
$$

For the birth-and-death Markov chains, that is when $b:=1$, the convergence rate is computed in the next subsection using (20) and Theorem 1.

### 3.2 Study of the convergence rate for the birth-and-death Markov chains

Let $p, q, r \in[0,1]$ be such that $p+r+q=1, p>q>0$, and let $P$ be defined by

$$
\begin{align*}
& \forall n \geq 1, \quad P(n, n-1):=p, \quad P(n, n):=r \in[0,1), \quad P(n, n+1):=q, \\
& P(0,0) \in(0,1), \quad \sum_{n \geq 0} P(0, n)(\widehat{\gamma})^{n}<\infty \text { where } \widehat{\gamma}:=\sqrt{\frac{p}{q}} \in(1,+\infty) . \tag{21}
\end{align*}
$$

Let $V_{\widehat{\gamma}}:=\left(\widehat{\gamma}^{n}\right)_{n \in \mathbb{N}}$ and its associated weighted-supremum space $\mathcal{B}_{\widehat{\gamma}}:=\mathcal{B}_{V_{\widehat{\gamma}}}$. It is well known that $P$ is $V_{\widehat{\gamma}}$-geometrically ergodic. Here we compute the convergence rate $\rho_{V_{\widehat{\gamma}}}(P)$ (see Proposition 4). First note that (18) (20) give

$$
r_{e s s}(P)=\delta_{V_{\widehat{\gamma}}}(P)=r+2 \sqrt{p q} .
$$

Second Theorem 1 allows us to prove the following.
Lemma 2 Assume that Conditions (21) hold true. If $f$ is a nontrivial eigenvector in $\mathcal{B}_{\widehat{\gamma}}$ associated with a complex eigenvalue $\lambda$ of $P$ such that $r+2 \sqrt{p q}<|\lambda| \leq 1$ then

$$
\begin{equation*}
\exists \alpha_{1} \in \mathbb{C} \backslash\{0\}, \forall n \geq 0, f(n)=\alpha_{1} z_{\lambda}{ }^{n} \tag{22}
\end{equation*}
$$

with $z_{\lambda}$ satisfying the following conditions:

$$
\begin{gather*}
\left|z_{\lambda}\right|<\hat{\gamma},  \tag{23a}\\
q z_{\lambda}^{2}+(r-\lambda) z_{\lambda}+p=0,  \tag{23b}\\
\sum_{n \geq 0} P(0, n) z_{\lambda}^{n}=\lambda . \tag{23c}
\end{gather*}
$$

Proof. Let $\lambda \in \mathbb{C}$, be such $r+2 \sqrt{p q}<|\lambda| \leq 1$ and $f \in \mathcal{B}_{\hat{\gamma}}, f \neq 0$ satisfying $P f=\lambda f$, that is

$$
\begin{equation*}
\forall n \geq 1, \quad \lambda f(n)=p f(n-1)+r f(n)+q f(n+1) \tag{24}
\end{equation*}
$$

Let us denote by $z_{\lambda}, z_{\lambda}^{\prime}$ the two complex solutions of the characteristic equation

$$
q z^{2}+(r-\lambda) z+p=0
$$

Observe that $z_{\lambda} z_{\lambda}^{\prime}=p / q=\widehat{\gamma}^{2}$. Recall that the solutions of (24) are of the form, either $f(n)=\alpha_{1} z_{\lambda}^{n}+\alpha_{2} z_{\lambda}^{n}$ if $z_{\lambda} \neq z_{\lambda}^{\prime}$, or $f(n)=\alpha_{1} z_{\lambda}^{n}+\alpha_{2} n z_{\lambda}^{n}$ if $z_{\lambda}=z_{\lambda}^{\prime}$, with $\alpha_{1}, \alpha_{2} \in \mathbb{C}$. We have $\left|z_{\lambda}\right| \neq\left|z_{\lambda}^{\prime}\right|$. Indeed, Theorem 1 applied with $p:=1$ and $\delta:=r+2 \sqrt{p q}$ implies that $|f| \leq c V_{\widehat{\gamma}}{ }^{\tau}$ with $\tau:=\ln |\lambda| / \ln \delta \in(0,1)$ and some constant $c$. Consequently we have $\left|\alpha_{1} z_{\lambda}^{n}+\alpha_{2} z_{\lambda}^{\prime n}\right| \leq c \widehat{\gamma}^{\tau n}$ in case $z_{\lambda} \neq z_{\lambda}^{\prime}$, and $\left|\alpha_{1} z_{\lambda}{ }^{n}+\alpha_{2} n z_{\lambda}{ }^{n}\right| \leq c \widehat{\gamma}^{\tau n}$ in case $z_{\lambda}=z_{\lambda}^{\prime}$. If $\left|z_{\lambda}\right|=\left|z_{\lambda}^{\prime}\right|$, then we would have $\left|z_{\lambda}\right|=\left|z_{\lambda}^{\prime}\right|=\widehat{\gamma}$, but the two previous inequalities then easily imply that $\alpha_{1}=\alpha_{2}=0$, that is $f=0$.

From $\left|z_{\lambda}\right| \neq\left|z_{\lambda}^{\prime}\right|$, we can suppose that (for instance) $\left|z_{\lambda}\right|<\widehat{\gamma}$ and $\left|z_{\lambda}^{\prime}\right|>\widehat{\gamma}$. Since $f$, $\left(z_{\lambda}{ }^{n}\right)_{n \in \mathbb{N}}$ are in $\mathcal{B}_{\hat{\gamma}}$ and $\left(z_{\lambda}^{\prime \prime}\right)_{n}$ is not in $\mathcal{B}_{\hat{\gamma}}$, we obtain: $\forall n \geq 0, f(n)=\alpha_{1} z_{\lambda}{ }^{n}$. Since $f \neq 0$ (i.e. $\alpha_{1} \neq 0$ ), the equation $(P f)(0)=\lambda f(0)$ implies that $z_{\lambda}$ must satisfy (23c).

Proposition 4 In addition to Conditions (21), the boundary transition probabilities are assumed to satisfy, for some $a \in(0,1)$ :

$$
P(0,0):=a, \quad P(0,1):=1-a .
$$

Then $P$ is $V_{\widehat{\gamma}}$-geometrically ergodic. Furthermore, defining $a_{0}:=1-q-\sqrt{p q}$, the convergence rate $\rho_{V_{\widehat{\gamma}}}(P)$ of $P$ is given by:

- when $a \in\left[a_{0}, 1\right)$ :

$$
\begin{equation*}
\rho_{V_{\widehat{\gamma}}}(P)=r+2 \sqrt{p q} ; \tag{25}
\end{equation*}
$$

- when $a \in\left(0, a_{0}\right]$ :
(a) in case $2 p \leq(1-q+\sqrt{p q})^{2}$ :

$$
\begin{equation*}
\rho_{V_{\widehat{\gamma}}}(P)=r+2 \sqrt{p q} ; \tag{26}
\end{equation*}
$$

(b) in case $2 p>(1-q+\sqrt{p q})^{2}$, setting $a_{1}:=p-\sqrt{p q}-\sqrt{r(r+2 \sqrt{p q})}$ :

$$
\begin{array}{ll}
\rho_{V_{\widehat{\gamma}}}(P)=\left|a+\frac{p(1-a)}{a-1+q}\right| & \text { when } a \in\left(0, a_{1}\right] \\
\rho_{V_{\widehat{\gamma}}}(P)=r+2 \sqrt{p q} & \text { when } a \in\left[a_{1}, a_{0}\right) . \tag{27b}
\end{array}
$$

When $r:=0$, such results have been obtained in [RT99, Bax05, LT96] by using various methods involving conditions on $a$ (see the end of Introduction). Let us specify the above formulas in case $r:=0$. We have $a_{0}=a_{1}=p-\sqrt{p q}=(p-q) /(1+\sqrt{q / p})$, and it can be
easily checked that $2 p>(1-q+\sqrt{p q})^{2}$. The properties (25) (27a) (27b) then rewrite as: $\rho_{V \bar{\gamma}}(P)=\left(p q+(a-p)^{2}\right) /|a-p|$ when $a \in\left(0, a_{0}\right]$, and $\rho_{V \widehat{\gamma}}(P)=2 \sqrt{p q}$ when $a \in\left(a_{0}, 1\right)$.

Proof of Proposition 4. By elimination, given some $\lambda \in \mathbb{C}$, a necessary and sufficient condition for the two following equations

$$
\begin{gather*}
q z^{2}+(r-\lambda) z+p=0,  \tag{28a}\\
a+(1-a) z=\lambda . \tag{28b}
\end{gather*}
$$

to have a common solution $z \in \mathbb{C}$ is that

$$
\begin{equation*}
(1-\lambda)[(\lambda-a)(1-a-q)+p(1-a)] . \tag{29}
\end{equation*}
$$

Assume that $a \neq 1-q$. Then $\lambda=1$ is a solution of (29) and the other solution of (29), say $\lambda(a)$, and the associated complex number in (28b), say $z(a)$, are given by:

$$
\begin{equation*}
\lambda(a):=a+\frac{p(1-a)}{a-1+q} \in \mathbb{R} \quad \text { and } \quad z(a):=\frac{p}{a+q-1} \in \mathbb{R} . \tag{30}
\end{equation*}
$$

Now, let $\lambda \in \mathbb{C}$ be such that $r+2 \sqrt{p q}<|\lambda|<1$, and assume that there exists $f \in \mathcal{B}_{\widehat{\gamma}}$, $f \neq 0$, such that $P f=\lambda f$. Then Lemma 2 gives $f:=\left(z_{\lambda}{ }^{n}\right)_{n \geq 0}$ (up to a multiplicative constant), with $z_{\lambda} \in \mathbb{C}$ satisfying $\left|z_{\lambda}\right|<\widehat{\gamma}$ and Equations (28a)-(28b). Thus we have $\lambda=\lambda(a)$ and $z_{\lambda}=z(a)$, with $\lambda(a)$ and $z(a)$ given by (30). Conversely, we have $P f_{a}=\lambda(a) f_{a}$ with $f_{a}=\left(z(a)^{n}\right)_{n \geq 0}$ since, by definition, $z(a)$ satisfies the equations (28a)-(28b) associated with $\lambda=\lambda(a)$. Now we must find the values $a \in(0,1)$ for which we have $r+2 \sqrt{p q}<|\lambda(a)|<1$ and $|z(a)| \leq \widehat{\gamma}$. This is the relevant question since Proposition 1 gives the following properties:
(i) if $r+2 \sqrt{p q}<|\lambda(a)|<1$ and $|z(a)|<\widehat{\gamma}$, then we have $\rho_{V_{\widehat{\gamma}}}(P)=|\lambda(a)|$ since $\lambda(a)$ is the only eigenvalue $\lambda$ of $P$ on $\mathcal{B}_{\widehat{\gamma}}$ such that $r+2 \sqrt{p q}<|\lambda|<1$ (apply Proposition 1 with any $r_{0}$ such that $\left.r+2 \sqrt{p q}<r_{0}<|\lambda(a)|\right)$,
(ii) if $\lambda(a)$ or $z(a)$ do not satisfy the previous conditions, then we have $\rho_{V \widehat{\gamma}}(P)=r+$ $2 \sqrt{p q}$ since there is no eigenvalue $\lambda$ of $P$ on $\mathcal{B}_{\widehat{\gamma}}$ such that $r+2 \sqrt{p q}<|\lambda|<1$ (apply Proposition 1 with any $r_{0}$ such that $r+2 \sqrt{p q}<r_{0}<1$ ).

Observe that

$$
\begin{equation*}
|z(a)| \leq \widehat{\gamma} \Leftrightarrow|a-1+q| \geq \sqrt{p q} . \tag{31}
\end{equation*}
$$

Hence, if $a \in\left(a_{0}, 1\right)$ (recall that $a_{0}:=1-q-\sqrt{p q}$ ), then $|z(a)|>\widehat{\gamma}$. Then (ii) gives (25).
Now let $a \in\left(0, a_{0}\right]$. Then $|z(a)| \leq \widehat{\gamma}$. Let us study $\lambda(a)$. We have $\lambda^{\prime}(a)=1-p q /(a-1+q)^{2}$, so that $a \mapsto \lambda(a)$ is increasing on $\left(-\infty, a_{0}\right]$ from $-\infty$ to $\lambda\left(a_{0}\right)=r-2 \sqrt{p q}$. Thus

$$
\forall a \in\left(0, a_{0}\right], \quad \lambda(a) \leq r-2 \sqrt{p q}<r+2 \sqrt{p q} .
$$

and the equation $\lambda(a)=-(r+2 \sqrt{p q})$ has a unique solution $a_{1} \in\left(-\infty, a_{0}\right)$. Note that $a_{1}<a_{0}$ and $\lambda\left(a_{1}\right)=-(r+2 \sqrt{p q})$, that $\lambda(0)=p /(q-1) \in[-1,0)$ and finally that

$$
\lambda(0)-\lambda\left(a_{1}\right)=p /(q-1)+r+2 \sqrt{p q}=\frac{(q-\sqrt{p q}-1)^{2}-2 p}{1-q} .
$$

When $2 p \leq(1-q+\sqrt{p q})^{2}$, (26) follows from (ii). Indeed $|\lambda(a)|<r+2 \sqrt{p q}$ since

$$
\forall a \in\left(0, a_{0}\right], \quad-(r+2 \sqrt{p q})=\lambda\left(a_{1}\right) \leq \lambda(0)<\lambda(a)<r+2 \sqrt{p q} .
$$

When $2 p>(1-q+\sqrt{p q})^{2}$, we have $a_{1} \in\left(0, a_{0}\right]$ and:

- if $a \in\left(0, a_{1}\right)$, then (27a) follows from (i). Indeed $r+2 \sqrt{p q}<|\lambda(a)|<1$ since

$$
\forall a \in\left(0, a_{1}\right], \quad-1 \leq \lambda(0)<\lambda(a)<\lambda\left(a_{1}\right)=-(r+2 \sqrt{p q}) ;
$$

- if $a \in\left[a_{1}, a_{0}\right]$, then (27b) follows (ii). Indeed $|\lambda(a)|<r+2 \sqrt{p q}$ since

$$
-(r+2 \sqrt{p q})=\lambda\left(a_{1}\right) \leq \lambda(a)<r+2 \sqrt{p q} .
$$

It remains to study the special case $a=1-q$. Then $\lambda=1$ is the only solution of (29). Again let $\lambda \in \mathbb{C}$ be such that $r+2 \sqrt{p q}<|\lambda|<1$, and let $f \in \mathcal{B}_{\hat{\gamma}}, f \neq 0$, such that $P f=\lambda f$. Then Lemma 2 gives $f:=\left(z_{\lambda}{ }^{n}\right)_{n \geq 0}$, with $z_{\lambda} \in \mathbb{C}$ satisfying Equations (28a)-(28b), thus Equation (29). Consequently there is no eigenvalue of $P$ such that $r+2 \sqrt{p q}<|\lambda|<1$. Proposition 1 applied with any $r_{0} \in(r+2 \sqrt{p q}, 1)$ then gives $\rho_{V_{\widehat{\gamma}}}(P)=r+2 \sqrt{p q}$.

### 3.3 Convergence rate for a RW with unbounded increments

Proposition 2 and Theorem 1 may be also useful to estimate the convergence rate for RW on $\mathbb{X}:=\mathbb{N}$ with unbounded increments. For instance, let $P$ be defined by [MS95]

$$
\forall n \geq 1, P(0, n):=q_{n}, \quad \forall n \geq 1, P(n, 0):=p, P(n, n+1):=q=1-p
$$

with $p \in(0,1)$ and $q_{n} \in[0,1]$ such that $\sum_{n \geq 1} q_{n}=1$.
Proposition 5 Assume that $\gamma \in(1,1 / q)$ is such that $\sum_{n \geq 1} q_{n} \gamma^{n}<\infty$. Then $r_{e s s}(P) \leq q \gamma$. Moreover $P$ is $V_{\gamma}$-geometrically ergodic with convergence rate $\rho_{V_{\gamma}}(P) \leq \max (q \gamma, p)$.

Proof. We have: $\forall n \geq 1,\left(P V_{\gamma}\right)(n)=q \gamma^{n+1}+p$. Thus, if $\gamma \in(1,1 / q)$ and $\sum_{n \geq 1} q_{n} \gamma^{n}<\infty$, then Condition (WD) holds with $V_{\gamma}$, and we have $\delta_{V_{\gamma}}(P) \leq q \gamma$. Therefore it follows from Proposition 2 that $r_{\text {ess }}(P) \leq q \gamma$. Now Proposition 1 is applied with any $r_{0}>\max (q \gamma, p)$. Let $\lambda \in \mathbb{C}$ be such that $\max (q \gamma, p)<|\lambda| \leq 1$, and let $f \in \mathcal{B}_{\gamma}, f \neq 0$, be such that $P f=\lambda f$. We obtain $f(n)=(\lambda / q) f(n-1)-p f(0) / q$ for any $n \geq 2$, so that

$$
\forall n \geq 2, \quad f(n)=\left(\frac{\lambda}{q}\right)^{n-1}\left(f(1)-\frac{p f(0)}{\lambda-q}\right)+\frac{p f(0)}{\lambda-q} .
$$

Since $f \in \mathcal{B}_{\gamma}$ and $|\lambda| / q>\gamma$, we obtain $f(1)=p f(0) /(\lambda-q)$, and consequently: $\forall n \geq$ $1, f(n)=p f(0) /(\lambda-q)$. Next the equality $\lambda f(0)=(P f)(0)=\sum_{n \geq 1} q_{n} f(n)$ gives: $\lambda f(0)=$ $p f(0) /(\lambda-q)$ since $\sum_{n \geq 1} q_{n}=1$. We have $f(0) \neq 0$ since we look for $f \neq 0$. Thus $\lambda$ satisfies $\lambda^{2}-q \lambda-p=0$, namely: $\lambda=1$ or $\lambda=-p$. The case $\lambda=-p$ has not to be considered since $|\lambda|>\max (q \gamma, p)$. If $\lambda=1$, then $f(n)=f(0)$ for each $n \in \mathbb{N}$, so that 1 is a simple eigenvalue. Thus $\lambda=1$ is a simple eigenvalue of $P$ on $\mathcal{B}_{\gamma}$ and the only eigenvalue such that $\max (q \gamma, p)<|\lambda| \leq 1$. Then Proposition 1 gives the second conclusion of Proposition 5.

Note that $p$ cannot be dropped in the inequality $\rho_{V_{\gamma}}(P) \leq \max (q \gamma, p)$ since $\lambda=-p$ is an eigenvalue of $P$ on $\mathcal{B}_{\gamma}$ with corresponding eigenvector $f_{p}:=(1,-p,-p, \ldots)$.
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