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Abstract

In many applications, d-dimensional observations result from the random pres-

ence or absence of random signals in independent and additive white Gaussian

noise. An estimate of the noise standard deviation can then be very useful to

detect or to estimate these signals, especially when standard likelihood theory

cannot apply because of too little prior knowledge about the signal probability

distributions. Recent results and algorithms have then emphasized the interest

of sparsity hypotheses to design robust estimators of the noise standard devia-

tion when signals have unknown distributions. As a continuation, the present

paper introduces a new robust estimator for signals with probabilities of pres-

ence less than or equal to one half. In contrast to the standard MAD estima-

tor, it applies whatever the value of d . This algorithm is applied to image de-

noising by wavelet shrinkage as well as to non-cooperative detection of radio-

communications. In both cases, the estimator proposed in the present paper

outperforms the standard solutions used in such applications and based on the

MAD estimator. The Matlab code corresponding to the proposed estimator is

available at http://perso.telecom-bretagne.eu/pastor.

Keywords

Sparsity, robust statistics, non parametric statistics, MAD estimation, wavelet

shrinkage, soft thresholding, image denoising, Communication Electronic Sup-

port, cognitive radio.
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1 Introduction

In many applications, observations are d-dimensional random vectors that re-

sult from the random presence of signals in independent and additive white

Gaussian noise (AWGN). In most cases, two difficulties are met simultaneously

to detect or to estimate the noisy signals. On the one hand, very little is gen-

erally known about the signals or about most of their describing parameters

so that the probability distributions of the signals are partially or definitely un-

known. On the other hand, the noise standard deviation is often unknown and

must be estimated so as to process the observations.

Such situations where the distributions of the signals to detect are not fully

known and the noise standard deviation must be estimated are frequently en-

countered in sonar and radar processing because the echoes, received by a

sonar or a radar system, result from a convolution between a possibly known

transmitted pulse and an often unknown environment. A second typical exam-

ple, discussed in the experimental part of this paper, is that of spectrum sensing

performed in a context of communication electronic support (CES) [1] or cog-

nitive radio [2]. In such applications, it is desirable to perform the detection of

some signals of interest based on an observation that is usually a noisy mixture

of signals with unknown distributions and occurrences. Since very little is gen-

erally known about the transmitted signals, it is often relevant to estimate the

noise standard deviation via robust scale estimators. Such estimators are said

to be robust in the sense that they are not excessively affected by small depar-

tures from the assumed model. In our case, the model is the Gaussian distribu-

tion of the noise and the signals are considered as outliers with respect to this

model. A widely used robust scale estimator is the median absolute deviation

about the median (MAD) defined by [3, 4]

MAD = b ×medi |Yi −med j Y j |, (1)

where Y = Y1, · · · ,Ym is the observation, b is a constant needed to make the es-

timator Fisher-consistent at the model distribution and medi Yi stands for the

median value of the observation. For instance, b ≈ 1.4826 to make the MAD

consistent at the normal distribution. The MAD popularity comes from its high

asymptotic breakdown point (50%) and its influence function bounded by the

sharpest possible bound among all scale estimators [4]. It was also defined in

[5] as “the single most useful ancillary estimate of scale” so that it is often used

as an initial value for more efficient robust estimators such as M-estimators.

Despite its high breakdown point, the performance of the MAD degrades sig-

nificantly when the proportion of outliers increases. As an alternative to the

MAD, we here address the problem of estimating the noise standard deviation
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in applications where the number or the amplitudes of the outliers are too large

for the MAD estimator to perform well.

In a recent work [6, 7], as a continuation of [8] and [9], we presented an

estimate, namely the MC-ESE (Modified Complex Essential Supremum Esti-

mate), of the noise standard deviation with application to CES. The MC-ESE

applies to observations where the signals have unknown probability distribu-

tions and unknown probabilities of presence less than or equal to one half in

presence of independent AWGN. No prior knowledge on the signals is required.

In fact, the MC-ESE is an heuristic algorithm whose theoretical background

is [8, Theorem 1]. This theoretical result involves hypotheses that bound our

lack of prior knowledge about the amplitudes and occurrences of the signals.

These hypotheses are particularly suitable in case of observations returned by

a sparse transform, that is, a transform representing a signal by coefficients

that are mostly small except a few ones that have large amplitudes. In this

sense, the short term Fourier transform (STFT) of a wideband signal is sparse in

CES applications. In [6], we then applied the MC-ESE to the detection of non-

cooperative communications in CES. It followed from the experimental results

given in [6] that the MC-ESE outperforms the standard MAD estimator when

the number of communications to detect and, thus, the number of outliers in-

creases so as to approach 50 percent of the sample size. However, the MC-ESE

raises one open question and has one drawback. The open question is that

the performance of the MC-ESE is not predicted by [8, Theorem 1]. In fact, [8,

Theorem 1] is a theoretical result concerning asymptotic situations where the

number of observations is large and the amplitudes of the signals corrupted by

independent AWGN are either big or small, whereas, surprisingly enough, the

MC-ESE is capable of achieving a good estimate of the noise standard devia-

tion whatever the amplitudes of the signals. The drawback is that the MC-ESE

is computationally expensive because of the minimization routine it involves.

In this paper, we present a new type of noise standard deviation estimate,

called fast-ESE for fast essential supremum estimate (ESE). The term ESE is

used after the terminology of [8], which is the theoretical baseline of this work.

First, the fast-ESE derives from a corollary of [8, Theorem 1] and is far more the-

oretically justified than the MC-ESE. Second, the fast-ESE computational cost

is far lesser than that of the MC-ESE. Thence, its name. The fast-ESE belongs to

the family of L-estimators that are by definition based on a linear combination

of order statistics. In its general form, the fast-ESE requires prior knowledge

of what we define as the minimum signal to noise ratio (SNR). According to

some simulations on synthetic signals suitably chosen, it turns out that this pa-

rameter can be fixed, which leads to the universal fast-ESE. The universal fast-

ESE can be regarded as an alternative to the MAD estimator since both need

no prior knowledge about the signals and their distributions. This is the reason
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why we test the universal fast-ESE in two rather natural applications of such an

estimator. First, in image denoising by wavelet shrinkage and as a continua-

tion of [10, 11], the experimental results presented below show that the univer-

sal fast-ESE outperforms the MAD. In this application, a comparison between

the universal fast-ESE and the MC-ESE is meaningless since the latter is de-

signed for two-dimensional or complex observations whereas the application

concerns wavelet coefficients, which are real values. The second application

makes it possible to compare the universal fast-ESE, the MC-ESE and the MAD,

since it concerns the detection of non-cooperative communications.

In the next section, we summarize and discuss our previous results on ro-

bust estimators, that is, [8, Theorem 1] and the MC-ESE. The fast-ESE is then

introduced in section 3 after establishing the corollary of [8, Theorem 1] from

which it derives. According to some simulations, we can fix the parameter on

which the fast-ESE depends and derive the universal fast-ESE. The application

of the universal fast-ESE to image denoising by wavelet shrinkage is treated in

section 4.1, whereas its application to cognitive radio and CES is addressed in

section 4.2. Despite the very good results achieved by the universal fast-ESE,

some questions remain open about the fast-ESE and the universal fast-ESE.

These questions concern the theoretical performance of such an estimator, the

possibility to extend the concepts underlying the fast-ESE and the universal

fast-ESE so as to propose a whole class of robust estimators, amongst which

the MAD, since the fast-ESE and the universal fast-ESE are also based on order

statistics. These remarks and the prospects that the fast-ESE and the universal

fast-ESE open are discussed in the concluding part of the paper, namely, sec-

tion 5.

2 Theoretical background

Signal processing applications often involve sequences of d-dimensional real

random observations such that each observation is either the sum of some ran-

dom signal and independent noise or noise alone. In most cases, noise is rea-

sonably assumed to be “white and Gaussian” in that it is Gaussian distributed

with null mean and covariance matrix proportional to the d ×d identity matrix

Id . Summarizing, we say that each observation results from some signal ran-

domly present or absent in independent AWGN. For reasons described in the

introduction, the problem is the estimation of the noise standard deviation in

the general case where the probability distributions of the signals are unknown.

In this respect, it is proved in [8] that, when the observations are independent

and the probabilities of presence of the signals are upper-bounded by some

value in [0,1), the noise standard deviation is the only positive real number sat-
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2.1 Preliminary material

isfying a specific convergence criterion when the number of observations and

the minimum amplitude of the signals tend to infinity. This convergence in-

volves neither the probability distributions nor the probabilities of presence of

the signals. Our new estimator presented in section 3, as well as the MC-ESE

of [6] and [9], basically derive from this theoretical result that we must, there-

fore, recall properly. To this end, we need some material and hypotheses, used

throughout. This material is presented in the next section. The theoretical re-

sult of [8] and on which the MC-ESE and fast-ESE are based is stated and com-

mented in section 2.2. The MC-ESE is then briefly described in section 2.4 since

the fast-ESE will be compared to it.

2.1 Preliminary material

To begin with, every random vector and every random variable encountered

hereafter is assumed to be real-valued and defined on the same probability

space (Ω,B,P) for every ω ∈ Ω. As usual, if a property P holds true almost

surely, we write P (a-s). Every random vector considered below is d-dimen-

sional. The set of all d-dimensional real random vectors, that is, the set of all

measurable maps of Ω into R
d , is denoted by M (Ω,Rd ) and the sequences of

d-dimensional random vectors defined on Ω is denoted by M (Ω,Rd )N. In what

follows, ‖·‖ is the standard Euclidean norm in R
d . For every given random vec-

tor Y : Ω→ R
d and any τ ∈ R, the notation I(‖Y ‖ 6 τ) stands for the indicator

function of the event
[
‖Y ‖6 τ

]
. If Y is any d-dimensional random vector (resp.

any random variable), the probability that Y belongs to some Borel set A of Rd

(resp. R) is denoted by P[Y ∈ A].

Given some positive real number σ0, we say that a sequence X = (Xk )k∈N of

d-dimensional real random vectors is a d-dimensional white Gaussian noise

(WGN) with standard deviation σ0 if the random vectors Xk , k ∈ N, are inde-

pendent and identically Gaussian distributed with null mean vector and co-

variance matrix σ2
0Id . The minimum amplitude of an element Λ = (Λk )k∈N of

M (Ω,Rd )N is defined as the supremum a(Λ) of the set of those α ∈ [0,∞] such

that, for every natural number k, ‖Λk‖ is larger than or equal to α (a-s):

a(Λ) = sup{α ∈ [0,∞] : ∀k ∈N,‖Λk‖ ≥α (a-s)} . (2)

The minimum amplitude has some properties easy to verify. First, for every

given Λ = (Λk )k∈N, a(Λ), ‖Λk‖ ≥ a(Λ) for every k ∈ N; second, given α ∈ [0,∞],

a(Λ) ≥ α if and only if, for every k ∈ N, ‖Λk‖ ≥ α (a-s). If f is some map of

M (Ω,Rd )N into R, we will then say that the limit of f is ℓ ∈ R when a(Λ) tends

to ∞ and write that lima(Λ)→∞ f (Λ) = ℓ if

lim
α→∞

sup
{
| f (Λ)−ℓ| : Λ ∈M (Ω,Rd )N,a(Λ) >α

}
= 0, (3)
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2.2 A limit theorem

that is, if, for any positive real value η, there exists someα0 ∈ (0,∞) such that, for

every α≥α0 and every Λ ∈M (Ω,Rd )N such that a(Λ) ≥α, we have | f (Λ)−ℓ|6
η.

Given some non-negative real number a, La(Ω,Rd ) stands for the set of

those d-dimensional real random vectors Y : Ω→ R
d for which E[‖Y ‖a] <∞.

We hereafter deal with the set of those elements Λ= (Λk )k∈N of M (Ω,Rd )N such

thatΛk ∈ La(Ω,Rd ) for every k ∈N and supk∈NE[‖Λk‖a] is finite. This set is here-

after denoted ℓ∞(N,La(Ω,Rd )).

A thresholding function is any non-decreasing continuous and positive real

function θ : [0,∞) → (0,∞) such that

θ(ρ) =Cρ+γ(ρ) (4)

where 0 <C < 1, γ(ρ) is positive for sufficiently large values ofρ and limρ→∞γ(ρ) =
0. Given any q ∈ [0,∞), Υq will stand for the map of [0,∞) into [0,∞) defined

for every x ∈ [0,∞) by

Υq (x) =
∫x

0
t q+d−1e−t 2/2dt . (5)

2.2 A limit theorem

On the basis of the material proposed above, it is easy to model a sequence

of observations where random signals are either present or absent in inde-

pendent AWGN with standard deviation σ0. It suffices to consider a sequence

Y = (Yk )k∈N such that, for every k ∈ N, Yk = εkΛk + Xk where ε = (εk )k∈N is

a sequence of random variables valued in {0,1}, Λ = (Λk )k∈N stands for some

sequence of d-dimensional real random vectors and X = (Xk )k∈N is some d-

dimensional WGN with standard deviation σ0. We write Y = εΛ+X and, in this

model, Y is the sequence of observations, Λ, the sequence of signals that can

be observed in independent AWGN represented by X and εk models the possi-

ble occurrence of Λk so that each Yk obeys a binary hypothesis testing model

where the null hypothesis is that εk = 0 and the alternative one is that εk = 1.

We can now state the following result, established in [8].

Theorem 1 Let Y = (Yk )k∈N be some element of M (Ω,Rd )N such that Y = εΛ+X

where Λ = (Λk )k∈N, X = (Xk )k∈N and ε = (εk )k∈N are an element of M (Ω,Rd )N,

some d-dimensional WGN with standard deviation σ0 and a sequence of ran-

dom variables valued in {0,1} respectively.

Assume that

(A1) for every k ∈N, Λk , Xk and εk are independent;

RR-2010001-SC 8



2.2 A limit theorem

(A2) the random vectors Yk , k ∈N, are independent;

(A3) the set of priors {P[εk = 1] : k ∈N} has an an upper bound p ∈ [0,1) and the

random variables εk , k ∈N, are independent;

(A4) there exists some ν ∈ (0,∞] such that Λ ∈ ℓ∞(N,Lν(Ω,Rd )).

Let r and s be any two non-negative real numbers such that 0 6 s < r 6 ν/2.

Given some natural number m and any pair (σ,T ) of positive real numbers, de-

fine the random variable ∆m(σ,T ) by

∆m(σ,T ) =

∣∣∣∣∣∣∣∣∣∣

m∑

k=1

‖Yk‖r I(‖Yk‖6σT )

m∑

k=1

‖Yk‖sI(‖Yk‖6σT )

−σr−s Υr (T )

Υs(T )

∣∣∣∣∣∣∣∣∣∣

. (6)

Then, given any thresholding function θ, σ0 is the unique positive real num-

ber σ such that, for every β0 ∈ (0,1],

lim
a(Λ)→∞

∥∥∥∥ limsup
m→∞

∆m(σ,βθ(a(Λ)/σ))

∥∥∥∥
∞
= 0 (7)

uniformly in β ∈ [β0,1].

PROOF: see [8, Appendix A]

We recall that, given a sequence (uq )q∈N of real numbers, the upper limit

limsupq uq of this sequence is the limit, when q tends to ∞ of the non-increa-

sing sequence sup{uk : k > q}. We also remind the reader that, given a complex

random variable Z , ‖Z‖∞ is called the essential supremum of Z and is defined

by ‖Z‖∞ = inf
{
ρ ∈ [0,∞) : |Z |6 ρ (a-s)

}
so that |Z | 6 ρ (a-s) if and only if ρ >

‖Z‖∞.

At this stage, some comments are required. To begin with, note that as-

sumption (A3) can be regarded as a weak assumption of sparsity because it

imposes that the signals are not always present without imposing small prob-

abilities of occurrence for the signals. Our second remark is that the result of

theorem 1 can be seen as a method of moments, as illustrated by the heuristic

approach given in [7] and [6]. In short, this heuristic approach considers the

sample moments

µγ(q,τ) =
1

q

q∑

k=1

‖Yk‖γI(‖Yk‖6σ0τ),γ ∈ [0,∞) (8)

RR-2010001-SC 9



2.3 The Essential Supremum Estimate (ESE)

for any τ ∈ [0,∞) and any q ∈N. If the random vectors Λk are independent and

identically distributed (iid), the strong law of large numbers makes it possible

to justify the approximation

µr (q,τ)/µs(q,τ) ≈ E
[
‖Yk‖r I(‖Yk‖6σ0τ)

]
/E

[
‖Yk‖sI(‖Yk‖6σ0τ)

]
. (9)

On the second hand, when each ‖Λk‖ is large enough with respect to σ0, we can

expect the existence of a suitable threshold height τ capable of distinguishing

observations where the signals are present from observations where noise only

is present, so that we can approximatively write, thanks to this threshold, that

E
[
‖Yk‖γI(‖Yk‖6σ0τ)

]
≈ E

[
‖Xk‖γI(‖Xk‖6σ0τ)

]
P[εk = 0] (10)

for any γ ∈ [0,∞). By combining this approximation with Eq. (9), we conclude

that, in a certain sense to specify, µr (q,τ)/µs(q,τ) tends to

E
[
‖Xk‖r I(‖Xk‖6σ0τ)

]
/E

[
‖Xk‖sI(‖Xk‖6σ0τ)

]
=σr−s

0 Υr (τ)/Υs(τ), (11)

when q and the norms of the signals are large enough and where the right-

hand-side of Eq. (11) derives from the fact that the ‖Xk‖2 has the centered chi-

2 distribution with d degrees of freedom. The difficulty in combining Eqs. (9)

and (11) relies on the fact that the former involves an almost sure convergence

when q tends to infinity whereas the latter involves a convergence when the

norms of the signals are large enough. Therefore, the resulting convergence

criterion, according to which µr (q,τ)/µs(q,τ) tends to σr−s
0 Υr (τ)/Υs(τ) when q

and the norms of the signals are large enough, cannot be trivial. It is a surprising

and unforeseen fact that this convergence is satisfied even when the signals

are not iid, whatever their probability distributions, if we assume (A3) and (A4)

and thanks to the notions of minimum amplitude and thresholding function.

Even though the existence of some convergence can somewhat be guessed, the

specific form of the convergence criterion of Eq. (7) is not intuitive.

2.3 The Essential Supremum Estimate (ESE)

With the same notations and assumptions of theorem 1, let Y1, . . . ,Ym be m

observations and assume that the minimum amplitude of the signals Λk for

k = 1, . . . ,m is a. The discussion in [8] about Eq. (7) suggests estimating σ0 by

σ̆0 = argmin
σ

sup
ℓ∈{1,...,L}

∆m(σ,βℓθ(a/σ)) (12)

where L ∈ N and βℓ = ℓ/L for every ℓ ∈ {1, . . . ,L}. Because of the role played

by the essential supremum in Eq. (7), the estimate σ̆0 is called the Essential

Supremum Estimate (ESE) of the noise standard deviation.

RR-2010001-SC 10



2.3 The Essential Supremum Estimate (ESE)

For practical usage, we must choose values for r and s, an appropriate thresh-

old function θ and a search interval. To this end, we restrict our attention to

particular cases of immediate and practical interest. These cases concern as-

sumptions (A3) and (A4). First, in practice, signals have finite energy, which

amounts to assuming (A4) with ν = 2. Moreover, in many signal processing

applications, signals of interest are less present than absent, so that we can rea-

sonably restrict our attention to the case where (A3) is satisfied with p = 1/2.

It is worth noticing that, when the amplitudes of the signals are large enough,

we can say that the sequence of observations (Yk )k∈N is sparse in the sense that

most of the random vectors Yk are due to noise alone and at most half of them

contain signals.

Since ν = 2, we choose s = 0 and r = 1 in Eq. (12). Other choices could be

made but have not been studied, yet. The choice of the thresholding function

relates now to the assumption p = 1/2. Specifically, for every given ρ ∈ [0,∞),

let ξ(ρ) be the unique positive solution for x in the equation

0F1(d/2;ρ2x2/4) = eρ2/2, (13)

where 0F1 is the generalized hypergeometric function [12, p. 275]. This map ξ is

a thresholding function with C = 1/2 [8]. Under assumption (A3) with p = 1/2,

that is, when signals are less present than absent, ξ is particularly relevant be-

cause it follows from [13, Theorem VII-1] that the thresholding test with thresh-

old height σ0ξ(a/σ0) is capable of making a decision on the value of any εk

with a probability of error that decreases rapidly with a/σ0. By thresholding

test with threshold height σ0ξ(a/σ0), we mean the test that returns 1 when the

norm of any given observation exceeds σ0ξ(a/σ0) and 0 otherwise. The use of

the thresholding function ξ thus optimizes the approximation of Eq. (10) and,

therefore, favors the convergence in Eq. (7). With this choice for the threshold-

ing function, an appropriate search interval [σmin,σmax] for σ in Eq. (12) can

be calculated. Denoting by Y[k], k = 1,2, . . . ,m, the sequence of observations

Y1,Y2, . . . ,Ym , sorted by increasing norm, the lower bound of the search interval

is σmin = ‖Y[kmin]‖/
p

d where

kmin = m/2−hm, (14)

h = 1/
√

4m(1−Q) and Q is a positive real number less than or equal to 1 −
m

4(m/2−1)2 . The upper bound of the search interval is fixed to σmax = ‖Y[m]‖/
p

d .

The details of the construction are given in [8, Section 3.2].

With the parameters set as above, the ESE associated with the thresholding

RR-2010001-SC 11



2.4 The Modified Complex Essential Supremum Estimate

function ξ can be computed as:

σ̆0 = argmin
σ∈[σmin,σmax]

sup
ℓ∈{1,...,L}





∣∣∣∣∣∣∣∣∣∣

m∑

k=1

‖Yk‖I(‖Yk‖6βℓσξ(a/σ))

m∑

k=1

I(‖Yk‖6βℓσξ(a/σ))

−σ
Υ1(βℓξ(a/σ))

Υ0(βℓξ(a/σ))

∣∣∣∣∣∣∣∣∣∣





.

(15)

2.4 The Modified Complex Essential Supremum Estimate

In general, the minimum amplitude of the signals is unknown in practice. This

is why we introduced the MC-ESE in [9] and [6]. This estimator requires no

prior knowledge of this minimum amplitude. It is designed for the case of

practical relevance where the observations, and thus, the signals and noise, are

two-dimensional random vectors, or, equivalently, complex random variables.

Such observations can be the complex values returned by the standard I and

Q decomposition of standard receivers in radar, sonar and telecommunication

systems. In section 4.2, which addresses spectrum sensing, these complex val-

ues are those returned by the Discrete Fourier Transform (DFT) of the received

signal. In the present section, we briefly present the MC-ESE since, in section

4.2, the fast-ESE will be compared to it. The interested reader will find further

details in [9] and [6]. As in section 2.3, the signals are assumed to be less present

than absent and to have finite energy.

To begin with, in the two-dimensional case, it follows from [14, Eq. 9.6.47,

p. 377] that I0(x) = 0F1(1; x2/4) for every x ∈ [0,∞), where I0 is the zeroth-order

modified Bessel function of the first kind, so that ξ(ρ) = I−1
0 (eρ2/2)/ρ for any

ρ ∈ [0,∞). The expression of Υ0 simplifies as well when d = 2 and we have

Υ0(τ) = 1− exp(−τ2/2) for τ ∈ [0,∞). By taking into account that ξ(0) =
p

2 —

since in the general d-dimensional case, ξ(0) =
p

d [13] — we then estimate σ0

by

σ̃0 = argmin
σ∈[σmin,σmax]

sup
ℓ∈{1,...,L}





∣∣∣∣∣∣∣∣∣∣

m∑

k=1

‖Yk‖I(‖Yk‖6βℓσ
p

2)

m∑

k=1

I(‖Yk‖6βℓσ
p

2)

−σ
Υ1(βℓ

p
2)

Υ0(βℓ

p
2)

∣∣∣∣∣∣∣∣∣∣





.

where [σmin,σmax] is the same search interval as in Eq. (15). A minimization

routine for scalar bounded non-linear functions, such as the MATLAB routine

fminbnd.m, can be used for the computation of this estimate.

Although our choice to set a= 0 is in contradiction with the asymptotic con-

ditions involved in Eq. (7), it turns out that σ̃0 is a reasonably good estimate of
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σ0. However, the estimation can be improved by defining the MC-ESE

σ̂0 =λ

√
m∑

k=1

‖Yk‖2I(‖Yk‖6 σ̃0

p
2)/

m∑

k=1

I(‖Yk‖6 σ̃0

p
2). (16)

where λ is some constant to choose with respect to the application. As pro-

posed in [6], a reasonable choice for this constant is λ =
√

Υ0(
p

2)/Υ2(
p

2) =
1.0937.

As shown in [6, 7], the MC-ESE outperforms the standard Median Absolute

Deviation (MAD) estimator for application to CES interception. In fact, the for-

mer is far more resilient than the latter when the number or the amplitudes of

the outliers are too large. However, a mathematical justification of the MC-ESE

remains an open issue. Moreover, the MC-ESE is computationally expensive

because of the minimization routine it requires. In the next section, we then

introduce the fast-ESE, whose computational load is far lesser than that of the

MC-ESE and which can be justified in contrast to the MC-ESE, theoretically. It

is also worth noticing that, in contrast with the MC-ESE again, the fast-ESE is

not dedicated to the two-dimensional case.

3 The fast-ESE

In this section, we seek an estimator whose computational load is less than

those of the estimators proposed above. This new estimator is obtained by

simplifying the basic discrete cost of Eq. (12). We thus begin with some the-

oretical results allowing for choosing such a simpler discrete cost. Afterward,

in section 3.2, we present the algorithm derived from these theoretical results.

This algorithm is the “parameterized fast-ESE”, so named because it depends

on one single parameter, the so-called minimum signal to noise ratio (SNR). As

explained below, depending on the application, this parameter can be chosen

empirically. However, in section 3.3 and on the basis of our theoretical results,

we present an heuristic approach and a few simulations on artificial and suit-

able signals to exhibit a seemingly reasonable value for this minimum SNR. The

resulting version of the fast-ESE is called the universal fast-ESE because it is

designed independently of any application. Two applications of the universal

fast-ESE will illustrate its relevance in section 4.
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3.1 Theoretical results

3.1 Theoretical results

The first step toward a discrete cost simpler than that of Eq. (12) stems from the

following remark about the ratio

Mm(σ,T ) =
m∑

k=1

‖Yk‖r I(‖Yk‖6σT )/
m∑

k=1

‖Yk‖sI(‖Yk‖6σT ),

defined for every pair (σ,T ) of positive real values. Basically, theorem 1 states

that, when the minimum amplitude a(Λ) is large enough, Mm(σ0,θ(a(Λ)/σ0))

is close to σr−s
0 Ψ(a(Λ)/σ0) where Ψ(ρ) =Υr (θ(ρ))/Υs(θ(ρ)) is defined for every

ρ ∈ [0,∞). Defining the minimum SNR by ̺(Λ) = a(Λ)/σ0, we can thus expect

that Mm(σ0,θ(̺(Λ))) is actually close to σr−s
0 Ψ(̺(Λ)). On the other hand, it

follows from [15, p. 337, Eq. 3.326 (2)] that limx→∞Υq (x) = 2
q+d

2 −1
Γ(

q+d

2
) where

Γ is the standard Gamma function. Therefore, from the asymptotic behavior of

the thresholding function θ, the limit of Ψ(ρ) exists when ρ tends to ∞ and is

equal to

Ψ(∞) = 2
r−s

2 Γ

(
d + r

2

)
/Γ

(
d + s

2

)
. (17)

Remark 1 Note that Ψ(∞) = 0.7979 for d = 1 and Ψ(∞) = 1.2533 for d = 2.

According to the foregoing, Mm(σ0,θ(̺(Λ))) must be close toσr−s
0 Ψ(∞) when

̺(Λ) is large enough. This is actually true in the sense specified by lemma

1 below. In this lemma, in the same way as we have defined the limit of a

map of M (Ω,Rd )N into R when a(Λ) tends to ∞, we say that the limit of a

given map f of M (Ω,Rd )N into R is ℓ ∈ R when ̺(Λ) tends to ∞ and write that

lim̺(Λ)→∞ f (Λ) = ℓ if

lim
ρ→∞

sup
{
| f (Λ)−ℓ| : Λ ∈M (Ω,Rd )N,̺(Λ) > ρ

}
= 0, (18)

that is, if, for any positive real value η, there exists some ρ0 ∈ (0,∞) such that, for

everyρ ≥ ρ0 and everyΛ ∈M (Ω,Rd )N such that̺(Λ) ≥ ρ, we have | f (Λ)−ℓ|6 η.

Lemma 1 With the same notations and assumptions as theorem 1 and for any

given thresholding function θ, σ0 is the unique positive real number σ such that,

for every β0 ∈ (0,1],

lim
̺(Λ)→∞

∥∥∥∥ limsup
m

∣∣Mm(σ,βθ(̺(Λ)))−Ψ(∞)σr−s
∣∣
∥∥∥∥
∞
= 0 (19)

uniformly in β ∈ [β0,1].
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3.1 Theoretical results

PROOF: See appendix I.

On the basis of the previous result, the same type of reasoning as in [8, Sec.

3.1] leads to estimate the noise standard deviationσ0 by seeking a possibly local

minimum of

argmin
σ∈[σmin,σmax]

sup
ℓ∈{1,...,L}

∣∣Mm(σ,βℓθ(̺(Λ)))−Ψ(∞)σr−s
∣∣ , (20)

where, as above, βℓ = ℓ/L with ℓ= 1,2, . . . ,L. We keep on working with the same

search interval as above (see section 2.3) because the arguments of [8, Sec. 3.2]

still apply here. The discrete cost of Eq. (20) is not really simpler than those

of sections 2.3 and 2.4. However, because the discrete cost of Eq. (20) involves

the constant Ψ(∞) instead of the ratio Ψ(ρ), by setting L = 1 in Eq. (20), any

solution in σ ∈ [σmin,σmax] to the equation

Mm(σ,θ(̺(Λ))) =Ψ(∞)σr−s (21)

can be considered as an estimate σ∗
0 of σ0. Lemma 2 below establishes the

conditions for the existence of a solution in σ to equations such as Eq. (21). It

also provides the value of this solution when these conditions are fulfilled. The

fast-ESE simply derives from lemma 2.

Lemma 2 With the notations above, define

M∗(k) =





k∑

j=1

‖Y[ j ]‖r /
k∑

j=1

‖Y[ j ]‖s if k 6= 0

0 if k = 0,

(22)

for any k = 0,1,2, . . ..

(i) There exists a positive solution in σ to the equation

Mm(σ,T ) = K σr−s , (23)

where K and T are any two positive real numbers, if and only if there exists some

integer k ∈ {1,2, . . . ,m} such that

‖Y[k]‖6
(
M∗(k)/K

) 1
r−s T < ‖Y[k+1]‖; (24)

(ii) If the inequalities in (24) are satisfied by some k ∈ {1,2, . . . ,m}, then
(
M∗(k)/K

) 1
r−s

is a solution in σ to Eq. (23).
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3.2 The parameterized fast-ESE

Remark 2 In this statement, its proof and throughout the rest of the paper, we

assume that the values ‖Yk‖ are all distinct, which is actually true with probabil-

ity 1 because the probability distributions of the ‖Yk‖s are absolutely continuous

with respect to Lebesgue’s measure in R
d . In any case, it would always be possible

to consider the subset of all distinct values ‖Yk‖.

PROOF: [Proof of lemma 2] We have Mm(σ,T ) = M∗(k(σ,ρ)) where k(σ,ρ) is the

unique element of {0,1, . . . ,m} such that

‖Y[k(σ,ρ)]‖6σT < ‖Y[k(σ,ρ)+1]‖ (25)

with Y[0] = 0 and ‖Y[m+1]‖ =∞.

Suppose the existence of σ such that Eq. (23) holds true. We then have

M∗(k(σ,ρ)) = Kσr−s . Necessarily, k(σ,ρ) 6= 0 since Kσr−s > 0. It follows thatσ=
(
M∗(k(σ,ρ))/K

) 1
r−s . According to the inequalities of Eq. (25), we then obtain

‖Y[k(σ,ρ)]‖6
(
M∗(k(σ,ρ))/K

) 1
r−s T < ‖Y[k(σ,ρ)+1]‖.

Thence, the existence of some element k ∈ {1,2, . . . ,m}, actually equal to k(σ,ρ),

such that Eq. (24) holds true.

Conversely, suppose the existence of some integer k ∈ {1,2, . . . ,m} such that

Eq. (24) holds true. Set σ= (M∗(k)/K )
1

r−s . We then have ‖Y[k]‖6σT < ‖Y[k+1]‖
so that k(σ,ρ) = k and Mm(σ,T ) = K σr−s , which concludes the proof.

3.2 The parameterized fast-ESE

Let Y = (Yk )k∈N be some element of M (Ω,Rd )N such that Y = εΛ+ X with Λ=
(Λk )k∈N ∈ M (Ω,Rd )N, X = (Xk )k∈N is some d-dimensional AWGN with stan-

dard deviation σ0 and ε = (εk )k∈N is a sequence of random variables valued in

{0,1}. We make the same assumptions of practical interest as those made in

section 2.3. We also assume that we are given a lower bound ρ for the mini-

mum SNR ̺(Λ) and that ρ is large enough so that it is reasonable to estimate

σ0 by minimizing the discrete cost of Eq. (20). As suggested above, in order to

alleviate the computational load, we restrict our attention to the case L = 1 so

that our estimate is obtained by solving Eq. (21) in σ. We thus apply lemma 2 —

with K =Ψ(∞) and T = θ(ρ) in Eq. (23) — to seek a solution σ∗
0 ∈ [σmin,σmax]

for σ in Eq. (21). According to lemma 2 and the definition of the search in-

teral [σmin,σmax] (see section 2.3), this solution σ∗
0 exists if and only if there ex-

ists k ∈ {kmin,kmin+1, . . . ,m} such that ‖Y[k]‖6
(
M∗(k)/Ψ(∞)

) 1
r−s θ(ρ) < ‖Y[k+1]‖

where kmin is given by Eq. (14).
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3.2 The parameterized fast-ESE

For the same reasons as those of section 2.3, the thresholding function θ will

hereafter be ξ defined by Eq. (13) and we choose r = 1 and s = 0, for the same

reasons as those given in section 2.3. Theoretically, values other than these ones

could be chosen. However, some informal tests have not pinpointed more suit-

able values for r and s. Note also that our choice for r and s is computationally

beneficial since the power 1/(r − s) is not used any longer to calculate the esti-

mate (compare to lemma 2). The fast-ESE for minimum SNR ρ is thus specified

as follows. We denote this algorithm by fast-ESEd (ρ) to emphasize that it is pa-

rameterized by ρ and applies to d-dimensional observations.

The parameterized fast-ESEd (ρ):

Input: A finite subsequence sequence Y1,Y2, . . . ,Ym of a sequence Y = (Yk )k∈nN

of d-dimensional real random vectors satisfying assumptions (A1-A4) of theo-

rem 1 with ν= 2 and p = 0.5.

Output: the estimate σ∗
0 of the noise standard deviation under the assumption

that ρ is a lower bound for the minimum SNR of the signals.

1. fix kmin according to Eq. (14),

2. if there exists a smallest integer k ∈ {kmin, . . . ,m} such that

‖Y[k]‖6 M∗(k)ξ(ρ)/Ψ(∞) < ‖Y[k+1]‖ (26)

with

M∗(k) =





1
k

k∑

j=1

‖Y[ j ]‖ if k 6= 0

0 if k = 0,

(27)

for any k = 0,1,2, . . . ,m and Ψ(∞) =
p

2Γ
(

d+1
2

)
/Γ

(
d
2

)
, then, set

σ∗
0 = M∗(k)/Ψ(∞) (28)

3. otherwise, set σ∗
0 =+∞.

Remark 3 Note that setting L = 1 in Eq. (12) amounts to seeking a solution in

σ ∈ [σmin,σmax] to the equation

m∑

k=1

‖Yk‖r I(‖Yk‖6σθ(a/σ)))

m∑

k=1

Yk‖sI(‖Yk‖6σθ(a/σ))

=
σΥr (θ(a/σ))

Υs(θ(a/σ))
. (29)
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3.3 The universal minimum SNR and the universal fast-ESE

This equation is less simple than that of Eq. (21) since the coefficient in σ in the

right hand side (rhs) of Eq. (29) depends on σ, which is not the case in Eq. (21).

It is also worth noticing that setting L = 1 in Eq. (16) leads to seeking a solution

in σ ∈ [σmin,σmax] to the equation

Mm(σ,
p

2) =Ψ(
p

2)σ. (30)

This equation is similar to Eq. (21) and lemma 2 could apply. However, we have

not investigated further this possibility because the reasoning leading to the fast-

ESE is far more elaborated. However, the present remark could be a clue for a

general robust statistical signal processing framework embracing the MC-ESE

and the fast-ESE and suggests some consistency between the MC-ESE and the

fast-ESE when L = 1, beyond the fact that both derive from the same theoretical

result.

As a consequence of the theoretical results presented in the paper, if the

signals have a minimum signal to noise ratio above or equal to ρ, probabili-

ties of presence less than or equal to 1/2 and ρ and m are both large enough,

the fast-ESEd (ρ) should return an accurate enough estimate σ∗
0 of the noise

standard deviation σ0, with a computational load clearly less than that of the

estimators of sections 2.3 and 2.4. However, in practice, how can we choose

ρ, inasmuch as there is no particular reason for the signal norms to remain

bounded away from zero? For a given application, it is thinkable to study the

existence of a suitable value for ρ provided that we have a good enough model

to generate synthetic noisy signals or, even better, a representative and suffi-

ciently large database of real and suitably labeled observations. In the next

section, we propose and test another solution for the determination of a value

for ρ above which the fast-ESEd (ρ) performs well if the sample size m is large

enough. This solution is experimental, depends on no particular application

and leads to the notion of universal minimum SNR. The universal fast-ESE, de-

scribed in the next section as well, is then simply the fast-ESEd (ρ) adjusted with

ρ equal to this universal minimum SNR.

3.3 The universal minimum SNR and the universal fast-ESE

We are thus seeking a positive real value ̺u , called the universal minimum SNR,

for which the so-called universal fast-ESE, that is, fast-ESEd (̺u), is capable of

achieving good estimates of the noise standard deviation in applications where

the sample size is large enough, the signals have not necessarily large ampli-

tudes and have possibly different probabilities of presence. If the minimum

SNR can be calculated, the universal fast-ESE can be regarded as an alternative
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3.3 The universal minimum SNR and the universal fast-ESE

to the MAD estimator or the MC-ESE introduced above. Having yet no theo-

retical means to assess the behavior of fast-ESEd (ρ) through standard figures

of merit such as the bias or the mean square error (MSE), we proceed experi-

mentally to determine ̺u . Simulations aimed at determining ̺u should make it

possible to compute the empirical bias and the empirical MSE when the signal

probabilities of presence range over a discrete subset of [0,1/2] and the mini-

mum signal to noise ratio ̺(Λ) varies in some discrete subset of (0,∞). The dif-

ficulty is then to choose the signal distributions since the estimator is expected

to perform whatever they are. The following heuristic reasoning provides an

answer to this question.

Without loss of generality, suppose that σ0 = 1. In this case, the minimum

SNR is also the minimum amplitude or norm of the signals, which is convenient

below for the sake of simplifying the presentation. Let ρ′ be some positive real

number such thatρ′ > ρ. If the signals, represented by the sequenceΛ, are such

that ̺(Λ) > ρ′ > ρ, it can be expected that the larger ̺(Λ) with respect to ρ′,
that is, the larger the ratio ̺(Λ)/ρ′, the better the performance of fast-ESEd (ρ)

for the estimation of σ0. This suggests that, for signals with SNRs larger than

or equal to ρ′, the least favorable case for fast-ESEd (ρ) is that of signals with

norms equal to ρ′. For such signals, fast-ESEd (ρ) should thus return a rather

accurate estimate of σ0 if ρ′/ρ is large enough and the estimation should de-

teriorate when ρ′ draws near ρ. When ρ′ is lower than ρ and the signals have

still norms equal to ρ′, it can be expected that the closer ρ′ to ρ, the lesser the

performance of fast-ESEd (ρ). However, the estimation should improve as ρ′/ρ
becomes small. According to the foregoing, for each positive ρ′, our simula-

tions concern signals Λk , k = 1,2, . . ., that are elements of the sphere with radius

ρ′ and centered at the origin. Henceforth, we use the standard notation ρSd−1

to designate the sphere with radius ρ and centered at the origin. Since there

is no particular reason to favor any direction or angle for any Λk and the ob-

servations Yk must be independent, the signals Λk are chosen iid, each being

uniformly distributed on ρ′Sd−1.

According to the foregoing, we proceeded as follows to determine a rea-

sonable value ̺u for d = 1,2. Only the one- and the two-dimensional cases are

considered because they are those encountered in many applications and espe-

cially in those of sections 4.1 and 4.2 below. Let SNRS = {0,0.25,0.5,0.75, . . . ,8},

PRIORS = {0.1,0.2, . . . ,0.5} and SAMPLE_SIZES = {100,200, . . . ,500}. Given a pair

(ρ,ρ′) of elements of SNRS, some prior p in PRIORS and some sample size m in

SAMPLE_SIZES, we generated N realizations of the sequence Y1 = ε1Λ1+X1,Y2 =
ε2Λ2 + X2, . . . ,Ym = εmΛm + Xm where, for k = 1,2, . . . ,m: the random vectors

Λk are independent, each being uniformly distributed on ρ′Sd−1; the random

variables εk are independent, Bernouilli distributed each, valued in {0,1} and

such that P[εk = 1] = p; the random vectors Xk are iid with Xk ∼ N (0,Id ).
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3.3 The universal minimum SNR and the universal fast-ESE

The fast-ESEd (ρ) was then fed with each of these realizations so as to return

N realizations of σ∗
0 , the outcome of fast-ESEd (ρ). We then calculated the em-

pirical bias bm,ρ(ρ′, p) and the empirical MSE Qm,ρ(ρ′, p) of σ∗
0 for each tested

values ρ′ and m. On the basis of these empirical figures of merit for the accu-

racy of fast-ESEd (ρ), we determined, for each tested sample size m and each

tested prior p, the values argminρ

∑
ρ′ bm,ρ(ρ′, p) and argminρ

∑
ρ′ Qm,ρ(ρ′, p)

for ρ that respectively minimize the average empirical bias and average em-

pirical MSE of fast-ESEd (ρ) over the tested amplitudes ρ′ for the signals. These

values are called the optimal minimum SNR with respect to the empirical bias

and the optimal minimum SNR with respect to the empirical MSE, respectively.

The results are summarized in tables 1 and 2. For instance, the empirical bias

bm,ρ(ρ′, p) and the empirical MSE Qm,ρ(ρ′, p) in dB of σ∗
0 , in the two-dimen-

sional case, for m = 100 and p = 0.5, are those of figure 1; in this case, the

optimum minimum SNRs with respect to the empirical bias and the empiri-

cal MSE were both found equal to 3.75. According to tables 1 and 2, the value

of the optimum minimum SNRs with respect to the empirical bias and empir-

ical MSE decrease with the probability of presence. The performance of the

MAD estimator deteriorates in presence of too many outliers, that is, in our

case dedicated to statistical signal processing, when the signal probabilities of

presence exceed 0.3, roughly speaking. Thereby, we chose the universal min-

imum SNR equal to ̺u = 4, according to the experimental results of tables 1

and 2 for probabilities of presence larger than or equal to 0.3. Such a choice

seems reasonable. However, depending on the application, other values for ̺u ,

especially for comparison with the MAD estimator when the signal have small

probabilities of presence, could be considered.

Table 1: Optimal minimum SNR with respect to the empirical bias, given some

sample size m and some signal probability of presence p.

m = 100 m = 200 m = 500 m = 1000

p = 0.1 5.50 5.25 5.25 5.25

p = 0.2 4.75 4.75 4.75 4.75

p = 0.3 4.25 4.50 4.50 4.25

p = 0.4 4.00 4.00 4.00 4.00

p = 0.5 3.75 3.50 3.75 4.00

In the one-dimensional case, simulations of the same type as above led to

the same type of results. In particular, it turned out that ̺u = 4 remains appro-

priate to adjust the fast-ESE in the one-dimensional case as well. Accordingly,
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Figure 1: Empirical bias and MSE for the estimate σ∗
0 returned by fast-ESEd (̺)

when d = 2, the noise standard deviation is 1 and the signals are uniformly dis-

tributed on the sphere ρ′Sd−1. The signal probabilities of presence all equal one

half. The sample size is m = 100. For each pair (ρ,ρ′), the empirical bias and

MSE are calculated over N = 500 independent tests involving m observations,

each.

whether the dimension is 1 or 2, the fast-ESEd (̺u) is henceforth called the uni-

versal fast-ESE.

At this stage, two remarks must be done, as an introduction to the next sec-

tion. The first remark concerns the value found for ̺u . This value equals 4 and

may seem quite large if ̺u is falsely interpreted as the sole SNR above which

the universal fast-ESE can actually achieve a very good estimate of the noise

standard deviation, whatever the signal distributions. In fact, the minimum

SNR is actually the SNR above which the universal fast-ESE returns an accurate

estimate of the noise standard deviation and below which this same estimator

does not perform well, in the very specific case where the signal probabilities of

Table 2: Optimal minimum SNR with respect to the empirical MSE, given some

sample size m and some signal probability of presence p.

m = 100 m = 200 m = 500 m = 1000

p = 0.1 5.25 5.25 5.25 5.00

p = 0.2 4.75 4.75 4.50 4.50

p = 0.3 4.25 4.25 4.25 4.25

p = 0.4 4.00 4.00 4.00 4.00

p = 0.5 3.75 4.00 4.00 4.00
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presence all equal one half and the signal norm distributions are Dirac masses.

In the general case, much will actually depend on the signal norm distributions

and the signal probabilities of presence.

3.4 Discussion on the robustness of the fast-ESE

The robustness of an estimator is characterized by its behavior in the “neigh-

borhood” of a predefined model, i.e. the white Gaussian model in our case. To

gain some insight, the theory of robust estimation defines several criteria of ro-

bustness. The influence function (IF) and the breakdown point are such very

popular criteria.

The IF reflects the bias of any estimator Θ̂ at the underlying distribution F

caused by the addition of a few outliers at point κ, standardized by the amount

η of contamination, i.e.[3]

IF
Θ̂

(κ,F ) = lim
η↓0

Θ̂
(
(1−η)F +ηδκ

)
− Θ̂(F )

η
(31)

where δκ is the point-mass at κ. From the IF, several robustness measures can

be defined such as

• the gross-error sensitivity: sup
κ

{∣∣IF
Θ̂

(κ,F )
∣∣},

• the rejection point: inf
ζ>0

{
IF

Θ̂
(κ,F ) = 0, |κ| > ζ

}
.

To get quantitative results on these measures, the closed-form expression of the

IF is required. However, the fast-ESE belonging to the family of L-estimators,

its IF depends on some quantile [5, p. 56] that is here indirectly determined

by variable k of Eq. (26). Since k is dependent on the observation vector, it

is therefore a random variable whose distribution has yet to be determined.

Consequently, the IF expression cannot be derived. Although a quantitative

analysis cannot be provided, qualitative conclusions can be drawn from what

is known as the sensitivity curve. The sensitivity curve can be seen as a finite

sample version of the IF [16, p. 43]. It measures the effect of different loca-

tions of an outlier κ on any estimate Θ̂ based on the sample Y = Y1, · · · ,Ym and

is defined as SCm(κ) = (m +1)
(
Θ̂(Y1, · · · ,Ym ,κ)− Θ̂(Y1, · · · ,Ym)

)
. Figure 2 shows

the sensitivity curve of the universal fast-ESE and the IF of the MAD when the

model distribution is Gaussian with d = 1. From this figure, it can first be con-

jectured that the gross-error sensitivity of the universal fast-ESE is finite and

relatively small, which is expected from a robust estimator. Note that the gross-

error sensitivity of the MAD is equal to 1.167, which is the smallest value that

can be obtained for any scale estimator in the case of the normal distribution.
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3.4 Discussion on the robustness of the fast-ESE

Moreover, the rejection point of the universal fast-ESE appears to be finite (≈ 2)

in contrast to the MAD whose rejection point is infinite. Estimators with a fi-

nite rejection point are said to be redescending and are well protected against

very large outliers. However, a finite rejection point can affect the efficiency of

the estimator since samples near the tail of a distribution may be ignored. This

finite rejection point also indicates that the universal fast-ESE can be used for

detecting outliers or equivalently for detecting signals in white gaussian noise.

Suppose the existence of a smallest integer k ∈ {kmin, . . . ,m} such that Eq. (26)

holds true. Since the estimate of the noise standard deviation is then given by

Eq. (28), it follows that, ‖Y[ℓ]‖ > σ∗
0ξ(ρ),ℓ ∈ {k + 1, . . . ,m}. By assumption, the

signals have their norms larger than or equal to ρ. According to [13, Theorem

VII-1], the thresholding test with threshold height σ0ξ(ρ) is capable of detect-

ing our signals with a probability of error upper bounded by a function of ρ, this

function of ρ being also an upper bound for the probability of error of the min-

imum probability of error (MPE) test (see [17, Sec. II. B], among others, for the

definition of the MPE test). This non trivial bound is sharp because it is attained

when the signal has probability of presence equal to 1/2 and has uniform dis-

tribution on ρSd−1. Therefore, the fast-ESEd (ρ) can be regarded, and possibly

used, as a detector of outliers, that is, under the assumptions considered above,

as a detector of the signals that are either present or absent in noise. This de-

tector thus decides that εℓ equals 1 — and, thus, that Yℓ pertains to some signal

— for every ℓ> k +1 and decides that εℓ equals 0 — and, thus, that Yℓ is noise

alone — for every ℓ6 k.
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Figure 2: Sensitivity curve of the universal fast-ESE (m=10000) and influence

function of the MAD with a one-dimensional Gaussian model.
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Another measure of robustness is the breakdown point of an estimator. Sev-

eral definitions for this measure are available in the literature [18]. In contrast

to most scale estimators such as the MAD, the breakdown point of the univer-

sal fast-ESE depends on the actual realization of the observation vector Y so

that it cannot easily be derived in the general case. This is once again due to

the random nature of k in Eq. (26). Further theoretical studies have yet to be

performed to address the derivation of the breakdown point.

4 Applications

4.1 WaveShrink

This application addresses the non-parametric estimation of a signal in the

sense of [19]. The purpose is to recover an unknown deterministic function

— the signal — from a noisy observation when noise is independent, additive,

white and Gaussian. We are given a sequence of N observations y = {yi }16i6N

such that yi = f (ti )+ ei for i = 1,2, . . . , N , where f is the unknown function to

recover, the random variables {ei }16i6N are independent and identically dis-

tributed (iid), Gaussian with null mean and variance σ2
0 so that ei

iid
∼ N (0,σ2

0).

The unknown deterministic function f (·) can be estimated as follows [19]. First,

an orthonormal matrix W is applied to y . The outcome of this transform is the

sequence ci = di + xi , i = 1,2, . . . , N , with c = {ci }16i6N = W y , d = {di }16i6N =
W f , f = { f (ti )}16i6N and x = {xi }16i6N =W e, e = {ei }16i6N . The random vari-

ables {xi }16i6N are iid and xi ∼ N (0,σ2
0). The transform W is chosen so that

most of the coefficients di , i = 1, . . . , N , are small, even null, and only a few of

them have large amplitude. Such a transform is said to achieve a sparse repre-

sentation of the signal [20]. The wavelet transforms are generally regarded as

sparse. Since the signal is characterized by only a few large coefficients, a non-

linear filtering is applied to the coefficients returned by W . On the one hand,

this non-linear filtering forces to zero the small coefficients ci because they are

considered to derive from too small, or even null, components of the signal.

On the other hand, it reduces the noise influence on the coefficients with am-

plitudes above the threshold because such coefficients are regarded as large

enough to contain most of the information about the signal to estimate. This

filtering stage is often performed by the so-called thresholding function δλ(·)
because of its well-known and desirable properties of smoothness and adap-

tation (see [21]). This thresholding function is defined by δλ(x) = x − sgn(x)λ

if |x| > λ and δλ(x) = 0, otherwise, where sgn(x) = 1 (resp. -1) if x > 0 (resp.

x < 0). The main role of the threshold λ is to distinguish large from small coef-

ficients. Let d̂ = {δλ(ci )}16i6N stand for the outcome of the thresholding func-
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4.1 WaveShrink

tion, the estimate of f is then f̂ = W
Td̂ , where W

T is the transpose, and thus,

the inverse, of W . Several thresholds have been proposed in the literature to

improve the performance of WaveShrink by soft thresholding. The basic uni-

versal and minimax thresholds were introduced in [19]. The detection thresh-

old was proposed in [10, 11]. Level-dependent thresholds, discussed in [11],

are detection thresholds adjusted to each wavelet decomposition level, so as

to adapt the soft thresholding to the decreasing of the amplitudes of the sig-

nal wavelet coefficients from one decomposition level to another. The per-

formance of an image denoising method is generally evaluated by calculat-

ing the Peak Signal to Noise Ratio (PSNR). The PSNR is given by PSNR(λ) =
10log10

(
2552/rλ(d , d̂ )

)
where λ is the threshold of the thresholding function

and rλ(d , d̂ ) = 1
N
E‖d − d̂‖2 = 1

N

∑N
i=1E

(
di −δλ(ci )

)2
is the risk function or cost

used to measure the accuracy of the estimate f̂ of f . According to [10, 11], if

standard images corrupted by independent AWGN with known standard devia-

tionσ0 are denoised by WaveShrink with soft thresholding, the level-dependent

thresholds achieve larger PSNRs and, thus, smaller risks, than the detection

threshold, which, in turn, outperforms the minimax threshold, the universal

threshold yielding generally the lesser PSNRs. The aforementioned thresholds

all depend on the value of the noise standard deviation, which is often un-

known in practice. An estimate can then be used instead of the actual value

of the noise standard deviation. The MAD estimator is then standardly used

to estimate σ0 on the basis of the detail wavelet coefficients at the first decom-

position level [19] since, due to the sparsity of the wavelet transform, only a

few of these wavelet coefficients are actually large. The same reason can be

evoked to justify the use of the universal fast-ESE. Therefore, the natural ques-

tion that arises at this stage is to what extent the performance measurements

of WaveShrink by soft thresholding are affected when the MAD estimate or the

universal fast-ESE estimate are used instead of the exact value of σ0 to adjust

the shrinkage. To answer this question experimentally, we considered the stan-

dard 512×512 ’Lena’ image corrupted by independent AWGN with various val-

ues for the noise standard deviation. For each tested value of the noise standard

deviation σ0, we estimated σ0 via the MAD and the universal fast-ESE applied

to the detail coefficients of the first decomposition level. We then calculated

the normalized empirical bias and normalized empirical MSE of these two es-

timates. The normalized empirical bias (resp. empirical MSE) are defined as

the ratio between the empirical bias (resp. empirical MSE) and the actual value

of σ0. We also evaluated the PSNR after denoising by wavelet shrinkage based

on the stationary wavelet transform (SWT) — for its appropriate properties in

denoising [22] — and when the soft thresholding function is tuned with either

the exact value of the noise standard deviation, its MAD estimate or the esti-
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4.2 Spectrum sensing

mate returned by the universal fast-ESE.

Table 3 displays the absolute value of the normalized empirical bias and

the value of the normalized empirical MSE of the MAD and the universal fast-

ESE calculated over 100 trials. On the basis of these figures of merit, the uni-

versal fast-ESE outperforms the MAD estimator, even though the difference is

not that tremendous. Table 4 presents the PSNRs obtained by wavelet shrink-

age with soft thresholding, for the same values of the noise standard deviation

as above and for the different ways to fix the threshold of the soft threshold-

ing function. Once again, the universal fast-ESE performs slightly better than

the MAD to yield PSNRs very close to those obtained when the noise standard

deviation is known. For a given type of threshold, the results are very similar

whether the exact value or the estimates of the noise standard deviation are

used to adjust the thresholding function thanks to the good performance of the

MAD and universal fast-ESE estimators.

Table 3: Absolute value of the normalized empirical bias and value of the nor-

malized empirical MSE for the MAD and the universal fast-ESE when the stan-

dard Lena image is corrupted by independent AWGN with standard deviation

σ0.

MAD universal fast-ESE

σ0 |Bias| MSE |Bias| NMSE

9 0.1533 0.0247 0.1047 0.0117

18 0.0539 0.0036 0.0296 0.0013

27 0.0268 0.0014 0.0002 0.0004

4.2 Spectrum sensing

In a cognitive radio context or for CES applications, spectrum sensing aims at

monitoring the radio-frequency bands of interest to detect either communica-

tion systems or spectrum holes (i.e. idle frequency channels). In both cases,

most of the detection algorithms rely on prior knowledge of the noise standard

deviation. In these applications, detection usually results from the processing

of a complex-valued observation represented in the time-frequency domain

(i.e. at the output of a short-time Fourier transform), that is

Yk,n = εk,nΛk,n +Xk,n , (32)

where k is the time frame index and n the DFT bin number, Xk,n is complex

white Gaussian noise, Xk,n
iid
∼ C N (0,2σ2

0) and Λk,n is the received signal. This
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4.2 Spectrum sensing

Table 4: PSNRs after denoising by WaveShrink based on SWT when the soft

thresholding function is tuned with either the exact value of the noise standard

deviation, its MAD estimate or the estimate returned by the universal fast-ESE.

Universal Minimax Detection Level-dependent

threshold threshold threshold thresholds

σ0 = 9

known σ0 29.30 30.61 32.08 33.62

MAD estimate 28.71 29.99 31.46 33.15

fast-ese estimate 28.89 30.18 31.65 33.30

σ0 = 18

known σ0 26.60 27.75 29.11 30.96

MAD estimate 26.42 27.54 28.89 30.82

fast-ese estimate 26.50 27.63 28.99 30.91

σ0 = 27

known σ0 25.27 26.26 27.49 29.42

MAD estimate 25.21 26.19 27.41 29.37

fast-ese estimate 25.27 26.26 27.49 29.41

signal is here modeled for the numerical applications by

Λk,n =
√

Es ak,n Hk,n , (33)

where Es is the signal power, the ak,n represents the transmitted data symbol

and Hk,n is the propagation channel. For the sake of generality, the ak,n ’s are as-

sumed to be iid, zero-mean and uniformly distributed with E[|ak,n |2] = 1; Hk,n

is an iid Rayleigh fading channel in the frequency domain and a Gauss-Markov

process in the time domain with E[Hk,n H∗
k−1,n

] = 0.9. The Average Signal to

Noise Ratio (ASNR) is defined as ASNR = 10log10

(
Es/(2σ2

0)
)
.

Figure 3a compares the performance of the universal fast-ESE with that of

the MC-ESE, the MAD and its alternatives Sn and Qn depicted in [4]1. These

results are obtained in an “average scenario” where ASNR equals 10 dB and the

observation is limited to 128 DFT bins and 16 time frames. Despite the theoret-

ical ground of the universal fast-ESE that bounds the probability of the signal

presence to 1/2, the NMSE of the estimated σ0 is here plotted for 0 ≤ P[εk =
1] ≤ 1. This is motivated by the application context of spectrum sensing algo-

rithms that can face situations where P[εk = 1] > 1/2. As shown in [23], the

occupancy rate of the radio-frequency spectrum varies form one band to an-

other. CES systems mainly focus on military bands such as the 30-88 MHz,

1Note that the MAD and its alternatives are originally designed for real-valued random vari-

ables. However, since the real and imaginary parts of Yk,n are independent in our scenario, the

noise standard deviation of Xk,n is estimated on the observation vector made of the concate-

nation of the 2 dimensions of the Yk,n ’s.
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4.2 Spectrum sensing

225-400 MHz or 960-1240 MHz bands where the occupancy rate can be less

than 10% in peace zones to more than 50% on theatres of operation. Cognitive

radio systems mainly focus on TV and ISM bands where the occupancy rate is

usually high (from 15% to 70% [23]). Figure 3a clearly shows that the univer-

sal fast-ESE and the MC-ESE largely outperform the MAD and its alternatives

in the range of probability of presence relevant for spectrum sensing applica-

tions. This very good robustness is paid back by a poor efficiency (there is a 17

dB NMSE loss compared to Qn for P[εk = 1] = 0). This is consistent with the fi-

nite rejection point of the sensitivity curve observed in Figure 2. Figure 3a also

indicates that the universal fast-ESE and the MC-ESE yield similar performance

measurements. The universal fast-ESE is slightly better for 0.3 ≤ P[εk = 1] ≤ 0.7.

This result advocates the use of the universal fast-ESE since this estimator is

far less complex than the MC-ESE. It is also worth noticing the seemingly exis-

tence of an optimum for the NMSE of both estimators. This was not expected

theoretically and deserves some attention in forthcoming work.
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Figure 3: Performance of the universal fast-ESE in a spectrum sensing context

where Yk,n is a 16× 128 matrix. (a) Normalized mean square error compari-

son of various robust noise standard deviation estimators with ASNR=10 dB.

(b) Comparison of the receiver operating characteristics when the noise vari-

ance is perfectly known and when it is estimated via the universal fast-ESE and

the MAD. The priors P[εk,n = 1] all equal 1/2.

As detection is usually the most critical operation in spectrum sensing, the

proposed estimator is indirectly evaluated in Figure 3b through the performance

of a classical constant false alarm rate (CFAR) detector2. This figure compares

the true detection rate (Pdet ) for various theoretical false alarm rates (P f a) when

the noise standard deviation is perfectly known and when it is estimated using

2CES or cognitive radio systems may use detector structures other than CFAR ones. This kind

of detector structure is one of the most popular and is therefore used for illustration purposes.
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the universal fast-ESE or the MAD. The decision on detection is made by com-

paring |Yk,n |2 to a positive threshold that aims at guaranteeing a specified false

alarm rate. Given that noise is complex-valued and Gaussian, |Yk,n |2/σ2
0 follows

a chi-square distribution with 2 degrees of freedom when εk,n = 0. Therefore,

whenσ0 is known, the detector decides that εk,n equals 1 if |Yk,n |2 >−2σ2
0 ln(P f a)

and that εk,n equals 0, otherwise. It is usual to summarize this decision-making

on the value of εk,n by writing |Yk,n |2
εk,n=1

>
<

εk,n=0
−2σ2

0 ln(P f a). When σ0 is estimated

by the universal fast-ESE or the MAD, we replace σ0 by its estimate. Figure 3b

confirms the benefit of the universal fast-ESE for spectrum sensing applica-

tions. In the example given, the MAD over-estimates σ0 so that the true detec-

tion rate is far below the one obtained with a perfect knowledge of σ0. This has

to be compared with the detection rate of the universal fast-ESE, which is very

similar to the ideal one.

5 Conclusion and perspectives

On the basis of [8, Theorem 1], a new robust estimate of the noise standard de-

viation has been proposed for problems of practical interest where d-dimen-

sional observations involving signals with unknown distributions must be pro-

cessed so as to extract knowledge about these same signals. This estimate is

the fast-ESE. In contrast with the standard MAD estimator, which is limited to

the one-dimensional case, the fast-ESE applies whatever the value of d . Once

the sole parameter, on which the computation of this estimate depends, is fixed

according to a few simulation results, the resulting universal fast-ESE has been

shown to perform very well in two rather natural applications, namely, image

denoising by wavelet shrinkage and spectrum sensing. The theoretical deriva-

tion of the fast-ESE and the universal fast-ESE is made under weak sparsity hy-

potheses that bound our lack of prior knowledge about the signal distributions

and probabilities of presence.

The fast-ESE and the universal fast-ESE raise several questions and open

new prospects in robust statistical signal processing. To begin with, further

work is required to better understand the behaviour of the universal fast-ESE.

In this respect, it could be relevant to take into account [8, Theorem 1, state-

ment (ii)]. Indeed, the present paper as well as [6, 7] are based on [8, Theorem

1, statement (i)], which concerns the case of big signal amplitudes, whereas

[8, Theorem 1, statement (ii)] states that the noise standard deviation is also

the solution of a limit equation when signals have very small amplitude and

priors upper-bounded by some value in [0,1). Such a result could perhaps be

exploited to justify the good performance of the MC-ESE and the universal fast-
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ESE, even when the signal amplitudes or the signal SNRs are not big. It would

also be helpful to characterize the probability distributions of the norms of the

signals in the presence of which the universal fast-ESE is capable of estimating

accurately the noise standard deviation. A theoretical analysis of the bias, MSE,

efficiency and consistency of the fast-ESE and the universal fast-ESE is desir-

able so as to justify or improve the experimental considerations of the paper.

We also plan to study to what extent the MC-ESE, fast-ESE and universal

fast-ESE can be cast into a unified framework, in connection with standard

theory of robust statistics. A study of the several figures-of-merit that are stan-

dardly used to characterize the robustness of an estimator could then be under-

taken. In this respect and according to the contents of this paper, we can make

the following remarks. For one-dimensional observations, the fast-ESE and the

MAD are very similar. Indeed, for d = 1, we have Ψ(∞)−1 = 1.2533 (see remark

1), which is close to the value given to b in Eq. (1) for the Gaussian case. Besides,

M∗(k) in Eq. (28) is analoguous to the median value involved in Eq. (1). Finally,

remark 3 has already pinpointed a similarity between the MC-ESE and the fast-

ESE. It is thus thinkable that the MAD, the fast-ESE, and even the MC-ESE, de-

rive from a more general robust estimator, possibly based on order statistics.

It could also be asked whether choosing L > 2 instead of L = 1 in Eq. (19) of

lemma 1 could yield alternative estimators and to what extent these alternative

estimators could also relate to the MAD and the MC-ESE.

Basically, the fast-ESE is an outlier detector. This has already been enhanced

in section 3.4. However, the capability of the fast-ESE to detect outliers has not

yet been exploited, even in section 4.2 where the detection is performed via a

very standard approach. The link between the problem of detecting outliers or

signals and the estimation problem addressed by the MC-ESE, the fast-ESE and

the universal fast-ESE should deserve some attention.

Appendix I

Proof of lemma 1

The fact that σ0 satisfies Eq. (19) is a straightforward consequence of Eqs. (3)

and (7). The fact that σ0 is actually the unique positive real satisfying Eq. (19)

is proved by mimicking the proof in [8, Appendix A.5] with some slight simpli-

fication.

Assume the existence of two positive real numbers σ1 ≥ σ2 > 0 that both

satisfy Eq. (19). Let β1 abd β2 two elements of (0,1) such that β1σ2 = β2σ1. We
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have

∣∣σr−s
1 −σr−s

2

∣∣Ψ(∞)

6

∣∣∣∣∣∣∣∣∣∣

m∑

k=1

‖Yk‖r I[0,β2σ1θ(̺(Λ))](‖Yk (ω)‖)

m∑

k=1

‖Yk‖sI[0,β2σ1θ(̺(Λ))](‖Yk (ω)‖)

−σr−s
1 Ψ(∞)

∣∣∣∣∣∣∣∣∣∣

+

∣∣∣∣∣∣∣∣∣∣

m∑

k=1

‖Yk‖r I[0,β1σ2θ(̺(Λ))](‖Yk (ω)‖)

m∑

k=1

‖Yk‖sI[0,β1σ2θ(̺(Λ))](‖Yk (ω)‖)

−σr−s
2 Ψ(∞)

∣∣∣∣∣∣∣∣∣∣

for any given pair (m,ω) ∈N×Ω. From this inequality, we derive that

|σr−s
1 −σr−s

2 |Ψ(∞)

6

∥∥∥∥ limsup
m→∞

∣∣Mm(σ1,β2θ(̺(Λ)))−Ψ(∞)σr−s
1

∣∣
∥∥∥∥
∞

+
∥∥∥∥ limsup

m→∞

∣∣Mm(σ2,β1θ(̺(Λ)))−Ψ(∞)σr−s
2

∣∣
∥∥∥∥
∞

.

Since σ1 and σ2 are both assumed to satisfy Eq. (19), then, by choosing ̺(Λ)

large enough, it follows from Eq. (3) that the rhs in the inequality above can be

rendered arbitrarily small. Therefore, we conclude that σ1 =σ2.
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