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Performance evaluation of application-aware cost
function for scalable video multicast streaming

services on overlay networks
Tien Anh Le, Hang Nguyen

Abstract—Real time video multicast streaming services

on overlay networks need to build a multicast tree for dis-

tributing the video contents to all clients. Link cost is very

important in building this multicast tree. A good cost func-

tion can provide information for media routing algorithms

to find the best way to distribute the media on overlay net-

works. In this research work, a multi-variable cost function

is proposed. This cost function can calculate links’ costs

based on both network resources and application’s require-

ments. The new cost function is then applied to build an

overlay network for scalable video multicast streaming ser-

vices of up to more than one thousand peers. An evaluation

platform is proposed to validate the advanced performance

of the newly proposed cost function in overlay network. The

results have shown a better adaptability of the new cost

function in the scalable video multicast streaming service

on overlay networks.

Index Terms—overlay, application layer multicast routing;

cost function; scalable video streaming;

I. Introduction

The Internet was originally built for unicast or one-to-
one applications. Nowadays, it has to serve a large number
of multimedia services such as IPTV, multimedia confer-
ence...These types of multicast services put a big load on
the unicast infrastructure of the Internet. IP-Multicast[1]
is the first attempt to solve this problem. However, many
deploying problems are still preventing IP-Multicast from
being supported worldwide[2]. An alternative solution is
Application Level Multicast(ALM). The key concept of
ALM is the implementation of multicasting functionality
as an application service instead of a network service. It
has excellent advantages over IP-Multicast: easier and pos-
sibly immediate deployment over the Internet without any
modification of the current infrastructure and adaptable to
a specific application. In a tree-push ALM, a data distribu-
tion tree is built first, then the data is actively distributed
from the source node to intermediate peers until reaching
all peers in the multicast tree[3]. In order to build an ALM
distribution tree, we must have costs of all available end-
to-end links. Those costs can only be calculated by using
a cost function.
Real time video multicast streaming services on overlay
networks need to build a multicast tree for distributing the
video contents to all clients. Link cost is very important
in building this multicast tree. A good cost function can
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Fig. 1. EvalSVC and the evaluation of SVC-based services on over-
lay network constructed by the newly proposed multi-variable cost
function.

provide information for media routing algorithms to find
the best way to distribute the media on overlay networks.
In this research work, a multi-variable cost function is pro-
posed. This cost function can calculate links’ costs based
on both network resources and application’s requirements.
The new cost function is then applied to build an overlay
network for scalable video multicast streaming services of
up to more than one thousand peers. An evaluation plat-
form is proposed to validate the advanced performance of
the newly proposed cost function in overlay network.
The main contribution of this research is to design a new
multi-variable cost function of the end-to-end delay and
bandwidth taking into account advantages of application
layer links. The research work is an extension to the orig-
inal work proposed in[4] and[5]. After having proposed
the new multi-variable cost function, it is necessary to
evaluate its performance. Since it has been proved that
SVC-content can resist better in the overlay network[6][7],
therefore an evaluation platform of the newly proposed
multi-variable cost function with SVC content is highly
required. The general diagram of the evaluation process is
demonstrated in Fig.1. We have built an extended eval-
uation platform from our original evaluation platform for
scalable video transmission (EvalSVC[8]). This platform
provides measurement data of a real-time scalable video
streaming service on a simulated overlay network with up
to more than one thousand peers. The collected measure-
ments have shown the adaptability of the new cost function
in such a fast changing conditions as of overlay networks.
The rest of the paper is organized as follows. Section II
provides a survey on the state-of-the-art cost functions and
analyze their limitations. The proposed multi-variable cost
function will be described and derived in section III. By
analyzing intensive simulation result in section IV, we will
compare the new multi-variable cost function with conven-
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tional ones on overlay networks to show its advantages. Fi-
nally, we conclude and give out some possible future works
in Section V.

II. Conventional cost functions

Conventional cost functions are either empirical or
heuristic. Among all available cost functions for ALM rout-
ing that we have found, neither of them has a mathematical
derivation nor a clear citation. In most of the ALM routing
algorithms, the state of the network, on which the routing
algorithm is presented, readily associates some costs with
each link. Thus they do not address how the link cost
function should be defined so as to efficiently distribute
allocated resources over the network[9]. Also in[9], several
kinds of cost functions have been investigated.
In[10], the cost function decreases with the delay, convex,
assigns infinitely high cost when the required delay guaran-
tee approaches zero, and a fixed minimal link usage cost,
even if no guarantee is required. A constant determines
how fast the cost grows for low delays and another constant
is used as the scaling constant. Although delay is used as a
sample, any other QoS parameter such as bandwidth, jit-
ter, packet loss can be used, but not simultaneously. The
heuristics cost functions is only single-variable, therefore it
cannot consider other parameters simultaneously.
Another cost function considering several QoS parameters
has been used in[11], again, without any mathematical
proof.
A scaling factor allows us to modulate the relationship be-
tween parameters even further, although it is still unclear
exactly how bandwidth, buffer, and delay units could be
added together[11]. This again raises need for a new cost
function.

III. Proposed multi-variable cost function

Assuming that we have an overlay with application peers
and end-to-end-links, in order to form a tree for data de-
livery, we need costs of all those end-to-end links. These
costs must be calculated by a cost function. To take into
account several QoS parameters simultaneously, the cost
function must be a multi-variable function. QoS parame-
ters can be a bandwidth-type (meaning that the requested
bandwidth is always smaller than or equal to the max-
imum available bandwidth) or delay-type (meaning that
the requested delay is always greater than or equal to the
minimum available delay). On each end-to-end link, we
have to consider variable requirements from applications
running on the P2P-based overlay. For example, an appli-
cation can be a scalable video service with different video
coding layers or it can be a multimedia flux comprising
of video, audio, text, data sub-streams, each has different
bandwidth and delay requirements. Those requirements
are changed frequently by the application. We have to also
consider the maximum available resources of the underlay.
For example, if an end-to-end link is built upon 3 physi-
cal links, each has its own available bandwidth and delay.
Then the maximum available bandwidth of the end-to-end
link equals to the minimum available bandwidth (bottle-

neck) of all 3 physical links, the minimum guaranteed delay
of the end-to-end link equals to the sum of all delays on
the 3 physical links.

A. Problem formation

Problem: Find a multi-variable cost function which

can simultaneously consider varied bandwidth and delay

requests from the application and maximum guaranteed

resources from the underlay network. The cost function

must be able to assign increasingly higher costs for nearly-

saturated end-to-end links to prevent congestion.

B. Single variable cost function

Assume we have on the end-to-end link i : A total avail-
able bandwidth of κw, and a requested bandwidth of xw,
we must find the bandwidth-type cost function: f(xw).
Since κw is the maximum available bandwidth when us-
ing all available resources on link i, so 0 ≤ xw ≤ κw. With
time, according to the application’s requirements, xw may
be varied by an amount of ∆xw causing the cost to have
the current value of f(xw +∆xw), so this current value of
the cost function depends on:

• The previous cost: f(xw),
• The increment of cost which is proportional to:
– The previous cost: f(xw),
– The ratio between the increment of requested band-

width and the total requested bandwidth: ∆xw

xw+∆xw

,
• The decrement of cost which is proportional to:
– The ratio between the decrement of the remaining

available bandwidth and the maximum available
bandwidth (κw−xw−∆xw)

κw

.

Finally, we have:

f(xw + ∆xw) = f(xw).









1 +

∆xw

xw + ∆xw

(κw − xw − ∆xw)

κw









(1)

From (1) we have:

⇔ f ′(xw) = f(xw).
κw

xw(κw − xw)
(2)

Replacing f(xw) by y and f ′(xw) by dy
dxw

; from (2) we have
an ordinary differential equation:

dy

dxw

= y
κw

xw(κw − xw)
(3)

Solve the ordinary differential equation (3), we find the
bandwidth-type cost function:

y =
Φ.xw

(κw −xw)
(4)

We can see that, the required delay parameter (xd) has
a reversed characteristic against the required bandwidth
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parameter (xw). So by replacing ẋd = 1
xd

, κ̇d = 1
κd

, and

dẋd = d( 1
xd

) = −dxd

xd
2 into (3) we have:

dy

dxd

= y
1

κd −xd

(5)

Equation (5) is the ordinary differential equation to derive
the delay-type cost function. From (5), we have:

y =
Ψ.κd

xd −κd

C. Derivation of the multi-variable cost function

We now try to derive the bandwidth-delay cost func-

tion u(xw,xd) considering two independent QoS parame-
ters: bandwidth (xw) and delay (xd) at the same time.
From (3) and (5), we have:

xw(κw − xw)

κw

uxw
+ (κd − xd)uxd

= u (6)

In which uxw
= ∂u

∂xw

, and uxd
= ∂u

∂xd

.

Equation (6) is a quasi linear first order partial differential

equation, we will solve it to obtain our bandwidth-delay
cost function.
Let xw = xw(s), xd = xd(s), u = u(xw(s),xd(s)), then:

∂xw

∂s
.uxw

+
∂xd

∂s
.uxd

=
∂u

∂s
(7)

Compare (6) and (7), we have:























∂xw

∂s
=

xw(κw −xw)

κw
∂xd

∂s
= κd −xd

∂u

∂s
= u

(8)

A constant of integration is obtained by eliminating s from
two or more equations and integrating out. Such inte-
gration generates an arbitrary integration constant, which
may be viewed as a function of all the variables, but it is
constant with respect to s. Let φ(xw,xd,u) be a constant
of integration, since it is constant with respect to s, or
dφ
ds

= 0, we can write:

∂φ

∂xw

.
xw(κw −xw)

κw

+
∂φ

∂xd

.(κd −xd) +
∂φ

∂u
.u = 0 (9)

Equation (9) is the orthogonality property of the vector
(xw, xd), we can use it to check whether φ has been ob-
tained correctly.
In order to solve (6) we have to find two constants of inte-
gration from (8).

From (8), we have:

dxw

ds
du

ds

=

xw(κw − xw)

κw

u
⇔

du

u
=

κw.dxw

xw(κw − xw)
(10)

Since (10) and (3) have an identical form, we can use
Lemma 1 to achieve the first constant of integration (11) :

u =
Φ.xw

(κw − xw)
⇔ Φ =

(κw − xw)u

xw

(11)

Similarly, using (8) and (6), we can find the second con-
stant of integration having the form of:

Ψ =
(xd − κd)u

κd

(12)

D. The general solution:

The equation Φ(xw, xd, u) = constant, describes a rela-
tionship among xw, xd, u such as shown in (8). Notice
that if Φ(xw,xd,u) is a constant, then G(Φ) is also a con-
stant (in which G(.) is any arbitrary function). Similarly,
if Ψ(xw,xd,u) is a constant, then H(Ψ) is also a constant
(in which H(.) is any arbitrary function). We can set these
two constants equal so that:

G(Φ) = H(Ψ) (13)

This provides a more general expression in xw, xd, u that
solves the partial differential equation (6). The two arbi-
trary functions in (13) may be merged into one by letting
F(.) = G1(H(.)), then:

Φ = F(Ψ) (14)

(14) is the general solution of the partial differential equa-
tion (6). From (11), (12), (14), we have:

(κw − xw)u

xw

= F

(

(xd − κd)u

κd

)

(15)

D.1 Fitting boundary conditions to the general solution:

Equation (15) provides us a general solution compris-
ing of a family of arbitrary functions. We need to fix to a
certain bandwidth-delay cost function by assigning bound-
ary conditions to this general solution. From the natural
characteristics of 2 independent QoS parameters: requested

bandwidth (xw) and requested delay (xd), and their partial
cost functions (4) and (6), we have these boundary condi-
tions:















xw

κw −xw

= t3

κd

xd −κd

= t

u = t2

(16)

Replacing (16) into (15) we have:

F(
t2

t
) =

t2

t3
⇔ F(t) =

1

t
(17)

From (17) and (15), we have:

F

(

(xd − κd).u

κd

)

=
κd

(xd − κd).u
=

(κw − xw)u

xw

(18)

The specific solution of (6) is therefore:

u(xw, xd) =

√

xw

κw − xw

.
κd

xd − κd

(19)
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Recursively, we can see that, the specific multi-variable
cost function equals to the average multiplication of all
partial cost functions:

u(x1, x2, ..., xn) = n

√

√

√

√

n
∏

i=1

fi(xi) (20)

In general, we can build a cost function for as many vari-
ables as possible given separated partial cost functions.
However, while a multi-variable cost function can consider
many QoS parameters at the same time, it should be no-
ticed that the multi-variable cost function does not always
give a better result than the single-variable cost function.
For example, the cost function with bandwidth, delay, and
packet-loss can build a better multicast tree if many peers
are using wireless access network with a high packet loss
rate to join the multicast tree but when most of the peers
are using a wired access network with a low packet loss
rate, then that three-variable cost function may build a
worse multicast tree than the two-variable cost function of
only bandwidth and delay. Therefore, a N-variable cost
function with N ≥ 3 should be designed and applied with
care.

IV. Evaluation of the proposed cost function

on overlay networks

A. Platform’s architecture and settings

To compare the performance of the new cost function
with a popular cost function, the evaluation process is set
up as demonstrated in Fig.2. We set up an OverSim[12]
simulation scenario based on NICE. The main goal of the
simulation is to show the advanced performance of a repre-
sentative ALM algorithm (e.g. NICE) when applying our
new cost function. The simulation may only show the ad-
vanced performance for NICE but the simulation method-
ology (which is protocol-independence) can be generalized
to any ALM algorithm using a different cost function other
than our new cost function for building the data delivery
tree. The simulation plan will build an overlay of a var-
ied number of peers (e.g., varied group sizes of 16, 32, 64,
128, 256, 512, and 1024) running on an underlay network
topology generated by GT-ITM[13]. Each topology was
a two-level hierarchical transit-stub topology, containing
1250 nodes and about 6000 physical links[14]. Each phys-
ical link will have random values of delay, bandwidth, and
PER (Packet Error Ratio). We will use the simulation plan
described in[15] for comparison and confirmation purposes.
We use similar performance metrics commonly applied by
all ALM algorithms to validate the advanced performance
of the newly-proposed cost function. The xw parameter
can be obtained by investigating the sending and receiving
dump files of a Scalable Video Coding unicast.

NICE only uses a delay-type cost function to build and
to maintain its ALM tree (with a clustering, layering struc-
ture). By sending and receiving periodic heartbeat mes-
sages containing delays between nodes within a cluster,
peers will decide whether it should elect a new cluster-
leader. Changing cluster-leaders provokes changing and

TABLE I

Simulation parameters of the SVC transmission on overlay

network constructed from multi-variable and conventional

cost function.

Parameters Values

Purpose Evaluation of the new multi-
variable cost function for Video
Multicast service

Encoding SNR SVC
Video size CIF
Transmission net-
work

Overlay network

Service Application Layer Multicast of
SVC video

Network simulation
tool

Oversim

Number of peer 1-1024 peers
Underlay network Internet topology generated by

GT-ITM
Cost functions

• New multi-variable cost
function,
• NICE’s popular cost func-
tion

Overlay measure-
ments

Average link stress, average end-
to-end delay

Fig. 2. EvalSVC and the performance evaluation of SVC transmis-
sion on overlay network constructed from multi-variable cost func-
tion.

rebuilding the entire NICE tree. In its original paper[16],
authors of NICE implemented the delay-type cost func-
tion simply by using an end-to-end delay parameter. We
now want to apply our new bandwidth-delay cost function
obtained in (19).

Costs of all end-to-end links will be calculated and NICE
will use them instead of the conventional delay cost to run
their algorithm on. We will compare performances of two
cases mainly by using two metrics: average link stress,
and average link stretch[17]. The average link stress
metric is defined by the mean value of identical packets
sent by a protocol over each underlay link. To calculate the
average link stress of the network, instead of standing on
each link and counting identical packets, we let the nodes
(peers/routers) count the link stress of all their links, and
then take a half of the sum. The reason for doing so is
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Fig. 3. Average link stress comparison for the NICE data-plan using
the old and new cost functions. Transmitting data is obtained from
a real SVC transmission session.

Fig. 4. Average end-to-end delay performance.

because in OverSim, it is easier to control nodes than links,
meanwhile any physical link is always formed just by 2
nodes. The average link stretch is the ratio of average path
length of the members of a protocol to the average path
length of the members in the multi-unicast protocol. In our
implementation, we just concentrate on the numerator: the
average path length (mean value of actual hops) that a
data packet must go through from source to destination.
For each packet received at an overlay peer, we will take its
Time-To-Live information which is actually the hop-count
value that it had to go through. Note that we just need
to count the path length of packets routed by the ALM
protocol, so we take the calculation at the overlay layer,
not at the underlay layer.

B. Performance evaluation results

Figure 3 shows that the newly proposed cost function
when applied by NICE can reduce the average link stress
that a link has to take to a smaller value than the origi-
nal NICE’s distance function. Fig.4 shows that the aver-
age end-to-end delay when applying the new cost function
is much smaller than the old distance function especially
when the group size increases. Even when the number

of participants is 1024, the average end-to-end delay of
the new cost function is just about 79 ms which is much
smaller than the limitation value of 150 ms recommended
by ITU-T for real-time communication services[18]. From
the results we can see that, the new cost function can avoid
multiple replication of packets on access links and so re-
duce the average link stress. Even though a packet may
have to go through more physical hops in order to reach
its destination, the new cost function can still guarantee
a half-smaller average end-to-end delay than the conven-
tional distance function. It should be noticed from Fig.4
that, when the group size is smaller than 64, the aver-
age end-to-end delays when applying new and conventional
cost functions are similar since there are not many better
options for NICE to choose from. However, when the group
size is large, the new cost function can give out more routes
for NICE to build its media distribution tree resulting in
a much better average end-to-end delay than the conven-
tional cost function.

V. Conclusion and future works

In this research, a new multi-variable cost function has
been proposed. The mathematical derivation process has
also been described in details so that ones can apply it
to obtain other multi-variable cost functions according to
their specific requirements. The newly found cost function
has considered dynamic requirements of the application
and the underlay network. An evaluation platform and a
scalable video streaming service have been built to validate
the newly proposed cost function. Evaluation results show
that the new cost function can greatly reduce the average
link stress and average end-to-end delay (two very impor-
tant metrics in multimedia services) for the scalable video
multicast streaming service. For future works, a new ALM
can be designed based on the newly proposed cost function.
The result can be further applied to improve the perfor-
mance of any ALM algorithms who are using conventional
cost functions to build their data delivery tree.
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