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SUMMARY

A combination of Proper Orthogonal Decomposition (POD) &mdSitu Adaptive Tabulation (ISAT) is
proposed for the representation of parameter-dependéritosis of coupled partial differential equations
(PDE). The accuracy of the method is easily controlled bynggameters that can be adjusted according to
the users needs. The method is tested on a coupled fluiddhproblem: the design of a simplified aircraft
air control system. It is successfully compared to the steth@OD: while the POD is inaccurate in certain
areas of the design parameters space, the POD-ISAT meth@Ves accuracy thanks to residual based on
trust regions. The presented POD-ISAT approach provide#ili¢y, robustness and tunable accuracy to
represent solutions of parametrized PDEs. Copyri@t2010 John Wiley & Sons, Ltd.

Received ...

KEY WORDS: Multiphysics Problems, Reduced-Order ModeliBOM), nonintrusive, In-Situ-
Adaptive-Tabulation (ISAT), Proper Orthogonal Decomgosi (POD), Aircraft air
control system.

1. INTRODUCTION

Computational tools are today a success factor in Engingédesign. Finite Elements or Finite
Volumes codes become very efficient in the evaluation oégdtat given design points. However,
the 'full’ exploration of the design space is still a diffictdisk because of the curse of dimensionality
and the weak computing performance available for such egjmins. Alternative solutions are
the use of meta-models or low-order optimal bases that shaitv &iccuracy and computational
efficiency for particular classes of problems (elliptic lplems). Proper Orthogonal Decomposition
(POD) [1], Goal-oriented approacheg,[3], Reduced Basis Method (RBM)| 5], LATIN
methodology §] or Proper Generalized Decompositions (PGH) Hyperreduction method] are
among the most known computational approaches for dimeakip reduction of PDE solutions.
But there are still big issues such as the case of hyperbotiblgms, convection-dominated
problems, strongly coupled multi-physics problems, hiiyimensional design spaces, etc.

The present paper deals with the design of reduced order llimgdchnique that the foreseen
application is a simplified aircraft air control system degiag on inflow and exterior conditions.

*Correspondence to: Dung Bui, Laboratoire de Mathémasidympliquée aux SystemEcole Centrale de Paris, Grande
voie des vignes, 92295 Chatenay-Malabry, France.
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2 D. BUIET AL

Navier-Stokes equations are coupled with a thermal equdiip means of a buoyancy force
(Boussinesq approximation). In this work, an innovatingrapch called POD-ISAT is presented. It
combines Proper Orthogonal Decomposition for the reptaesien of the spatial fields and In Situ
Adaptive Tabulation (ISAT) for the local representationtioé solution in the design space. This
leads to a set of local reduced-order models whose fidelitpirolled by means of trust regions
(TR). In Pope’s ISAT modeld, 10], ellipsoids of accuracy (EOA) are used and adapted duliag t
learning process of the table. Here we rather use a thregiddion on a residual. The whole
algorithm is detailed in the paper and numerical resultsvdhe efficiency of the approach.

The remaining section of the paper is organized as followssdction2, aircraft environment
control system is discussed. In secti®rwe introduce a real test case on the design of aircraft air
control system. Then we present in sectiothe methodology of reduced order modelling (ROM)
in the literature. In sectiofi, a new ROM method so called POD-ISAT is presented. Numerical
experiments are presented in sectio®ome interesting results of residual depending on thgdesi
parameters and on the number of used POD basis functionsaysed. The accurate and efficiency
(speed-up) of POD-ISAT are proved. We compare also the atzaf this method and the POD non
intrusive model. Concluding remarks and perspectivesiaugsed in the last section.

2. AIR AIRCRAFT CABIN COMFORT ANALYSIS

Aircraft cabin comfort is today a key factor in aircraft dgsi The airline industry suppliers of
aircraft and interior furnishings have made great effartsatisfy passengers needs as cabin comfort
plays an important role in airline ticket sales: improvinggaft comfort attracts more passengers.
Therefore, it is essential to pay attention to the qualityhef air of the cabin to ensure that it is
comfortable for all passengers. More and more passengetsling those with impaired health
or those who are sensitive to cabin environmental conditian their travel. They request a safe
and comfortable cabin environment because they may eneoartombination of environmental
factors including low or high temperature, low humiditywair pressure, and sometimes exposure
to air contaminants such as carbon monoxide, ozone, vaoogenic compoundslf]. It has
been reported that international air travel include paatmisks associated with airborne disease
transmission]2, 13]. On a flight from Hong Kong to Beijing2 passengers out 20 were infected
with the Severe Acute Respiratory Syndrome (SARS).[

Furthermore, the external environment of the aircraft gearbetween the different flight phases
(taxiing, take-off, cruise, and descent). The outside tnafure varies from-55°C to over50°C,
the ambient pressure varies from aba0il kPa (at altitude ofi1 kms) to 101 kPa (at sea level)
and the water content changes from virtually dry to gredtantsaturation. To transport people in
those varying external conditions, aircrafts are equippigdenvironmental control systems (ECSs)
that provide suitable indoor environments. The ECS cong@ish complex set of air treatment and
heat exchange systems, sensors and controllers and isf plagt aircraft’s electric, pneumatic and
hydraulic systems. It's behaviour significantly dependstlom airflow and heat exchange in the
aircraft cabin.

Recently, many scientists focused their attention on imipgpthe ECS of future aircrafts to provide
a comfortable cabin at minimal consumed power. Zhang etl4l. 16] proposed a novel air
distribution system adding an under-floor air inflow systerd a personalized air inflow system in
front of passenger head. Their results showed that the BE@¥8Iprovides the best air quality without
draft risk. Vankan et al.17] investigated and evaluated efficient methodologies faraximate
representation of steady-state system behaviour in &ircabin, applied to a design case of a
power optimized aircraft. In these studies, the authorsrassd that the phase of flight mission and
the related on-board services and activated systems maonlyibute to the power consumption
providing the air-conditioning in the cabin.

An important element of passenger satisfaction is therrmadarm. The major factors involved in
thermal comfort are the air temperature, relative humjdiilyrefreshment rate, heat radiation and
clothing. The research about this problem is initiated bgniger [L8], and then improved by Kok
et al. [L9] in the framework of the European project FACE (Friendlyakaft Cabin Environment).

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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ROM OF PARAMETRIZED FE SOLUTIONS BY THE POD-ISAT TECHNIQUE 3

In these works, the numerical simulation of the three maj@rmmena that play a significant role
in thermal comfort were considered: the human responsa thérmal environment which is also
known as thermal regulation, the actual movement of air aeat inside aircraft cabins due to
natural and/or forced convection, and heat transfer duadition. For the first one, the thermal
regulation model of Tanab&(] which simulate the thermal exchange in sixteen differamnhhn
body segments with environment air is used. The second mttau€FD model based on a weakly
compressible Reynolds-averaged Navier-Stokes (RAN®)utation. The third one employed the
surface-to-surface radiation model consisting in an irstegquation, which relates radiation flux
leaving the enclosing surface to the temperature distdbudf this surface. The thermal regulation
and radiation models are coupled with the flow model, but mectly with each other. These two
coupled models are solved by iterative schemes. Note th&ar@odel is a system of non-linear
equations which can be very time consuming to solve. Monedie air flow in cabin depends not
only on the human body thermal and heat radiation but on thsugiplied by ECS. Ideally, one
would like to explore the parameter design space, in ordindoor choose attractive designs, or to
optimize according to some criteria and constraints. Isi¢hse we face a high-dimensional problem
where each design point requires a CFD solution. Thereforeduced order modelling method for
parametrized CFD models is required.

A CFD model solves numerically a set of partial differengglations (PDES) for the conservation
of mass, momentum, energy, chemical-species concemsatend turbulence quantities. The
solutions are the field of air velocity, air temperature, tomcentrations of water vapour and
contaminants, and turbulence parameters in an aircrafih.caihese solutions depend on the
boundary and initial conditions. Liu et aR]] summarized all the numerical studies on the flow in
an aircraft cabin published in the past two decades. The usest CFD models are RANS models
and Large Eddy Simulation (LES) models.

Generally, aircraft cabin airflow depends on many pararmaetbich are almost boundary conditions
of CFD models:

e the heat source of passenger body, of galley switched orefmape hot meals, and of electric
device;

external environment: temperature and pressure;

inflow temperature;

inflow velocity;

position and orientation of inflow air;

fuselage thermal conductivity.

To build a ROM we propose in the next section a simple CFD madebling Navier-Stokes
equation and thermal diffusion equation that takes in toaotseveral parameters.

3. MATHEMATICAL SETTING

We are interested in the modelling of stationary air ciriataand heating conditions in an aircraft
cabin. For the sake of simplicity, the flow is supposed twoehisional and the domain of interest is
the cross-section of the fuselage (see figoré@he air is seen as an incompressible fluid but we take
into account buoyancy Archimedes forces due to air diléitglbly heating. So the stationary Navier-
Stokes equations with the Boussinesq approximation arsidered. At the right hand side of the
Navier-Stokes momentum equatid?) @ppears a buoyancy term depending on the grayiind

the temperature deviatidfi’ — ) from the nominal temperatuf® . The Navier-Stokes equations
are coupled, through this buoyancy term, with a thermal ggughat governs the evolution of the
temperature of the fluid (equationg{(3)). The coefficienk is the thermal diffusivity of the air.

V-u=0 1inQ, 1)
u-Vu—vAu+Vp=g (1—a(T - Tp)) inQ, 2
w-VT — V- (kVT)=0in g, ®3)
Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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4 D. BUIET AL

In realistic conditions, the reference lengthis 1 m, the characteristic speddis 1 m/s and the
kinematic viscosity of the air at 300 K is57 10~° m? /s so that the Reynolds number is equal to

LU
Re = — = 6.3710%.

For this Reynolds number the flow regime is turbulent, buttlie sake of simplicity, we do not take
into account any turbulence model here. Moreover the thiedifiasivity of air at 300 K and 1 atm
is 2.22 1075 m?/s, thus the Péclet number is

Pe = Lu ~ 4.5210%
K

meaning that the thermal convection-diffusion problem oh@ted by convection. Furthermore, the
air thermal expansion coefficieatis 3.43 10~3K ~! and the maximal temperature variatiorl” is
10 K thus the Archimedes numbdr- is

_ gaATL?
= e 702

which means that the flow is dominated by forced convection.
Let us now consider the boundary conditions. The cabin bagnid denoted'. It is divided into

Ar

Figure 1. Spatial geometry and domain boundaries (half domidh symmetry axis)

three parts: the inflow boundary,,, the outflowl',,; and the wall boundary.,,. For the fluid, no
slip boundary conditions is used @h,, velocity is imposed at the inflow and constant pressure is
given at the outflow:

u=0onT,, u=wu; onl;, andp =00nT,,;. 4)

For thermal boundary conditions, we used Dirichlet boupdamditions onl’;,, with imposed
inflow temperaturd’,,. The heat loss at the walls is expressed by inhomogeneougFbaundary
conditions. The boundary heat flux may depend on the difter&etween the wall temperature and
the exterior temperature. Finally, homogeneous Neumanndery conditions are written at the
outflow:

aT aT

T - TLTL On F’”L? an an

Possibly, if interior boundaries are defined (like seatsefample), then homogeneous Neumann

boundary conditions are imposed. The whole system is n@atiand the dominating phenomenon

is the convection (because of the large Reynolds and Raatebers). It is assumed that the domain
boundaries are Lipschitz continuous,,, T;,, € H'/*(I';,,), ® € C>, so that(u, p, T) are searched

=0on Fouh K = (I)(T - Tea;t) on Fw- (5)

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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ROM OF PARAMETRIZED FE SOLUTIONS BY THE POD-ISAT TECHNIQUE 5

inU,,, x L*(Q) x Xr,,, where
Uy ={ve[H Q) v=00nTy, v=wonly,},
Xu = {7‘ cH'(Q), T=w OnFm} .
one can define

According to some approximate candidates U, , p € L*(Q) andT € X7, ,
a residual functional relative to the test functians Uy, ¢ € L?(Q2) andt € Xy:

R(xﬁ,iv,qm):/

(11~V11)-vd:c+/ gu
Q

~vdof/p~V~vd:c
Lo 0T Q

/Q(la(TTo))g~vd:c+/ﬂv-ﬁqu+/ﬂ(ﬁ~VT)Td:c

—/ﬁ;VT-Vde—/ (T — Top)Tdo Y(v,q,7) € Uy x L*(Q) x X. (6)
Q T

Remember that the problem depends on the parameters. Fafereance problem, we will assume
that the parameters act on the inflow temperafijfeand the fuselage’s thermal conductivity.
Using dimensionless parametérss [—1,1],7 = 1,...,p, we are looking for the family of fluid-
thermal solutiongu’ = w(6,.), T% = T'(9, '>)9€[7171]P' In this paper, we are interested in building
ROMs for the temperature fielfl(6, z). According to some approximate candidaies U,,,, and

T € Xr,, the following residual is used:

VT € Xo, R(T,T,'&):/(ﬁ-VT)def/nVT-Vdef/ O(T —Top)rdo  (7)
Q Q T
The use of the residual irY) is supported by the low value of thé& number that indicates that

the heat transfer is dominated by convection and that the&oesq term that appears ) €an be
neglected. The functio® € C>° that defines the heat flux at the fuselage is given by:

VeeR, &(x)= i;x, (8)

with e the fuselage thickness arg the fuselage thermal conductivity.

4. ROM METHODOLOGY: GENERAL ASPECTS AND RELATED WORKS

A Reduced Order Modelling (ROM) approach for partial diéietial equations consists in a low-
order representation of the solution by help of a low-ordeimal basis and possibly an adaptivity
and enrichment process. Considering for example the paraegttemperature field’ = 7., ),
reduced-order models are searched in the form

K
T%() = T () + 3 ar() ¥ (x). 9)

k=1

The functionT?f%% is a lifting function aimed at satisfying some boundary dtinds (especially
Dirichlet BC), possibly depending ot but quite easy to compute (for example the solution of a
linear Stokes Problem). The family¢*),—;  x is the 'optimal’ basis. The truncation rark is
expected to be rather small, let us say 10. The expansiofiaierfsa, (6) are functions depending
on the vector parametére [—1, 1]7. Ina ROM methodology, there are two main steps: the design of
the basis function®* and the learning process of thg(6). In the POD snapshot approadh 22],
some snhapshot field§");—; .y are computed according to a Design of Computer Experiment
(DoCE). Then, the POD basis spawns the best linear subsgdedmrepresent the snapshot

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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6 D. BUI ET AL

solutions:
| XN K 2
min - Z Tz _ Tlift,07' _ Z(TZ _ Tlift,07', lIlk) ‘I’k , (10)
(¥ ) 23 P
(TF T =0y, 1<k<LSN
which is equivalent to solve the problem of maximum corietat
1 N K ,

max — Tt — Tl k)2, 11
(..., wK) QZZ( ) ( )

1=1 k=1
(U ) =51, 1<k<t<N

In the POD methodology, thé¥*) are said to be an empirical basis because of the empirical
choice of the snapshot set (s&g][for a recent analysis on the optimal location of the snafsgho
Reduced Basis Methods or RBM, [5] are more rigorous approaches where the basis is enriched
during an iterative learning process. At a given iteratibhinvolving £ modes, &k + 1)th mode
Ukt is searched as a best corrector direction correspondirtietthe worst case location in the
parameter domain. This is a kind of 'min-max’ algorithm. RBiWolves easy-to-compute accuracy
estimators; we refer to the literatur@{] 25, 26]) for this issue. Because of the iterative enrichment
process, RBM belongs to the family of greedy algorithms.ussémphasize that the RBM analysis
framework is mainly restricted to elliptic problems. Anethand recent approach which knowns
an increasing interest is the Proper Generalized Decoitosir PGD, introduced by Ladevze

in the context of the LATIN method (LArge Time INcrement medh) for reducing computational
costs. Then it is extended and used in many fields of appieat{[7, 27, 28, 29, 30, 31]). PGD

is also a greedy algorithm where the variables are separBteth a levelk model 7 (4,.), a
higher-fidelity modell'*+1) (9, .) is searched in the form

TE(9,.) = T®(0,.) + ol (61) a7 (8) ... alF+D (6,) TFHD (), (12)
where the one-dimensional function ™ (6,), a{*™™ (6,) ... a{**"(,) and the spatial model
¥ (1) (2) are searched in an optimal way, for example by a variatioriatiple and a Galerkin
projection, see referenceg,[32] for more details. Although very promising, PDG still needs
investigation especially for parameter problems. It isleacfrom the numerical analysis point
of view what is the truncation rank™ for a given error criterion. Moreover, PGD for the moment
is an intrusive approach, what can be a shortcoming in aipghéhdustrial context. PGD also
needs more developments in the case of coupled problemspdper aims at developing a non-
intrusive approach based on FE or FV code without modificatiche reference code. So we refer
to a formalism of non-intrusive physics-based meta-mauglroposed by P.B Nair 3[3]) which
will be used in this work. This meta-modelling technique itasn extended by 84]) using POD
method for spatial approximation within RBF interpolatiohPOD coefficients. They proposed
two variants of ROM algorithms. The first one is based on bpttial and parameter space POD
decompositions. The second one uses only POD decompasitiaspatial space and models the
coefficients of the decomposition as general functions efghrameter vectdt. The principle is
to determine in off-line stage the coefficiertg(d) in (9) by minimizing a function based on the
residual returned by the fine solver. We assume that this atatipn is far less expressive than
the fine FE computation. Indeed, the rafikis expected to be small, typically in the range10],
whereas the FE dimension is of ord@® — 10° for a two-dimensional problem, an@® — 107 for
a three-dimensional one. A classical approach to deterthimé>OD coefficients () is to use
a design of computer experiments (DoCE) to sample the pdearspace, then to interpolate the
obtained data set using meta-modelling methodology (RBRnftance). Note that for a parallel
computer architecture, all these sample computationseaobe in parallel. For some problems or
applications, the spatial structure of the solution magreity depend on the parameters meaning
the spatial components strongly change within the paransgi@ce. To get a global model with
all the spatial structure, this would involve a higher rankntationk (say between 20 and 90 as

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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ROM OF PARAMETRIZED FE SOLUTIONS BY THE POD-ISAT TECHNIQUE 7

illustration) thus reducing the ROM efficiency. In generase, there are large zones of parameter
space where the solution shape does not change stronglyd€uis to build a local adaptive POD
ROM for zones centred on a sample in the parameter spacechhzeme, we need only some
POD modes to capture enough information. We suggest antin/Agiaptive Tabulation (ISAT)
approach 10] combined with the POD for low-order spatial representatibhe so called POD-
ISAT algorithm is an easy-to-implement non-intrusive aggmwh that can be used in an industrial
context.

5. THE POD-ISAT ALGORITHM

The determination of POD modes by the method of snapshbteljes on the prior computation
of some accurate finite element solutions. A very populasfsybased meta-modelling technique,
namely the POD-Galerkin approach, consists in carryingtleeitapproximation on the full Finite
Element vector fields using POD modes and Galerkin projed@é]. POD-Galerkin approaches
are based on a low-dimensional projection of the PDE equsto that it is accurate in some sense
and the physics is included into the equations. Howeves khbwn that the POD-Galerkin method
may become unstable for convection-dominated problents stabilization/up-winding fixes are
required. Moreover, these approaches are intrusive: thguatational code must be accessible in
order to build the reduced system to solve. In the present,wee rather use a fully non-intrusive
approach which consists of growing database of fine solsitiath some interpolation process and
control of the accuracy. In some sense, it is a set of stalld leduced order models with trust
region. The reduction of both space and parameters is peefbby a combination of the POD
method with the ISAT algorithngj, 10].

5.1. The ISAT algorithm
The purpose of the ISAT algorithr8][is to tabulate a functiorf(x):

f : RP —R™
0 f(6).

wheref and f are respectively input vector and output vector. In the exnbdf this work, the
inputd is the design parameter vector and the output is the temperé¢ld in the cabin. Given a
query,#4, ISAT returnsf(64), an approximation tg'(6). Then we define = || f(69) — f(64)]| the
approximation error. An essential aspect of ISAT is thattétie is built up, not in a pre-processing
stage, but in situ (or "on line”) as the simulation is beingfpemed. An other important aspect is
that ISAT can control the size of the table so that the appnation error is probably less than a
given tolerant value noted ky,;. At the beginning, the table is empty. Then the entries adedd
as needed based on the quefieand on it's outputf(6°) computed by the fine simulation. Each
entry is considered as a leaf of a binary tree. 7thdeaf includes:

e its locationd’;
o the function valuef’ = f(6%);
e ajacobian matrix4?, which has components;

Liafk 7
kl*a—el(e)

e Theith region of accuracyKO A) of the leaf in parameters space.

The matrixA? is used to construct a local linear approximation. Givenergf, the approximation
to f(0) based on theth leaf is defined as:

F(60) = f'+ AY(67 - ) (13)

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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8 D. BUI ET AL

The ROA is defined to be the connected region containihgin which the error of the linear
approximation is less than the specified tolerange In original ISAT, theRO A is approximated
by an ellipsoid, called the ellipsoid of accuragy A) whose center ig’. The EOA is initialized
conservatively, and it may subsequently be modified (or gj@as additional information about the
ROA is generated. Then, there are 3 different scenarios:

e Retrieveattempt: For a new point querg?, the ISAT algorithm will identify a leaf such that
the EOA covers this point. If such a leaf is found, the linggpraximation tof (¢7) based on
that leaf is returned.

e Grown attempt: If the first attempt is unsuccessful, thgii9?) is directly evaluated by
referent simulation. Some number of leaves that in someesamesclose t@? are selected for
grown attemptBased on each of these selected leaves, the eimdhe linear approximation
to f(09) is evaluated, and if it is less thap,, then the leaf’sEOA is grown to covef? and
f£(07) is returned. The new EOA will be the minimum ellipsoid whiabvers the old EOA
andp? (see B6] for more detail).

e Add: If the grown attempt is unsuccessful, then the new leafaiairig #? is added to the
binary tree.

In this way, the ISAT is as an efficient storage and retrievathud. The new entry is stored
in the table as needed and is indexed by the leaf of a binaey &enew stored leaf's EOA is
distinguished with previous EOAs by a cutting plane. Theiinfation of theses cutting planes
is stored in the nodes of the binary tree. Thanks to these, ¢88% finds out rapidly the EOAs
that cover or are nearest to the query point in the parampéses The biggest limitation of ISAT
is the requirement of gradient matrix. Hedengré&i] [provided a new development in the case
whereA is unknown using linear regression of gradient matrix basedrevious input-output data.
Varshney and Armaouw3p] used finite differences with common random numbers. Howetie
accuracy of computing this matrix will not influence the ercontrol, but will likely decrease the
efficiency of ISAT. In addition, the ISAT proved its performee in the case low dimension of output
(50-100). In the context of CFD, the output may be velocitidfier temperature field which have
the high dimension (= number of node10°¢). The POD is one of the best method to reduce the
dimensionality of CFD fields. For these reasons, this papgpgses a combination of ISAT and
POD to build a reduced order model applicable to the desigirofaft air control systems.

5.2. Design of Computer Experiment(DoCE)

The parameter space sampling is an important issue for theaxy of any meta-model. Commonly
used DoCE procedure include Latin Hypercube Sampling (L.HE}esigns 39 and Lattice
Design BQ]. In this work, we used LHS method to build our DoCEs. Iét,;; be the number of
design sites in the parameter space chosen according to alésigh procedure. After computing
the exact solutions (e.g. the temperature fields) for thesigd sites by a FE code, an initial snapshot
setSNinit is formed as follows:

SNimit = LT i =1,..., Nini } - (14)

For each snapshot a$Vi=i¢, defined by a solutiorf™ corresponding to the vector of design
parameterg’ (T° = T'(6")), a lifting functionT*/%-?" is computed as the solution of the following
problem:

AT =0 inQ (15)

)

aTlift,W aTlift,W
——— =00nTyy, Kk ———
on o on

Note that the solution depends linearly on the Dirichlet fmary condition7;,,. To reduce the
computational cost, this equation is solved once by a FE odéfthr the boundary conditiofy,, = 1.
The corresponding solution, call@d/*! is stored. Then solution of.,16) for an arbitraryT;,, is
simply: TH60" = T3 T

TN = T, 0N Ty, = ST~ T,51) ONT,(16)

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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ROM OF PARAMETRIZED FE SOLUTIONS BY THE POD-ISAT TECHNIQUE 9

5.3. Local form of the POD-ISAT ROM

Assume that we are at the addition step, so the current qaeayneter’ becomes a new entry for
the table, say the'i entry. The corresponding solutidff (e.g. temperature field) is computed by
the FE model. Then a new local reduced order model is builtt@p. &irstly, we need to compute
the good POD modes, then build up a local approach for theénheigr of9’. The local POD modes
are computed by a subset of samplings consistindy;i,; nearest (in the sense of the euclidean
norm in the parameter space) pointgaf

St = L@ =), G =1, Nigear } (17)
with T(lf)ft’@j — Tlift0? 4 (T — Tlif10%) the concentrated lifting function.

The truncation ordek’ is chosen so that the energy captured byAfidirst modes is higher than

a confidence threshold. In other word, the error of projecisoexpected to be less than a tolerance

value. However, for the sake of clarity, we will fix? = K for all local ROMs. The local form of
ISAT-POD reads as follows:

K
Tl (x) = T (2) + > afiy (6) (18)

where the local POD coefficiemz%) depends on the design parameteends’.

5.3.1. Local POD coefficient&enerally, these local POD coefficierm(% are unknown af. Note
that we can compute these ones at fiig.,; sampling points?’ as the coefficients of POD
projection:

a’()(9]> (Tj( ) T(IZ)ftej(x>ﬂ‘Ill(€z)(x)) ;k:17"'aK;j:1a'~-7Nlocal- (19)
Using (19), the coefficienta’(fz.) (9) can be interpolated or approximated by standard robustodsth
(Moving Least Square (MLSY[L, 42, artificial neural networks (ANN)43], radial basis functions

(RBF) [34] or Kriging approaches4d]). In this paper we used the kriging technique provided by
the DACE Toolbox to approximate thél POD coefficients.

afy : R?—R (20)
0 afy(0), k=1,.,K.
Alternatively, the coefficienta@) (6) can also be determined by minimizing tdé norm of the
residual presented in the equatiaiy: (
2

1
Lo ak = mi = 21
(agy,---»a;)(0) = arg m. 5 (21)

1 K
(@syag)

K
R<Tltft9 _,’_Za )

k=1

C‘2

The optimization problem2() can be solved by means of standard search algorithms in low
dimension. We assume that, the FE code or FV code allows tpetenthe residual of any solution.
The cost of computing the residual is cheaper than the caatipaotof one solution. We used a
standard optimization algorithm to make the implementagasy and maintain the non-intrusive
feature. The initial guess fm’(“i) is important as it conditions the efficiency of the optimiaat One

can choose the initial guess as foIIovm%:)(ei) =0, k€[l,...,K]. Another way is to initialize
with the interpolated values of the coefficients usiag)(

Thttp://Aww2.imm.dtu.dk/ ~ hbn/dace/
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5.3.2. Trust region (TR)he local representatiori®) is valid in a trust region denoted k6/7)
defined as a ball or an ellipsoid centred)inOnce this trust region is determined, a supplementary
random sampling6”),—:,... n.., € £(i) within the TR is generated and the local POD coefficients
a@.) (09), ke [l,...,K],j€[l,..., Ns, are computed byX1). Then, using these coefficients, a
high-dimensional interpolation (kriging for example) %(9) is built one more time. Thus, the

local ROM attached to the poiit is completely defined by the formula§), its trust region and

the POD coefficient interpolation modis{it.) (9). Then this new record can be added to the database.
The adaptive enrichment process is aimed at covering théevdesign domain. Below we provide
the whole details of the algorithm, especially the congtomcof the trust region.

5.4. Trust region building

Assume that a new database record is currently construbedeed to characterize a Trust Region
around®’. Assuming that the POD coefficients are continuous in tharpater space, there is a
regioné& (i) such that the residual field satisfies

v € E()  [|R(T(5(9))| 2 < etor- 1Roll

wheree,,; < 1, and||Ry|| is a reference residual. For computational convenienhegyast region
E(i) is searched as an ellipsoid, as initially proposed by P8p& he so-called ellipsoid of accuracy

(EOA) in R is uniquely defined bﬁ% variables. The TR is determined by finding dut> @
different 0* in the vicinity of * such that| R(6*)|| s> = &1,,. The sample point§* are searched
in the formé* = 0% + o* h, with o* € R andh € R? is a fixed unit vector. By randomly choosing
M different vectorsh, M pointsé; are computed in parallel as tti¢ minimization problems are
independent (see Figu. So this algorithm is particularly suited for today’s maeyre computer
architectures. Practically we have used the Matlab EligedoToolbox . This toolbox allows to
build an ellipsoid which forms the contour of the boundaryng®d; . This initial EOA does not
strictly guarantee the residuals to be less than the givesstiold with the ellipsoid. However, this
initial EOA is used to generate sampling points inside tadothie kriging interpolation modeﬂ@.).
Thanks to these samples, we adapt the EOA boundary so thaathgling points residuals are
less than the given threshold. The size of the EOA obviouslyedds on the choice of tolerance
thresholdk;,,;.

5.5. Summary of POD-ISAT algorithm

The POD-ISAT algorithm consists @fstages. The first one is called the off-line preliminary stag
and the second one is the on-line building stage. Initi@@D-ISAT algorithm needs a preliminary
samplingS™irit = {T% i=1,..., Ni;t }. The sampling parameters are generated by a space-
filling sampling method (for example Latin Hypercube Samg)iLHS) and the corresponding (fine)
solutions are computed by Finite Elements or Finite Volumethod. In practice, these independent
computations can be done in parallel. Thanks to this irsaahpling, the corresponding local ROMs
for eachg’ in SN~ are built if needed. Let us consider now a next query pointidil sampling.

If it belongs to the trust region of an existing record, we ddmeed to build the local ROM at this
point, but we can save it in the database for the purpose af ROD construction (see algorithth

In the end of this stage, the database consists.Qf,.« < N;,i: local ROMs. In the next stage, the
sample within its local ROM will be built up adaptively anddsdl in the database (see algoritBm
For the new query poirtt?, the POD-ISAT algorithm looks for a trust region which ca/his entry.

If the research is successful, then we have a local ROM catedahd the approximate solution will
be returned instantaneously. Otherwise, a new record wilidded in the database. Progressively,
the design parameter space will be filled up by all the oveitaptrust regions.

Thttp://Aww.mathworks.com/matlabcentral/fileexchange /21936-ellipsoidal-toolbox-et
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Figure 2. Trust region building (for each random directione finds out a poim* such that| R||? — ¢;,; <
0, this point will be used to define the boundary of EOA)

Data: Preliminary sampling of design parameter space using aEDwrGcedure
Result: Preliminary adaptive Database

1 Compute the Finite Element solution for the preliminary ping:
SNinit = [TI =T(67), j=1,..., Ninit }
for s = 1t0 N;,; do
if Nrecords = 0 then
| Build the first local ROM ab’
else
Look for EOA which cover#’ by the retrieve stage of ISAT.
if The retrieve stage is succesdfinén
Define scenario="retrieve’;
We stock only ", 6%) in the Database
10 else
11 Define scenario="addition’;
12 Build the new local ROM together with EOA ét.
13 Add this new information record to the Database.
14 end
15 end
16 end

© 0O ~NO U W N

Algorithm 1: Preliminary stage of POD-ISAT

6. NUMERICAL RESULTS

The POD-ISAT method was tested on the use case describectionsg

6.1. Aircraft air control system with two parameters

In this case, two design parameters are considered, thesfitst temperature of air injected by the
main ventilationZ;,, and the second is the fuselage thermal conductivjtyThese two parameters

are supposed to vary within reasonable admissible inen@), = [T/ = 21,--- , T/ =
28](°C); Ky =[RP" =107 &P =107%(W -m~" - K1), The normalized parameters
Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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Input: New query parametet?
Output: Approximate solutior’”?*

1 Look for EOA containing?’ which covers)? by the retrieve stage of ISAT.
2 if The retrieve stage is succesdfinén

3 Define scenario="retrieve’;

The solution is approached by (z) = T({""" (z) + i, af,) (09) F, (x).
else

Define scenario="addition’;

Call the fine simulation fo6?.

Build the new local ROM together with EOA &t.

Add this new information record to the Database.

10 | The fine solution is returned:’’ (z) = 7% (z)

11 end

© 0N O o b

Algorithm 2: Online building stage of POD-ISAT

0 =10, 03] are defined as follows:

g _ Tin = 3(T5" + Tie)
1= ax min ?

Kf— %(K}nin + l{}naw)

0y =

1 (/{max o H}nzn) ’

2\
The air is initially at rest and at uniform temperature in tabin ([, = 20°C). The hot air is
injected at the fuselage’s bottom and at the top of the caffter 220 time iterations, the flow
is almost stationary. We give for example four solutionsnfterature fields) for four parameter
vectors, chosen randomly in the admissible space (see tive f&).

6.1.1. POD ROM sensitivityn the view of evaluating the POD ROM sensitivity, a "smallbDE

of nine reference solutions was computed. The finstodes are presented in figuteThe formula
(18) was used to build the POD ROM using kriging method to inte&afethe POD coefficients.
Then, the parametdr;,, was fixed and the parametef was varied. To assess the sensitivity of the
local ROM model with respect to the number of POD modes, wedethree different values of
npop. For each value of the integerop, the residual {) of the POD ROM was minimized to
obtain the POD coefficient2{) for 24 points uniformly distributed over the range of véina of
the design parameter;. The results are shown in figusewhere the optimal residual is normalized
by a reference residudt, = 10~°. As expected, it is observed that the relative value of ogltim
residual (| R°P*|| /|| Ro||) is smaller whem pop is bigger. If we take into account more POD modes,
we obtain a more accurate approach. For this particular, @aséound that we can only consider
4 POD modes to build a reasonably accurate reduced modé¢herumore, we assume that if the
relative residual is less than 2, the corresponding POD Réivbe considered as accurate. For areas
aroundd, = —1 or aroundd, = —0.5, the POD ROM is not reliable (see figusg It is probably
due to a lack of "good” information, i.e. a lack of sample sstaqts at these areas. However, in
the region ofd, = 0, - -- , 1, the reduced model is accurate. Therefore, there are ar¢las design
parameters space where the POD ROM is accurate and othems ivisenot. A way to improve the
accuracy of the POD ROM model is to add snapshots in the areaewthe model is not accurate.
The POD-ISAT model adds new snapshots in these regions dldd bp trust regions to control the
model’'s accuracy, it is then expected to be more reliablesaedrate.

6.1.2. POD-ISAT ROM buildingo start building the POD-ISAT database, we need a prelimina
snapshot set. For that we applied the algorithén The choice of the open parameters of POD-ISAT

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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lsoValue IsoValue

lsoValue IsoValue

Figure 3. Reference Finite Element temperature solution®tir random parameter samples.

Table I. Properties of POD-ISAT reduced model

Ninit 10 Initial DoCE Size
ez, 2 Threshold of relative residual

Nioecw 9 Number of nearest neighbours
used to build local POD

K 4 Number of POD modes used
) 2 Number of parameters

ROM is summarized on the tableNext, we give more details on the different POD-ISAT stages
Preliminary stage:At the beginning of this stage 10 reference FE solutions amputed relying

on LHS sampling. At the end of this stagg...¢s = 3, i.e there are 3 local ROMs which are built
for three different parameter points. The other samplinigifsdelong to these ROM’s EOA. So
we do not need to build local ROM at these points. However veziite save their computed exact
solutions for use in the construction of local POD bases.late

On-line building stage:A number of 190 randomly generated query points are used by the
algorithm 2. When POD-ISAT algorithm finishes, we havg...-¢s = 9, i.e there are 9 local
reduced models in the database. The fiialAs are showed in the normalized parameter space
(0 € [-1;1]?) (see figures). The EO As cover almost the entire design parameter space. It is worth
noticing that the POD-ISAT algorithm has examined 200 qumints in total (preliminary stage
and on-line stage). These points are used to check the aycofdhe POD-ISAT approach. We
computed all the fine FE solutions at these query points. TthenPOD-ISAT ROM solutions are

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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Figure 4. Isocontours of the four first POD eigenmods{top-left), ¥ (top-right), &> (bottom-left),
w* (bottom-right).
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Figure 5. Relative optimal residual values according tovifileie of s ¢y c1aqe @nd the number of modes
taken in account po p

compared with the corresponding FE solutions using thevietig error criterion (relative error):

[w(8) — u(0)]|c2

= (22)
[[w(0)[l 2

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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The distribution of the relative error values over the degigrameter space is shown in figute
where one can find that the maximum relative errar.2sx 10~3. This maximal error occurs close
to a boundary of the design space parameter domain in theoflea inlet temperatureg;,, and
high fuselage conductivities;. One explanation is that for high fuselage conductivities solution
can become unsteady and the changes of the solution in #ziglzighs ; and lowT;,,) may become
difficult to approach with a steady assumption.

Using the same test case and the same database size, wenauilirarusive POD ROM using the

2-
15

1+

0.5
o OF

-0.5+

_l,

-1.5F

Relative error

Figure 7. Relative errors for 200 queries computed by POBFIBOM in design parameter space with 2
parameters

formula (L8). In the preliminary step of the POD-ISAT algorithm, debexd in1-2, 10 reference
solutions are computed and only 3 of them are added to thbakado generate the initialO As.
Then at the end of the second stage (on-line stage), 6 pomtdaled to the database to cover the
whole design parameter space witlE® As. To compute the POD modes, we formed a snapshot
matrix of 16 points, 10 of them are the same as the 10 initfafemce FE solutions quoted above
and the remaining 6 others are generated by a LHS proceduee?®D coefficients are computed
using a standard kriging method.

Then, the POD ROM was evaluated on the same 200 query poiotglaged above and the relative

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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Figure 8. Relative errors for 200 queries computed by POD R@Mesign parameter space with 2
parameters

error with FE solutions was computed. The distribution e BOD ROM relative error over the
design parameter space is shown on fighyn@here one can see that, like for POD-ISAT (see figure
7), the maximal error occurs close to a boundary of the degignesparameter domain in the area
of low inlet temperature$;,, and high fuselage conductivities. But, unlike POD-ISAT, the POD
ROM is inaccurate also in the area of low inlet temperatdrgsand low fuselage conductivities
kf. The maximal relative error and the mean relative error lieen computed over 200 queries as
can be seen on figug It can be noticed that the POD-ISAT method is far more effictban the
standard POD method.

x10°

Relative Error
© & 9 <
I I I

N

?

80 ‘ 100 ‘ léO ‘ 14‘10 ‘ 160 ‘ léO ‘ 200
Query Number

Figure 9. Maximal relative errors for PODJ and POD-ISAT ¢) and Mean relative errors for POB-J and
POD-ISAT (O) for 2 parameters

6.2. Aircraft air control system with four parameters

To show the ability of the method to deal with high dimensiaeses, we added in this test case
2 more design parameters (see figlit®. The first one is the inlet temperatufg, , at the aisle
Il and the second one is the private inlet temperditiyrg above the passenger helayl. These2
parameters vary frori»» = T/ — 21°C to T/%* = T/m2* = 28°C. The dimensionless design

in,a in,p in,a in,p

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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parameter vectat = [0; 02 05 64" is defined as follows:

Tin _ %(Tmzn + Tynaz)

91 mn wm
1 /mmax _ min ’
2 (Tin Tin )
1/ min -
b Kf— i(H}nm 4 H’}VLGJ,)
2= l(ﬁmax _ Kmin) ’
2\ f f
T. _ l(T"”i” + T'rnaw)
0o — in,a 2\tin,a in,a
3= l(Tmax _ Tmin) ’
2 in,a in,a
i _ 1 min max
94 _ TL'rL,p Q(Timp + Tin,p )

(T =Ty
We generatedV;,;; = 20 preliminary samples still using LHS space-filling techréquit the
beginning, the algorithrih built up the first ROMs based on the preliminary samples. Atahd of
this stagei,ccoras = 9. Then400 queries generated by LHS are called by the second stageeAt th
end we haver,...rqs = 28. The relative error computed for tHe0 queries are given in figurel

Figure 10. Two added design parameters are inlet temperatuihe aisle and above the head of passenger

The maximal relative error and the mean relative error haenkcomputed for 420 queries as can
be seen on figurg2. It can be noticed that the POD-ISAT method is more efficieahtthe standard
POD method.

6.3. CPU costs evaluation

The significant CPU costs are analysed in the following. Tiheukation is performed on an Intel
Core 17 Computer. The FE model is implementedFeeFem++3.10 § and the POD-ISAT
algorithm is implemented oklatlab 9. The computation time consists of on-line time and outline

§http://www.freefem.org/ff++/
9http://iwww.mathworks.fr/products/matlab/
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Figure 11. Relative errors for 420 queries computed by POBFIfor 4 parameters
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Figure 12. Maximal relative errors for POD ) and POD-ISAT ¢) and Mean relative errors for POB-}
and POD-ISAT () for 4 parameters

time. The POD-ISAT algorithm involves different elementaperations that induce associated CPU
costs. The first one is the CPU cost associated with the fineati@n of one single FE solution.
The second one, called "retrieve cost”, is the time spenetoch the database for the right EOA
plus the time to evaluate the POD-ISAT RONI8|. The third one is the time spent to build an
EOA. The last one is the time spent to build a kriging modekgSencosts are outlined in Table
For the use case with two parametérs, it took 7 hours of computation to build the database by
evaluating the 200 query points and building the EOAs. Ferube case with four parametérg,

it took 20 hours of computation to build up the database thinavaluating 420 query points. Thus,
building the database can be computationally intensivéthprovides the coverage of the whole
design parameter space with an accurate representatiba sélutions compared to standard POD.
The speed-up, defined as the ratio of the time to evaluateuicolwith the FE code by the time
needed to compute a solution with the POD-ISAT ROM once thabdse has been built up, is
1000/0.89 ~ 103, which shows the computational efficiency of the POD-ISATtmoel.

Copyright© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engn¢2010)
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Online | Outline
EOA Building 1200 sec
Kriging model 300 sec
FE computation ofi(z, 0) 1000 sec
Retrieve 0.89 sec

Table Il. CPU costs

7. CONCLUDING REMARKS

In this paper, a general PDE non-intrusive adaptive redauedklling strategy has been presented.
It combines both Proper Orthogonal Decomposition (POD)stoong dimensionality reduction,
and In Situ Adaptive Tabulation (ISAT) for fast evaluatioh @ time-consuming function by
means of a database model. The so called POD-ISAT algoritenbleen tested and evaluated
on a design problem design of aircraft cabin air control @ys{ACS). The numerical results
show that the ROM provides both high efficiency and accuracitsi on-line use. Of course it
requires time-consuming evaluations of fine Finite Elerasntutions during the learning stage and
enrichment process. The Trust Region (TR) strategy all@sate gontrol the accuracy of the model.
However, it has been observed that the EOA can be inaccydgéhed and as already pointed out
in papers related to ISAT (se&(]). This problem can be tackled by adding a so-called 'Etligs
Of Inaccuracy’ (EOI) to control the inaccuracy of the EOAisttor. Furthermore, the,; controls
the error on the residual and not on the solution itself wigaot convenient, which points out the
need to consider more appropriate easy-to-compute afostrror estimators.
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