A robust multivariable approach for hybrid fuel cell supercapacitor power generation system
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Abstract. In this article, a \( \mathcal{H}_\infty \) control methodology is proposed for a hybrid power generation system composed by a 500 W PEM fuel cell and a 58F supercapacitor. The control strategy consists in synthesizing a multivariable PI controller with \( \mathcal{H}_\infty \) performance in order to manage powers between two electrochemical sources. The controller is then designed through an optimization procedure based on solving some Linear Matrix Inequalities (LMI). The control performance in time and frequency domains are then analyzed and compared with classical controllers. Results show the efficiency of the proposed methodology in order to reduce time spent for design.

1 Introduction

It is believed that fuel cells (FC) are expected to play a very important role in the future of clean zero-emission power generation technologies. Nevertheless, several technological challenges in availability and hydrogen supply have to be overcome in the following years in order to develop this technology.

Most of time, fuel cells have to be associated to a storage device, like supercapacitor or battery, in order to mitigate harmful current transients and to increase its lifespan [13]. Classically, each component of the hybrid fuel cell control system is designed independently of each other. This approach allows simplifying the control strategy and design, but is not sufficient to take into account the several and various dynamics of the system and the coupling between thermodynamical (gas pressure for instance) and electrical (current, voltage or even power) variables. Besides, time spent for the design of such a complex system can become critical since it is often necessary to iterate for the calculation of controller parameters taking into account of all dynamic specifications.

This design is complexified as system parameters are not known accurately. Then, fuel cell performances are closely linked with temperature and membrane humidification. Moreover, stability of a DC system can be degraded thanks to interactions between converters. For that purpose, robustness methods seem to be particularly adapted since they are able to deal with control issues for uncertain systems.

Then, in this paper, classical multi-loop control approach used to add stability [1] [2] is compared with the proposed strategies presented in [3] and [4]. Besides, a good review on different electrical power conditioning structures for FC power generation is presented in [13]. [9] presents also a centralized controller for DC-DC power converter of a FC. However no storage is used, and then only time result simulations are presented and no robustness evaluation is performed. In parallel, control strategies often include FC energy management in order to optimize the efficiency of the FC [10][3]. The main objective of this paper is then to show that robustness allows to simplify and optimize the design of control loops for a hybrid system, and then come back over the design and improve the efficiency of the system.

In this article, the authors are interested in the \( \mathcal{H}_\infty \) robust control of a hybrid system composed by a 500 W PEMFC (Proton Exchange Membrane Fuel Cell) with a 58 F supercapacitor (SC). Only electrical performances on the DC bus are considered. The thermodynamics control is then assumed to be perfect, with constant gas pressures. To cope with practical implementation constraints, a control strategy involving reduced order controllers is considered. The simplified method of the iterative Linear Matrix Inequalities (iLMI) algorithm, proposed by [11] and [12] for a PI controller, is used in this paper. Finally, \( \mu \)-analysis is used for the robust control analysis. These methods are finally used to propose several control strategies and compare them with classical proposed in the literature.

This paper is then divided into four sections. In the first section, the studied hybrid system is presented and modelled for small-signal variations around the steady-state behaviour. Then, the classical control approaches are presented based on multi-loop control theory. The pro-
posed control strategies are then detailed in the third section. Finally, the robust methodology is presented and applied on the hybrid system. Simulations in frequency and time domains allow to validate our approach.

2 Modelling of studied system

2.1 System description

The studied system configuration is presented in Figure 1. The hybrid system is composed by two sources and two parallel boost choppers without reversibility. The supercapacitor should be able to provide a sufficient instant power to guarantee normal operation in the presence of significant energy transients. A DC filter is also connected on the output in order to reject harmonic disturbances. The supercapacitor is recharged from the FC current with a Flyback chopper which is not represented on Figure 1.

2.2 System modelling

Relevant and accurate models have to be determined in order to guarantee good performances of the hybrid system in steady and transient states. This is especially true for the fuel cell which is a complex and non linear component.

According to the complexity of the global system, a small signal approach has been preferred in order to use linear control theory. Then, for this study, equivalent electrical circuits are sufficient to model each component. Model parameters are then directly fitted from experimental data. In the case of fuel cell, static parameters are identified from the polarization curve of the fuel cell (see Figure 2). Dynamic parameters have been identified from Electrochemical Impedance Spectroscopy [5].

Both energy sources are then modeled using equivalent electrical circuits. For the FC, a so-called double layer dynamic model is used [6]. The SC is modelled using a classical dynamic model composed with a (R-C) series circuit. The average modeling methodology, see [14] or [15], is then used to obtain a non-linear average model of the switching system, given by the following set of equations:

$$\begin{align*}
\frac{dV_{C}}{dt} &= \frac{1}{C_{c}} \left[ (1 - \alpha_{fc})I_{fc} + (1 - \alpha_{sc})I_{sc} - i_{load} \right] \\
\frac{dI_{fc}}{dt} &= \frac{1}{L_{fc}} \left[ E_{0} - V_{Ca} - V_{Cc} - R_{m}I_{fc} - (1 - \alpha_{fc})V_{C} \right] \\
\frac{dI_{sc}}{dt} &= \frac{1}{L_{sc}} \left[ V_{sc} - R_{sc}I_{sc} - (1 - \alpha_{sc})V_{C} \right] \\
\frac{dV_{Cc}}{dt} &= \frac{1}{C_{c}} \left[ I_{fc} - \frac{V_{Cc}}{R_{tc}} \right] \\
\frac{dV_{Ca}}{dt} &= \frac{1}{C_{a}} \left[ I_{fc} - \frac{V_{Ca}}{R_{ta}} \right] \\
\frac{dV_{sc}}{dt} &= \frac{1}{C_{sc}} I_{sc}
\end{align*}$$

Uppercases indicate average values. The system parameters are given in Table 1 and were taken from [4] for a 500W PEMFC with a nominal DC bus output voltage at 24V.

The linearized system equations are given in the state-space form:

![Fig. 1. Studied hybrid power generation system](image1)

![Fig. 2. Polarization curve of the studied PEM fuel cell for a gas overstoechiometry of 1.5](image2)

Table 1. FC/SC hybrid system parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{0}$</td>
<td>13.4</td>
<td>Volts</td>
</tr>
<tr>
<td>$R_{m}$</td>
<td>$1.28 \times 10^{-3}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>$R_{fc}$</td>
<td>$2.04 \times 10^{-3}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>$R_{ta}$</td>
<td>$4.72 \times 10^{-4}$</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>$C_{a}$</td>
<td>2.12</td>
<td>F</td>
</tr>
<tr>
<td>$C_{sc}$</td>
<td>58</td>
<td>F</td>
</tr>
<tr>
<td>$R_{sc}$</td>
<td>0.019</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>$L_{fc}$</td>
<td>50</td>
<td>$\mu$H</td>
</tr>
<tr>
<td>$C$</td>
<td>37.6</td>
<td>mF</td>
</tr>
</tbody>
</table>
where:

\[
\begin{align*}
\Delta x &= A \Delta x(t) + B_1 \Delta y(t) + B_2 \Delta u(t) \\
\Delta z(t) &= C_1 \Delta x(t) + D_{11} \Delta y(t) + D_{12} \Delta u(t) \\
\Delta y(t) &= C_2 \Delta x(t) + D_{21} \Delta u(t) \\
(2)
\end{align*}
\]

\[A = \begin{bmatrix}
-\frac{(1-\alpha_{fc})}{L_{fc}} & \frac{1}{C_{fc}} & 0 & 0 & 0 \\
-\frac{(1-\alpha_{sc})}{L_{sc}} & \frac{1}{C_{sc}} & 0 & 0 & 0 \\
0 & \frac{1}{C_{fc}} & 0 & 0 & 0 \\
0 & \frac{1}{C_{sc}} & 0 & 0 & 0 \\
0 & \frac{1}{C_{fc}} & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[B_1 = \begin{bmatrix}
-\frac{I_{f}}{C_{fc}} & 0 & 0 & 0 & 0 \\
0 & \frac{V_{cs}}{L_{sc}} & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[B_2 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & \frac{V_{cs}}{L_{sc}} & 0 & 0 & 0 \\
\end{bmatrix}
\]

The matrices \(C_1, C_2, D_{11}, D_{12} and D_{21}\) will be specified later and depends on the chosen performance \(z(t)\) and measured \(y(t)\) outputs for the proposed control strategies. Subscript \(e\) indicates steady-state equilibrium point. These values are given in Table 2. The prefix \(\Delta\) is from now on dropped for notation simplicity.

### 3 Classical control strategies

In this section, the load current in system 1 is modeled as \(i_{load} = V_C/R_L\). Two classical multi-loop control approaches are presented.

#### 3.1 Control Strategy proposed by Valero et al [3]

The classic control approaches considered in [3] are based on multi-loop control. Multiple feedback control strategies are used to solve the stability problems associated with boost converter control [1]. A single current loop is used for the FC boost converter. The SC boost converter is chosen to control the DC bus voltage with a square output voltage loop and a second stabilizing current loop. This structure is shown in Figure 3. The mean values of output variables \(u_{fc}\) and \(u_{sc}\) are equal to \(\alpha_{fc}\) and \(\alpha_{sc}\) respectively.

Simple PI controllers of the form \(K_p(1 + K_i/s)\) are used for \(K_{FC}\) and \(K_{SC_1}\). The controller for \(K_{SC_2}\) is chosen as a simple gain to assure rapidity of current control. The PI parameters are computed using pole compensation approaching a second order closed loop transfer function. Usually the second-order dynamics are defined by the damping ratio \(\zeta\) and the undamped natural frequency \(\omega_n\). These parameters are obtained by means of classic time domain performance parameters as the maximum overshoot, settling time, etc. The system equations are simplified to a first order transfer functions for each source.

The transfer functions for the FC and the SC are given respectively by:

\[I_{f} = \frac{V_C}{L_{sc} s + R_{f}} \quad \text{(3)}\]

\[I_{sc} = \frac{V_C}{L_{sc} s + R_{sc}} \quad \text{(4)}\]

From further analysis in of [3] and based on the structure in Figure 3, the controllers parameters for a desired settling time \(t_s\) were chosen as:

- FC current loop \(K_{FC}(s)\):

\[K_p^{FC} = \frac{1}{V_C} \left( \frac{6L_{sc}}{L_{sc}} - R_{f} \right), K_i^{FC} = \frac{R_s f_c}{L_{sc}} \]

- SC voltage loop \(K_{SC_1}(s)\):

\[K_p^{SC_1} = \frac{1}{V_{sc}} \left( C \omega_n \omega_n - \frac{1}{R_L} \right), K_i^{SC_1} = \frac{\omega^2_n C}{2 k_p V_{sc}} \]

The gain controller \(K_{SC_2}\) is chosen from a desired bandwidth \(\omega_n\) as:

\[K_p^{SC_2} = \frac{\omega_n L_{sc} - R_{sc}}{V_C} \]

Using the parameters in Table 1 and choosing \(t_s = 5\text{msec}, \omega_n = 1000\text{rad/s}, \omega_n = 100\text{rad/s}\) and \(\zeta = 1\), the simulation results, obtained with the non-linear average model for a 5% voltage reference step at \(t = 1\text{sec}\) and a 50% disturbance step at \(t = 2\text{sec}\), are shown in Figures 4 and 5.
For this test case, the current reference $I^*_{fc}$ in Figure 3 is computed using an adapted filtered signal of the load current demand. The cut-off frequency of the filter is fixed at 1Hz. With this strategy the SC supplies the instantaneous transient current while the FC current has a smooth response to the disturbance, keeping a healthy FC operation as shown in Figure 5. Other constraints could be added to the FC dynamic, as the classic slope constraint with respect to the current density to avoid the so-called starvation problem [7].

### 3.2 Control Strategy proposed by Sailler et al [4]

A slightly modified version of the control strategy proposed in [4] is presented in Figure 6.

In this case, the FC control ensures the DC bus voltage control. Following the same procedure described before, the controller parameters are chosen as:

- FC voltage loop:

$$k^{FC}_{p} = \frac{1}{V_{fc}} \left( C \omega_{n} \omega_{n} - \frac{1}{R_L} \right), \quad k^{FC}_{i} = \frac{\omega_{n}^2 C}{2k_{p}V_{fc}}$$

For $\omega_{n} = 480$rad/s and $\zeta = 0.707$ the result shown in Figure 7 is obtained with the non-linear average model for a 5% voltage reference step at $t = 1$sec and a 50% disturbance step at $t = 2$sec.

### 4 $\mathcal{H}_\infty$ Control strategies

In this section, different robust control strategies proposed in this paper are reviewed. These control techniques are applied to the state-space system arranged in the general control configuration (shown in Figure 8) and described by the set of equations 2. In this paper, the authors are only interested in perturbation rejection, then reference $r$ is taken equal to 0 in the following section.

This linear model (2) can be extended to include the performance and robustness specifications, as done in the...
\( \mathcal{H}_\infty \) approach. Particularly, some weighting functions can be included in the control design model in order to represent some templates on the sensitivity functions or to model the system uncertainties, as illustrated in [17].

The choice of these weighting functions will be developed later in sec. 5.1.

### 4.1 System scaling

Due to the important magnitude differences between several electric system components (capacitors, inductance and resistances for example), system scaling could be an important step before the control problem formulation. This will improve the conditioning of the problem and, thus, improve the optimizations algorithms performance. System scaling was performed in this paper using the \textit{prescale} function in the MATLAB Control System Toolbox (Version 8.4 - Release 2009b). Inverse scaling of the controller to the original scale is not needed since output feedback control is considered.

### 4.2 Multivariable PI control with \( \mathcal{H}_\infty \) performance

The proposed control strategy to design a multivariable PI controller, is based on solving some imposed LMI’s constraints to the system (2) using the iterative algorithm proposed in [12]. The first step of this algorithm is a transformation so that the PI controller becomes a Static Output Feedback (SOF) controller. The SOF control problem, given some \( \mathcal{H}_\infty \) performance criteria, is solved using the iLMI algorithm. The problem formulation of a PID controller into the SOF form is proposed in [11]. For this system (2) the problem formulation in the SOF form is to find a controller of the form \( u(t) = F y(t) \), where \( F \in \mathbb{R}^{m \times p} \) is such that the closed loop of the system satisfies certain desired performances.

For a multivariable PI controller, \( u \) is given by:

\[
u(t) = F_1 y(t) + F_2 \int_0^t y(\theta) d\theta (5)\]

To impose a \( \mathcal{H}_\infty \) performance, the controller in (5) should satisfy a closed loop transfer function (CLTF) constraint of the form: \( \| T_{cl}(s) \| < \gamma \) for \( \gamma > 0 \). The \( \mathcal{H}_\infty \) control problem of system (2)-(5) is given by the following LMI:

\[
\begin{bmatrix}
P A_{cl} + A_{cl}^T P + P B_{cl} & C_{cl}^T \\
B_{cl}^T & -\gamma I & D_{cl} \\
\end{bmatrix}
< 0
\]

with: \( A_{cl} = A + B_1 F C_2, B_{cl} = B_1 + B_2 F D_{21}, C_{cl} = C_1 + D_{12} F C_2 \) and \( D_{cl} = D_{11} + D_{12} F D_{21} \).

(6) is a BMI (Bilinear Matrix Inequality), the algorithm proposed in [12] is then used to transform this into an iterative LMI problem. A simplified version of this algorithm and the SOF control formulation proposed in [11] for a PI controller is used in this paper. For this we note:

\[
\begin{align*}
\tau &= \begin{bmatrix} x(t) \\
\int_0^t y(\theta) d\theta \end{bmatrix} \\
\bar{\varphi} &= \begin{bmatrix} C_2 x(t) \\
\int_0^t y(\theta) d\theta \end{bmatrix}
\end{align*}
(7)
\]

Then the system composed by (2) and (5), setting \( D_{21} = 0 \) without loss of generality, is given by:

\[
\begin{align*}
\dot{x}(t) &= \bar{A} x(t) + \bar{B}_1 \omega(t) + \bar{B}_2 u(t) \\
z(t) &= \bar{C}_1 x(t) + \bar{D}_{11} \omega(t) + \bar{D}_{12} u(t) \\
y(t) &= \bar{C}_2 x(t)
\end{align*}
(8)
\]

with:

\[
\begin{align*}
\bar{A} &= \begin{bmatrix} A & 0 \\
C_2 & 0 \end{bmatrix}, & \bar{B}_1 &= \begin{bmatrix} B_1 \\
0 \end{bmatrix}, & \bar{B}_2 &= \begin{bmatrix} B_2 \\
0 \end{bmatrix} \\
\bar{C}_2 &= \begin{bmatrix} C_2 & 0 \end{bmatrix}, & \bar{C}_1 &= \begin{bmatrix} C_1 & 0 \end{bmatrix} \\
\bar{D}_{11} &= D_{11}, & \bar{D}_{12} &= D_{12}
\end{align*}
\]

The algorithm proposed by [12] is divided in two parts. In the first part an initial decision matrix \( P \) is found through an iterative process. The iteration procedure is used to solve the BMI problem using the following set of linearizing variables:

\[
L = P^{-1}, \quad V_1 = PB_2 F, \quad V_2 = FC_2 L
\]

Variables \( P, L, V_1 \text{ and } V_2 \) are used to compute the initial decision matrix \( P \), according to the following simplified algorithm proposed by [12]. The second part of the algorithm computes the multivariable controller \( F \).

### 4.3 Full order \( \mathcal{H}_\infty \) controller

\( \mathcal{H}_\infty \) control is considered in this paper as a mean to compare several robust control techniques based on \( \mathcal{H}_\infty \) performance with the optimal complete order controller. \( \mathcal{H}_\infty \) control synthesis is well known in literature. In this paper the LMI formulation for the \( \mathcal{H}_\infty \) control is used to find a controller that satisfies the constraints in (6). The LMI formulation of this problem is well described in [16].

### 4.4 Reduced order \( \mathcal{H}_\infty \) controller

A reduced order \( \mathcal{H}_\infty \) controller is also considered for comparison. This type of controller is interesting because lower-order controller design is allowed, which is important for real implementation. The computation of this controller is difficult because the LMI constraints that describe the control problem formulation usually leads to a nonsmooth optimization problem. This controller is in contrast with the full order \( \mathcal{H}_\infty \) control, where the controller order equals that of the plant. To compute this controller a MATLAB Toolbox called \textit{hifoo} has been developed by [18] and is used in this paper to solve the \( \mathcal{H}_\infty \) norm minimization problem.
5 Proposed control design methodology

5.1 Control problem formulation

The MIMO robust control synthesis is based on the general control configuration adapted to the hybrid FC/SC system. The controlled outputs are the voltage $V_C$ and the SC current $I_{sc}$. The control objective is to keep a desired output voltage level and to control the SC current in order to provide the fast transient currents in the case of a load disturbance. Load transient rejection is important for the FC in order to avoid harmful operating conditions [19].

All controllers, including the classic PI control presented before, are designed to avoid exceeding normal operational output voltage ranges ($\pm 5\%$ of rated output voltage is considered in this paper). In particular, the PI iLMI controller is designed to guarantee output voltage ranges and a stabilization time of 0.5 sec. The chosen configuration is shown in Fig. 8. The different weighting functions for this system, selected to guarantee the desired time/frequency performance described before, have been chosen as:

\[
W_{perf} = \frac{0.8s + 0.1}{s + 0.001} \times I_2
\]

\[
W_{u1} = \frac{s + 15.79}{0.01s + 15.71}
\]

\[
W_{u2} = \frac{s^2 + 3.947 \times 10^5s + 6.2 \times 10^6}{0.01s^2 + 3.927 \times 10^5s + 6.169 \times 10^4}
\]

The iLMI algorithm yields a solution for the multi-variable PI controller after five iterations, with a value of $\gamma = 1.45$. $\mathcal{H}_\infty$ controller for full and reduced order are also computed using the weighting functions presented before.

The $\mathcal{H}_\infty$ full order controller found has 11 states and an optimal $\gamma = 1.25$. The reduced order $\mathcal{H}_\infty$ controllers were computed after two iterations using the hifoo function with the $\mathcal{H}_\infty$ norm minimizing option.

The Bode diagrams of the different controllers are presented in Fig. 10. The frequency performance of the controllers indicate the importance of the MIMO controllers, when compared to the diagonal classic PI control.

The Bode diagrams of the MIMO sensitivity functions $S$ and $KS(s)$, are shown in Fig. 12 and Fig. 13 respectively. Results show how the shaping of $\mathcal{H}_\infty$ performance is straightforward for the PI iLMI and the full order $\mathcal{H}_\infty$ controllers using the templates weighting functions. These figures also show how performances are not entirely met using the reduced order $\mathcal{H}_\infty$ controllers, and the classical PI control. In contrast, the PI iLMI controller found, maintains a gain close to that of the optimal full order $\mathcal{H}_\infty$ controller, with a small resonant peak.

5.2 Simulation results

Simulation results for a 10% load step using the linearized closed-loop system model, are shown in Fig. 12. The different controllers are compared. When compared, the settling times of the PI iLMI and the full order $\mathcal{H}_\infty$ controllers are bigger, this is done intentionally with the hope to obtain a better robustness, improving time/frequency trade-off. It should be noticed that low order $\mathcal{H}_\infty$ controllers are not able to fulfill performance specifications. Time response of the classic PI control is similar to that of the 1st order $\mathcal{H}_\infty$ control and is not shown for the sake of simplicity.

Simulation tests and validations were also performed using the non-linear average and the complete topological (real) model of the studied system. It is worth noting that a second stabilizing current loop (multi-loop feedback) is needed when classic PI control is to be implemented. This is not required to obtain stable performance in the voltage-mode control with the robust control strategies proposed.
Fig. 11. Singular values plots for sensitivity functions $S_1$ and $S_2$.

Fig. 12. Singular values plots for sensitivity functions $K_1S_1(s)$ and $K_2S_2(s)$.

in this paper. In the case of the PI iLMI control, the stability condition is included in the LMI formulation, so that stability is always guaranteed.

The PI and the full order $\mathcal{H}_\infty$ controllers are compared for validation using the non-linear average model of the studied system. Simulation results are shown in Fig. 14 for load steps of 10% at $t = 2$ sec and 100% at $t = 6$ sec respectively. The average non-linear model was validated using the complete topological model and the control strategies shown in Figs. ?? and 6. However, the stabilizing control loop was not necessary for the PI iLMI implementation. Results show the effectiveness of the proposed control, and control objectives are successfully achieved. The SC current contributes effectively to the load transient and output voltage is maintained within acceptable ranges.

As a comparison, time responses of classical strategies defined in [3] and [4] are represented on Fig. 15. Time responses indicate that robust controllers have better performances in disturbance rejection than classical approaches. Moreover, stability and robustness performances can not
be guaranteed for these systems. Then in the next section, the robustness of controllers will be analysed only with $H_\infty$ controllers of full or reduced orders.

**6 Robustness analysis**

The $H_\infty$ performance control contribution relies on the controllers robustness improvement. The robustness analysis in the presence of model uncertainties is carried out using $\mu$-analysis. These techniques are detailed in [17], and are applied to practical problems in [6] and [20] for example. Uncertainties are modeled with the unstructured input-multiplicative form and are represented by the uncertainties weights. This configuration is presented in Fig. 16.

For the FC/SC hybrid system, the proposed configuration for $\mu$-analysis is shown in Fig. 17, where $N$ is the perturbed closed-loop system. The weighting functions for uncertainties modeling are computed using the \texttt{ucov} function in the MATLAB Control System Toolbox. These functions are computed plotting disturbance and control inputs for several model uncertainties. The weighting functions obtained and the sampled uncertain transfer functions of the system are presented in Fig. 18.

Robust stability and robust performance plots for parametric uncertainties of 10% in $C$, $C_{sec}$, $L_{fc}$, and $L_{sc}$, and of 20% in $R_{ea}$, $R_{tc}$, $R_{en}$ and $R_{sec}$, are presented in Figs. 19 and 20.

From these results, the initial assumption of a better robustness performance using the PI iLMI and the full order $H_\infty$ is verified. The robust stability plots shows a maximum value of $\mu = 0.8$ for the PI iLMI control. This means that the closed loop system remains stable with larger uncertainties of $(10/0.8)\% = 12.5\%$ for $C_{sc}$.
$L_{fc}$ and $L_{sc}$, and of $(20/0.8)\% = 25\%$ for $R_{ta}$, $R_{tc}$, $R_{m}$ and $R_{sc}$. For this uncertainty case we cannot conclude on the robust performance (RP), since $\mu = 1.9 > 1$ for the PI iLMI control. However it is the more robust one after the full order $H_\infty$ controller, which guarantees RP. For the other controllers RP is however satisfied with a lower uncertainty set, for example for 5\% uncertainty in $C$, $C_{sc}$, $L_{fc}$ and $L_{sc}$, and of 10\% in $R_{ta}$, $R_{tc}$, $R_{m}$ and $R_{sc}$. Robustness tests were also performed for uncertainties in the system load, Similar results were obtained in terms of controllers robustness. Robust stability is guaranteed for 110\% uncertainty in the load modeled as a constant resistance $R$ using the PI iLMI control, this is not true for classic PI control. It should be noticed that $\mu$-analysis takes into account classical stability margins as gain and phase margins.

7 Conclusion

A complete time/frequency analysis, including a robustness analysis, has been performed on several robust control techniques. An important control approach has been proposed using simple MIMO PI control with stable $H_\infty$ performance. Simulation results show the effectiveness of the proposed control strategy over classic PI tuning methods. This multivariable robust PI control could be developed as a generalized control design technique, improving time-consuming design procedures. The practical advantages of control robustness, on complex real problems, can be more easily addressed using the proposed methodology. The use of the generalized MIMO PI control methodology proposed in this paper can be extended to other several control strategies for power converters. Other control strategies could also include for example the effect of the hybrid power generation system connection to the utility network through an inverter. Multivariable control results could allow considering a more complete model of the FC system, including for example the thermodynamics model. Future experimental tests are envisaged for control validation, using the available Fuel Cell test-bench.
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