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Information-Theoretic Analysis of Underwater
Acoustic OFDM Systems in Highly Dispersive

Channels

Francois-Xavier Socheleau, Milica Stojanovic, Christeflaot and Jean-Michel Passerieux

Abstract

This paper investigates the signal-to-interference satid the achievable rates of underwater acoustic
(UA) OFDM systems over channels where time and frequengedston are high enough that (i) neither
the transmitter nor the receiver can have a priori knowleglgthe channel state information, and (ii)
intersymbol/intercarrier interference (ISI/ICI) canro® neglected in the information theoretic treatment.
The goal of this study is to obtain a better understandinghef interplay between interference and
the achievable transmission rates. Expressions for thetes take into account the “cross-channels”
established by the ISI/ICI and are based on lower bounds cmahinformation that assume inde-
pendent and identically distributed input data symbolsadgmeement with recent statistical analyses of
experimental shallow-water data, the channel is modeled amiltivariate Rician fading process with
a slowly time-varying mean and with potentially correlatghtterers, which is more general than the
common wide-sense stationary uncorrelated scatteringmidmerical assessments on real UA channels
with spreading factors arounth—2 show that reliable OFDM transmissions at 2 to 4 bits/sec/Hz a

achievable provided an average signal-to-noise ratio aio1%0 dB.
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. INTRODUCTION

The various collections of underwater acoustic (UA) chamiserrveyed worldwide highlight the di-
versity of UA propagation environments and confirm in mangesathe bad reputation of these channels
as communication media [1]-[4]. UA communication systemes wsually prone to time and frequency
dispersion due to multi-path propagation and Doppler &ffeand the absorption of acoustic waves at high
frequencies strongly limits their bandwidth. Finding gyas that are robust to the environment, while
maintaining acceptable data rates, remains the major utffidaced by UA communication system
designers. For a given propagation channel, this interpktyveen robustness and data rate results in
practice in choosing different modulation schemes acogrth the importance we give to one or the other
characteristic, the optimal trade-off being unknown in tezses. Historically, single-carrier modulations
with receivers relying on channel equalizers in the time dionhave been widely studied and used in
practice for high-speed underwater communications [SkeRdy, multi-carrier (MC) systems such as
OFDM (Orthogonal Frequency Division Multiplexing) [6][®iave generated much interest due to the
simplicity of receivers and the flexibility they offer.

For time-invariant channels, modulation basis functiohsanmon OFDM signals (e.g., cyclic prefix
based OFDM) can be seen as “eigen” functions of the channedatqyr and ensure the absence of
interference at reception. This way of “diagonalizing” ttigannel allows the use of simple algorithms
for recovering the information from the received signalr Boubly dispersive channels, and particularly
in the UA context, perfect channel diagonalization canlyabe achieved as the environment is generally
random so that the channel eigenstructure differs from draamel realization to another. The channel
diagonalization can then only be performed in some appraténsense [10]-[12] and interference due
to time-frequency dispersion becomes inevitable. Howesern if UA-OFDM systems can hardly avoid
interference, compared to single-carrier approachegjptading the information to be transmitted on a
time-frequency grid offers the opportunity to optimize mategrees of freedom. OFDM system design
is classically approached from the viewpoint of intersyiibtercarrier interference (ISI/ICI) through
maximization of the signal-to-interference ratio (SIRP[1[11], [13]-[15]. For a given set of channels,
finding the MC signaling scheme that maximizes the averagei$Sh way of designing robust systems
that do not require complex equalization algorithms atp&oa. While the SIR may be a good figure of
merit to assess the robustness of communications in doigpgisive environments, it does not reveal the
effect of the chosen signaling scheme on the informatios. reie robustness improvement is generally

paid back by the loss of spectral efficiency induced by theaigene and/or frequency guard intervals
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required to limit the interference. For instance, typic#l-OFDM systems use a guard interval between
symbols that is lower-bounded by the maximum delay spreatiefthannel, which often lasts several
tens of milliseconds. Compared to the active symbol dumatiois interval is usually not negligible and
can significantly reduce the transmission efficiency. Tloges it remains unclear whether or not OFDM
systems should tolerate slightly increased interferenteoperate at higher data rate.

Motivated by recent results in information theory and UA mh@l modeling, an information-theoretic
analysis of the trade-off between maximization of SIR andimization of guard intervals is proposed
in this paper. More precisely, our main goal is to obtain adrsainderstanding of the interplay between
interference and the achievable transmission rate of UBKKystems. We pay special attention to UA
channels where time and frequency dispersion are high éneaighat I1SI/ICI cannot be neglected in the
information theoretic treatment. Our analysis addressesjuestions. First, what are the achievable rates
of UA-OFDM in highly dispersive channels? And as a corollamat are the consequences of OFDM
design choices on these rates?

The target of our analysis is the investigation of UA-OFDNbimnation rate. To this end, we believe

that the following aspects need to be accounted for:

(A1) The UA channel is selective both in time and frequency.

(A2) The UA channel cannot systematically be modeled as a widsesstationary uncorrelated
scattering (WSSUS) process.

(A3) No perfect channel state information (CSI) is availablehat transmitter nor the receiver.

(A4d) Interference is not negligibla priori.

These aspects are important as they may have a strong impabecachievable rates of UA-OFDM
systems.(Al) is particularly true in shallow-water environments whee spreading factor (product
between the delay and Doppler spread) is usually arduérd®, 10~!] and can even exceedin some
cases [1]. The WSSUS assumption discusse@Ai?) implies that the channel correlation function is
time-invariant and that the scatterers with different pdefays are uncorrelated so that the second-order
statistics of the channel are reduced from four to two dirnmerss[16]. While this assumption may be
valid for data transmission at low bandwidth with static eoumication endpoints, it is not the case with
moving platforms and/or when the path-loss associated &atth channel path cannot be assumed to be
constant over the transmission bandwidth [2], [1(A3) corresponds to what is commonly referred to
as thenoncoherent setting where neither the transmitter nor the receiver lentive current realization

of the channel perfectly [18]—[20]. This assumption haseacbntrasted with theoherent setting where
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a genie provides the receiver with perfect ¢¥or most channels, the coherent model is not realistic
since receivers are not genie-aided and the effort to aeghe CSI usually induces some rate loss
(pilots insertion, channel estimation errors etc.). Iniadd, assuming perfect CSI at the transmitter is
also optimistic for most practical cases since the low pgagian speed of acoustic waves imposes strong
constraints on the nature of the CSI provided by a feedbatk Bince we focus on highly dispersive
channels, we consider i(A4) that interference must be explicitly accounted for in théotimation
theoretic treatment.

To the best of our knowledge, the information rate of OFDMtays under such general assumptions
has not yet been derived. However, recent works presen{f@éd@frand more particularly in [21] give some
useful ingredients to derive this rate. In [17], the authdesive bounds on the achievable rate of UA-
OFDM systems and consider the aspégét$) and(A3), and(A2) in part. Although correlated scattering
is taken into account in their channel model, they assume-sighse stationarity. As for interference, it is
neglected in their analysis. In [21], Durisi et al. expligciaccount for interference terms but present their
results for WSSUS Rayleigh fading channels, which is notregate for the majority of UA channels
(21, [22].

The main contributions of this paper are the following:

« Based on the UA channel characterization presented in Rphrmesent an exact analysis of ISI/ICI of
UA-OFDM systems transmitting in non-WSSUS channels. Trenaokl is modeled as a multivariate
Rician fading process with a slowly time-varying mean anthvgotentially correlated scatterers.

« The information rate of UA-OFDM systems is analyzed underdbneral scenario described by the
aspectqAl)-(Ad).

« In order to extract guidelines useful for UA-OFDM system igastheoretical results are then nu-
merically assessed on rectangular pulse shaping OFDMntittivg) over experimental UA channels
surveyed at sea.

This paper is organized as follows. Section Il is devotecht firesentation of the system model and
the main assumptions. Signal-to-Interference ratios amiegable rates of OFDM systems transmitting
over UA channels are derived in Section Ill. In Section 1V, giscuss the impact of channel and OFDM
parameters on the information rate through various nurakegexperiments. Finally, conclusions are given

in Section V.

IWe warn the reader that the woedherent is here used in an information-theoretic context and itsnitedi slightly differs

from the one used in a demodulation context.
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[I. SYSTEM MODEL
A. Notation

Throughout this paper, lowercase boldface letters deret®ovs, e.gx, and uppercase boldface letters
denote matrices, e.gA. The superscriptd and ! denote transposition and Hermitian transposition,
respectively. The Hadamard (element-wise) products ofmhatricesA andB is written asA @ B. The
entries of a matrixA are denoted byAl]; ,,, where the indiceg andn start at 0.B**) designates a
submatrix of a block matriB. The Kronecker symbol is denoted byk). We letdiag (x) designate a
diagonal square matrix whose main diagonal contains thaesies of the vectok. The inner product
between two signalg(t) and z(¢) is denoted asy, z) = ffocf y(t)z*(t)dt. CN (m,R) designates the
distribution of a jointly proper Gaussian random vector][28th meanm and covariance matriR.

Finally, E {.} denotes expectation.

B. Channel Model

We consider a doubly selective baseband equivalent untemaeoustic channel, modeled as a random
linear time-varying systeriil that maps input signals(¢) into output signalg(t) according to the 1/0

relationship
y(t) = (Ha)(t) + wi(t) = / hia(r, ) (t — 7)dr + wl(t), )

T

wherehy(r,t) is the channel impulse response an@) denotes the ambient noise.
According to recent results on the statistical characion of UA channels [2], the impulse response

is modeled as &end stationary random process so that, for &Jlt; andt, € R
h]HI(7_> t) = ﬁH('R t) + BH(T> t)> (2)

with
E {hH(T’ t)} = BH(Ta t), 3)

and

E{(hu(r,t1) = E{ha(r,t1)}) (ha(r,t2) — E{hu(r.t2)})7} = E{ha(r,t1)his(r.t2) |

= E{hu(r,Ohi(r,t+12 — 1)} .(4)
hu(7,t) is called the trend and is a slowly time-varying deterministomponenthy(r,t) is a zero-
mean wide-sense stationary random process assumed to lssi@auThis model describes the UA

channel as a multivariate Rician fading process with a slotihe-varying mean.hgy(r,t) can be

April 20, 2012 DRAFT



interpreted as the contribution of (pseudo) determiniptigsical phenomena to channel fluctuations
(wave undulation, range/depth dependence, bathymetrygeiseetc.) and (7, t) represents the channel

fluctuations attributable to scatterers that result in fading. Note that since no particular assumption
is made about the correlation of scatterers, the model ig general and includes the WSSUS model as

a subset. Without loss of generality, the channel is assumed to be alized so that

lim l/_i/E{]hH(T,t)\z}det: 1. (5)

T—oo T
We define the channel Rice factor as the power ratio betwesmdterministic trend and the random
component, i.e., i
S Sl ) Pdrat
k= lim ——2—— .
12T [ B {|ha(r,t)P} dr

(6)

We recall thathy (7, t) is deterministic and thaiy (7, t) is wide-sense stationary so th@t{mH(r, t)|2}
does not depend onh

The ambient noises(t) is assumed to be Gaussian and to result from the mixture ofsiources [24]:
turbulence, shipping, waves and thermal noise with non Batgp spectral densities (PSD). We therefore
modeledw(t) as a non-white zero-mean wide-sense stationary Gaussidomaprocess with correlation

function
Ry (ta — t1) 2 E{w(ty)w(t2)"}, (7)
and PSD
W(f) 2 / Ry (m)e™ 21 gr. (8)

Simple approximated models fdt,, () and W (f) are given in Appendix A.
In addition to the channel impulse response, another clhdanetion that will be important for our

treatment is the delay-Doppler spreading function

Gi(r,v) = / s (7, )2

= / (7, t)e= 2™t dt + / by (7, t)e” 2™ dt (9)
2Gu(rv) AGu(rv)

2Under the WSS assumption, the channel impulse responseal satisfy (4) as well agw (7, t1) = hu(r, t2), Vi1, t2 € R.
Under the assumption thm{BH(n, t1) (72, tg)} = 0 for 71 # 72, the channel would be said to exhibit delay uncorrelated

scattering (US).
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The channel I/O relation (1) can now be written as
y(t) = //GH(T, V)t — 7)™ drdy + w(t). (10)
The spreading function is assumed to be compactly supporiesi rectangle and satisfies
Gu(r,v) =0, for (7,v) ¢ [0, Tmax] X [—Vmax/2; Vmax/2], (11)

wheremnax and vmax denote the maximum time delay spread and the maximum Dopplead, respec-

tively. This assumption leads to the following definitiontbe channel spreading factor
Ay = Tmax X Vmax- (12)

Note that this assumption eases the analysis proposeddmpéiger but is only an approximation of
real channels behavior. In practice, to set values;ig and vmax, it is often required to resort to more
empirical definitions (e.g., threshold-based definiticas,used in Section IV-B). Various definitions of

delay and Doppler spreads for real channels are discusgéd 8ection 4.5].

C. OFDM signal

OFDM signaling schemes can be described by two Weyl-HesenfWH) sets [10], [11], [13]: the

one used at transmission, expressed as

A j2mn
(97T7 F) = {gk,n(t) = g(t - kT)€]2 Fta ”gH2 = 1}k,n62 (13)
and the one used at reception, defined as
A j27n
(1, T, F) = {knlt) =yt = KT)e>™ 0 5| = 1}, (14)

whereT, F' > 0 are the time and frequency shifts of the prototype function and~(¢). The signaling

scheme is here assumed to be (bi)orthogonal, so that
(Gkms Vo) = 6(k — k' )o(n —n'). (15)
To ease the readability of the results presented in the egaeshall restrict our analysis to orthogonal

receive pulses (i.e{Yxn, Vi) = 0(k — k' )6(n —n')).2

3Note that non-orthogonal receive pulses introduce noisesketion and noise-enhancement that can be harmful foaramhd
equalization techniques. As an example, cyclic prefix b&3EDM receiver are orthogonal whereas zero-padding rece{vath
TF > 1) are not.
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The transmitted signal is
K—1N-1

()= Tengralt), (16)

k=0 n=0
where N is the number of subcarriers aridT" is the approximate duration of the transmitted signal.

xy », denotes the data symbols. Since little is known about thetesteucture of optimal signaling under
the general constraints listed in the introduction, werigsbur analysis to zero-mean, independent and
identically distributed (i.i.d.) symbols. We assume ttet tiverage power of the input signals is limited

so that
K-1N-1

2 S S By =P a7)

k=0 n=0
whereP < 4o is the maximum average power available. The signal-toen@to (SNR) is then defined

as
A P
P=—"B .0 (18)
Jo W(f)
where B = NF denotes the system bandwidth.
At reception, the output signa(t) is projected onto the sety; ,(¢)} to obtain
A
Yken = <y77k,n> = <Hx7’yk,n> + <w77k,n> . (19)
N—_——
yk,» can be developed as
K—1N-1
Ykn = <Hgk,n>’7k,n>xk,n + Z Z (Hgk’,n/77k,n>$k’,n/ + Wk n, (20)
k’=0n'=0
(k") #(kn)

where the second term on the right-hand side (RHS) of (20esemts the intersymbol and intercarrier
interference.

The relation (20) can be compactly expressed as
y=Hx+w, (22)

where the channel input and output vectors of SiZE x 1 are respectively defined by

A T . A

X = [xg xr{ . 'X}F{_l] , With x, = [0 2k, - --th_l]T,
A T . A

y= [Y(:)F ylir s yzlg—l] . With v = [yk,0 Yk,1 - "yk,N—l]T7

and wherew is defined analogously. Th& K’ x NK channel matrixH is given by
HO0 ... HOK)
) (22)
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where the matrix blocRI(%:¥") of size N x N satisfy

[H(k’k/)} 2 (Hgw s Yon)- (23)

n,n’

Since we do not neglect interference, the maliixs not diagonal and can be decomposed as follows
H = diag (h) + Z, (24)

where h is the direct channel vector corresponding to the main diagof H and Z is the ISI/ICI

cross-channel matrix containing the off-diagonal term®of

I1l. I NFORMATION THEORETIC ANALYSIS OFUA-OFDM SYSTEMS

Three fundamental characteristics of the sgtsI’, F') and (v, 7, F') are generally involved in the

optimization/performance of MC systems.

« (bi)orthogonality: for an ideal channel wherg(t) = x(t), perfect demodulation is obtained ifft)
and~(t) satisfy the condition (15).

« Localization: Localization of a prototype function involves the Heiserdbuncertainty principle and
characterizes its time-frequency concentration so thdiréctly affects the power of interference
observed at reception.

« Density: Spectral efficiency of MC systems is directly proportiotaathe densityl /TF of the time-
frequency grid that supports the transmission scheme.rstance, adding guard intervals between
OFDM symbols reduces the density due to the fact that> 1 in this case, but as the product TF
gets larger, the power of ISI/ICI diminishes.

Ideally, we would like to construct a MC system that is (bih@gonal, with well localized prototype
functions (to limit the interference) and with a dense tifmegtuency grid (to maximize the spectral
efficiency). However, these three conditions cannot besfeadi simultaneously due to the Balian-Low
theorem [25, Th. 4.1.1]. More precisely, well-localized)@pthogonal pulses can only be found for
TF > 1 (see [26, Ch. 2] for more details). This loss in spectral efficy is usually the price to pay to
mitigate 1SI/ICI over doubly dispersive channéls.

These elements highlight the difficulty of finding a comprsenbetween a low interference at reception

and a maximal use of the degrees of freedom offered by thenehafihe optimal trade-off between low
interference and high spectral efficiency is a key ingredienOFDM system design that has yet to

be found. To provide some guidelines that will help us to pesg toward the optimal solution, we

“Note that other approaches, such as [13] or [27], privilegmlization and spectral efficiency over (bi)orthogoryalit
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10

suggest to study the signal-to-interference ratio as welha information rate of UA-OFDM systems.
The information rate, defined as the amount of informatiat ttan be transmitted with arbitrarily small
error probability, appears as a good figure of merit for systkesign as it jointly considers interference

and spectral efficiency.

A. Sgnal-to-interference ratio

The signal-to-interference ratio at the symlohnd the subcarriet is defined as

E {‘ HER] 2y, 2}

SIR;, =2 >
E S [SeZo Znmo [HE] Lz
(k"' )#(kn)
(w1
“ K—1N-1 ’ 2]’ (23)
k’;O n’;OE{“H(hk/)]n,n’ }
(k') #(kn)

where (a) follows from the assumption that thg,, are i.i.d. with zero mean. The numerator represents
the average power of the diagonal entriedhfand the denominator the power of its off-diagonal entries.
Let A, (7, v) be the cross-ambiguity function gft) and~(t)

Aga(r) & o0 =r)e (26)

The signal as well as the interference power can be expressadunction of4, . (7, ). More precisely,

as shown in Appendix B

K {‘ mos] 2} N

////SH(T, T',I/)A§7g(7, IJ)A%g(T,,V)€j27rnF(T,_T)dl/ dr'dr +

2
/mhmm%@wﬂm”m,

(27)

where Sy (7, 7', v) is the channel scattering function defined as
SH(T, ') = /RH (T, T',u) e~ U™y, (28)

with Ry (r,7,u) 2 E {BH(T, i (Tt + u)}. Note that in the case where the scatterers are assumed

to be uncorrelated, the scattering function is simplifiecbtdr, 7, v)6(r" — 7).
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The first term on the RHS of (27) represents the power carriethb fast fading random part of
the channel and the second term corresponds to the detstimipart of the channel. Similarly, the

interference power satisfies
K-1N-1

>3 ol [

k’=0n’'=0
(k',n)#(kn)

} 252 vo7 (29)

whereg; is the interference power corresponding to the random gdreochannel and is expressed as

57, = Z Z //, Sy (T, 7, VAL (T+ KT, v+n'F)A, (7' + KT,v+n'F)
k'=1— Kn’—l N/ v
(k')
><e]27rF(n +n)(7'/—’r)dy d+' dr. (30)

ote that52 does not depend oh since, according to (4)u(7,t) is wide-sense stationary.
Note thats7 d t depend oh ding to (4 t d tat

5—1 . Is the interference power due to the deterministic part ef¢channel and is given by

I YDy

k'=1—-K n'=1-N
(K’,n")#(0,0)

Using the above quantities, we now define the average sigriaterference ratio as

2
(K + k)T)AL , (7 + K'T,n/F) e /2P tmrqr - (31)

SI

||l>

1N—
Z SRy, - (32)

WM”

1
~ KN
B. Achievable rate

Let Px be the set of probability distributions that satisfy the constraints given in (17). The

maximum achievable rate for an OFDM system is then given By} [2

1
= lim — I(y; 33
C=m &7 Sup 1), (33)

wherel(y;x) = hg(y)—hg(y|x) is the mutual information betwegnandx with 4z (y) the differential
entropy ofy. In the noncoherent setting, the maximum achievable rate is notoriously harchtaracterize
analytically. However, by evaluating the mutual infornoati/ (y; x) for a specific input distribution, and

by relying on the following inequality on mutual informatidg29]
I(y;x) = I(y;x[H) — I(y; H|x), (34)

we can get a lower bound ofi that yields an information-theoretic criterion useful the analysis of

UA-OFDM systems. Note that the first term on the RHS of (34)yesponds to theoherent information
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rate under perfect channel knowledge at reception and ttendeterm can be interpreted as a penalty
term that quantifies the rate loss due to the lack of channavladge.

Theorem 1: The maximum achievable rate of an OFDM system with i.i.duinpymbols satisfying
the average-power constraint (17) and transmitting overctrannel modeled by (2) is lower-bounded as

CcM < ¢, where

P
Ll _ t 1
c = Kh—>moo—EH {log det <I + N HH'diag (r,)~ )}

1 PT PT
— inf —— |logd — w) K 1 —~2 )
0<a<1 KT [og ot < + thlag r ) + Z og< N(1-— oz)rw(n)al">]
(35)

Here, the entries of thé&/ K x 1 noise power vector,, are defined as
ro(n+kK)2 W(nF), ne[0,N —1], ke [0,K —1], (36)
and Ry, denotes the covariance matrix of the direct channel vdetavhich entries are expressed as

[R%lk k') // /SH (1,7, v) AL (T, V) Ay 4(T', V)ejzm’T(k k) gi2m b ('t =n7) g, dr'dr.(37)

o
Proof: See Appendix C. [ |
Note that the penalty term in (35) only depends on the randamponent of the channel so that acquiring

CSI at reception gets more costly as the channel gets mormdtirgy (e.g., estimatindd gets more
difficult as the power of its off-diagonal entries incregses

To get a better insight into the achievable rate, the foll@mtorollary presents a simplified scenario
of transmission that leads to a more tractable expressidgheofower bound.

Corallary 1: In the case where the noise is assumed to be white and therscsttincorrelated, the

maximum achievable rate is lower bounded@¢ < C, where

O = lim L By {10g det (I * pTFHHT>}

K—oo KT
1/2 F TF
/ log ( g(e)) d6 + log (1 + L ~%>
-1/2 l-«

Here, p denotes the SNR defined in (18)9) is the PSD of the zero-mean stationary channel process

(38)

— f
0<lg<1 TF

{hin — E{hin}}i, and is expressed as

Z //SH T,V) | Ay 4(T, V)\ eI2RT gy dre 32RO (39)

k=—00
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andg? satisfies

K-1 N-1
7=y 3 / Su(r,v)| A%, (v + K'T,v+n'F) [2dv dr (40)
k'=1-Kn=1-N"T""
(k") #(0,0)
Proof: See Appendix D. [ |

Note that the scenario depicted in Corollary 1 may be acbéptimr systems transmitting in small
bandwidth (on the order of a kHz), where the noise PSD can fenasd flat and where the propagation
loss associated with each channel path is approximatelgtanhover the transmit bandwidth, thus

reducing the correlation between channel arrival paths.

IV. NUMERICAL ANALYSIS

We next examine the signal-to-interference ratio and thentds of the previous section in various
scenarios. Using a synthetic channel model, impact of fimgdency dispersion on the information rate
is first discussed in subsection IV-A. Bounds on the inforamatate applied to experimental doubly
dispersive UA channels surveyed at sea are then analyzedsestion IV-B. Common OFDM systems

with rectangular pulse shaping are used as a framework ininvestigation.g(¢t) and v(t) are thus

defined as
L if 0<t<T, 1 if T,<t<T,
gty ={ VT | S andy()={ VTR ’ (41)
0 otherwise 0 otherwise,

whereT, =T — 1/F denotes the guard time between OFDM symbols.

A. Synthetic channel model

To illustrate the impact of channel dispersion on the pertorce of OFDM systems, we first consider
a canonical channel model. It has no particular physicidification, but mimics a bad scenario from the
viewpoint of a communication system [20] and will help us toyide general trends on OFDM system
robustness against channel dispersion.

We assume the following environment:

« Rayleigh fading, i.e.x =0,

« uncorrelated scatterers with a brick-shaped scatteringtifon Sg (7, /) = 1/(Timax X Vmax),

« White Gaussian noise.

Figure 1 shows the information rate as a function of the cehspreading factoAy defined in (12).

The grid parameter$’ and F' are chosen according to the grid-matching rule [3D]F = Tmax/Vmax
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andTF is chosen so as to maximize (38)is set to 15 dB andB = 5 kHz. mhax is randomly chosen
between 1 and 50 ms, ang,,«x between 0.1 and 50 Hz. As expected, the achievable rate ofMDFD
systems is strongly affected by both the delay and the Domgecad, and decreases as the channel
gets more dispersive. Note that as the rectangular praohypction is not equally localized in time
and frequency, there is not a single performance point favangspreading factor. Fahy < 1073 and

p = 15 dB, OFDM systems should be able to communicate at roughlysasiiiz, which represents 80%
of the achievable rate in an AWGN channel at the same SNR. $ggtbms can be relatively efficient as

long asAy < 10~!. However, forAy > 1, there is no guarantee that any data can be reliably traresmit

B. Experimental UA channels recorded at sea

Three different shallow water channels, recorded in themtit ocean and the Mediterranean sea,
are considered. Table | summarizes the main characterigtithese channels, and Figure 2 shows the
evolution of their respective power delay profiles as a fiomcbf time. Channel (a) results from data
collected by the DGA-TRIin the Atlantic ocean off Brest (France) in October 2007, enannel (b) and
(c) result from sea trials performed by Thales Underwatest&ys in the Mediterranean sea off La Ciotat
(France) in October 2004. From the raw data and for each ehatte trendhy(7,t) is separated from
the random componeniz (7, t) using the empirical mode decomposition method [2]. The maxi time
delay spread is estimated as the difference between thedbagd the shortest delay where the average
power delay profile exceeds 1% of its maximum value (i.e.stdgat are 20 dB below the strongest
tap are assumed to result from noise and are artificially &)t The scattering functioSy (7, 7/, v)
is obtained from a correlogram estimate of PSD. The maximusppler spread is similarly defined
from the Doppler power spectrum as the maximum delay spresu fhe average power delay proffle.
To compute the various expectations required to evalutetebbundC™!, a large number of channel
realizations are generated using the channel stochaptayrapproach presented in [2]. Throughout this
analysis, T and F' satisfy the grid-matching rule mentioned previously (iB/F' = Tmax/Vmax)-

In Figure 3, the average SIR is plotted as a functioff’&f for the three channels. It can be noticed that
asTF increases, the duration of the guard interval increasesdswhich results in a lower interference
at reception. The SIR increases significantly as long'asis such that the guard interval duration is

lower than the maximum time delay spread. A further incredsEF' produces a slighter increase of the

®Direction Générale de I'Armement-Techniques Navales

®The Doppler power spectrum is defined s/, Su(r, ', v)dr'dr.
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SIR, which indicates that ISI is more detrimental than IChieTaverage SIR also depends on the channel
properties. As expected, for a givdi¥, the larger the spreading factor, the smaller the SIR.

Through the evolution of the achievable rate (35) as a fonotif 7F and the SNR, Figure 4 shows
possible trade-offs between interference minimizatiod koss of signal-space dimensions. It provides
a measure of reassurance that current practice in desigdiigM systems for underwater channels
is reasonable. That is, oversizing guard intervals dumaiee., choosing largd’F") compared to the
channel maximum delay spread is not much detrimental to rifegrhation rate, whereas a too small
TF can significantly decreases this rate, especially in higli$persive channels such as channel (c).
The results of Figure 4 also suggest that significant ratadmgnents are possible compared to state-
of-the-art UA-OFDM systems. For instance, in channels (aj é&), reliable OFDM transmissions at 2
to 4 bits/sec/Hz are achievable provided an average stgrabise ratio of 15 to 20 dB, whereas in the
same SNR range, single-input single-output UA-OFDM systesually operate with a spectral efficiency
around 1 bits/sec/Hz [6]-[8]. The lower bound (35) obtaifi@dchannel (a) corroborates the results of
the previous subsection related to channels with smallasiimg factors, that is, over such channels we
should be able to communicate at 80% of the theoretical riateireed over AWGN channels.

UA-OFDM systems are not genie-aided and have to spend s@uarmes to acquire CSI at reception,
with the consequence of decreasing the data rate. Insightew CSI impact the information rate can be
obtained through the numerical analysis of the ratfd /C", whereC*" is defined as the achievable
rate of UA-OFDM systems with perfect channel knowledge atepgion. According to Appendix C, we
have that

Ceoh — Jim %EH {log det <I + %HHTdiag (rw)_1> } , (42)
which corresponds to the first term on the RHS of (35). Noté @fa" is also an upper-bound ofi.”
As shown in Figure 5, the penalty induced by the absence ofi€Sironger for channels with larger
Doppler spread (estimatinf gets more difficult as the channel starts to fluctuate morilsgpand can
lead up to a 30% rate loss for a SNR of 20 dB. In additioh! /C<°" decreases with the SNR, which
indicates that CSI aquisition may become a rate limitingdaat high SNR.

V. CONCLUSIONS AND PERSPECTIVES

The information theoretic analysis provided in this papat o the following conclusions:

"This can easily be shown by noticing thity; x) < I(y;x|H).
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« The information rate decreases with the channel spreadutgrfbut remains acceptable (i.e., greater
than 1 bits/sec/Hz) as long as this factor is smaller ttant and the signal-to-noise ratio is greater
than 15 dB.

« Numerical assessments on real UA channels with spreaditgréaaround0~2 showed that reliable
OFDM transmissions at 2 to 4 bits/sec/Hz are achievableigedvan average signal-to-noise ratio
of 15 to 20 dB.

« Current practices in designing OFDM systems for underwalb@nnels are reasonable. More pre-
cisely, slightly oversizing guard intervals duration caargd to the channel maximum delay spread
is not much detrimental to the information rate, whereaseuestimating this duration can be

devastating.

Although quite realistic, the system model used in this papeld be more constrained. In particular,
to strengthen our results, it would be interesting to adduorodel a peak-power limitation, as in [31].
It is well known that OFDM systems can be sensitive to thisithtion when power amplifier do not
operate with a large back-off. One way to tackle the problemuld be to consider, in the information
theoretic treatment, the non-linear distortion due to gds<lipping as additional noise. Another point
that deserves further attention, is to study the infornmatite bound”™! as a figure of merit for pulse-
shaping optimization. While experimental results showed targe rates can be achieved with rectangular
pulses, the bound provided in this paper could be tighteryeohéximizing it over all Weyl-Heisenberg

sets.
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APPENDIXA

NOISE MODEL APPROXIMATION
To model the ambient noise in the sea, four sources are yaumaikidered: turbulence, shipping, waves
and thermal noise. These four noise components can be ndodgla colored Gaussian noise with the

following empirical power spectral density (PSD) given i b P& per Hz as a function of frequency
f in Hz [24]:

turbulence :  10log W;(f) = 17 — 30log(1073f), (43)
shipping : 10log Wy(f) = 40 + 20(s — 0.5) 4 261og(1072 f) — 601og (10~ f + 0.03), (44)
waves : 10log Wy, (f) = 50 + 7.50"/2 + 201og(1073 f) — 401og (1073 f + 0.4), (45)
thermal noise : 10log Wy, (f) = —15 + 20log (1073 f), (46)

where0 < s < 1 is the shipping activity and is the wind speed in m/s. The baseband equivalent noise

PSD, as defined in (8), is then given by

W(f) = Wt(f + fc) + Ws(f + fc) + Ww(f + fc) + Wth(f + fc)> (47)

where f. is the carrier frequency corresponding tbte subcarrier.

As noticed in [24], in the frequency region where most OFDMnoaunication systems operate (1
kHz to 100 kHz), the noise PSD decays almost linearly on tigarithmic scalé. This indicates that a
simple expression may be found for the auto-correlatiorction R, (7). In fact, by expressing,,(7)
as

Ry(7) = Be e s2mher, (48)

whereg > 0 andp > 0, we get the following PSD [32]

2p
p? +4n(f + fo)¥

that turns out to be a good approximation of the noise PSD équency range of interest. This

W(f)=p

(49)

approximation is shown in Figure 6 with = 5.10° and 3 is chosen such that the noise powers of

models (47) and (49) perfectly match at 10 kHz.

8Surface motion, caused by wind-driven waves is the mainritmior to the noise in that frequency range
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APPENDIX B

COMPUTATION OF THE SIGNAL AND THE INTERFERENCE POWER

For all k, k', n,n’ € Z, we have that

, A
[H(k’k )] = (HogrnVen)

n,n’

—
S
=

/ / Gu(r,v)g(t — K'T — 7)™ FUD T2 — kT e~ dy dr dt

—~
=
=

/ / Gia(7,v)e 32 Fr [ / g (t = K'T = m)y(t = KT)e P2 tem om0 =mEtay |- dy dr

t

—
2]
~

//GH(T, V)AL, (T + (K —k)T,v+ (n — n)F) e 92 T g2 (vt (0 =) )RT gy g
(50)

where (a) and (b) follows from (9), (13) and (14), and (c)duals from the change of variablés= ¢ — kT
and from (26).
2}

From this expression, we can now derive the signal power

E{“HW@L;} @ IE{
|

+ /BH(T, kT)A§7g(T, O)e_j%"FTdT

(Galrv) + Gunlr,0)) A3, () 7T iy
(_c) * ]
= //// GHTVGH(T V)}A%g(TaV)A%g(Tvy)

6327r(1/kT ’fLFT) —i2r(V'kT—nF1’ )dV dr' dv dr
2

—
=
=

Q

/GH(T, V)AL, (T,v) eI 2 WKT=nET) 0, 47

2

)

hu (1, kT) A% (7, 0)eI2mnET g7

—~
=

= ////SH(T, V)AL (T, I/)A%g(»r/’y)ej27TnF(T’—T)dy A dr

2

+ /l_”LH(T,l{:T)Afhg(T,O)e_jszTdT , (51)

where (a) follows from (50) and (9). In (b), we use tﬁh{éH(r, 1/)} = 0 and we implicitly assume that
the prototype functiong(¢) and~(¢) have a compact support and that the channel average contponen
hu(T,t) is approximately constant (i) over that support. If we consider rectangular prototypefions,

the duration of their support is upper-bounded By which represents a few tens or hundreds of
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milliseconds. This has to be compared with the fluctuatiomopeof iy (7, ), which is rather a few tens
or hundreds of seconds [2]. Note that, theoretically, soro#pype functions can have an infinite support.
However, the contribution to the received power from thet pérthe pulse that has a support greater
than few times the symbol peridh is rather negligible (e.g., for most infinite length profogyfunctions
such as Gaussian, Raised-Cosine etc., we usually havq”?@,a Hdt ~ [ |g(t)|*dt). (d) holds
because, according to (4), the zero-mean random fmﬁrt,t) of the channel is wide-sense stationary
so thatE {GH(T, u)é;ﬁ(r’,y’)} = Su(r,7,v)8(v — v), where Sy (7,7, v) is the channel scattering
function defined in (28). Note that in the case where the st are assumed to be uncorrelated
E {(;H(T, V)G (1, 1/)} = Su(r,v)8(v/ — v)6(r' — 1), so that (51) simplifies to

2
E {‘ {H(k’k)} } ~ //gH(T, V)| A, 4 (r,v) 2 dv dr +

Similarly to (51), the interference power can be derivedririhe following development

E{HHW’”} /2} @ E{
“

2
/ hu (T, kT) A% ,(7,0)e 2™ FTdr| . (52)

T

/ (GH(T, v)+ GH(T, 1/)) AL, (7' + (K —k)T,v+ (n — n)F)
}
/GH(T, V)AL, (t+ (K —k)T,v+ (0 —n)F)
T v 2}

BH(T K'T)A: , (t+ (K — k)T, (n —n)F) e 12 ET g7

///SHTT v)A% (7+(l<:’—k:)T,y+(n’_n)F)

XAy g (7' + (K = k)T,v+ (0 —n)F) > FT N qy dr'dr
2
,  (59)

X€—j27rn’FT€j27r(zx+(n’—n)F)kT dv dr

Q

o . ;.
xe j2mn FTej27T(l/+(TL n)FkT dv dr

2

—~
o
~

+ / hy (T, K'T)A% , (14 (K — k)T, (n —n)F) e >™F7ar

T

where (a) follows from (50) and (9). For (51) and (53) alike(lb) we assume thaty(7,t) is approxi-

mately constant over some period of time. We here considgrith(7,t) does not fluctuate much over
the duration that corresponds to the maximal time diffeedmetween two interfering OFDM symbols,i.e.,
by (1, kT) = hy(r,k'T), ¥ (k, k') € {(k, k/)\E{‘[H(’“ M)

is not restricting since for most OFDM systems the dura(b’n— k)T only represents a few tens or

} #* 0} Once again, this assumption

hundreds of milliseconds in worst case scenarios. In the edwre the scatterers are assumed to be
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uncorrelated, (53) simplifies to

of e, |

} = //SH(T,V)!A%g(7‘—1—(k"—kz)T,l/+(n/—n)F)‘2dydT

2
/EH(T, KT)AS (74 (K — k)T, (n' —n)F) eI ETqr | (54)

T

+

APPENDIXC

PROOF OFTHEOREM 1

A lower bound onC' can be obtained by evaluating the mutual informatign; x) for a specific input
distribution. Specificallyx is chosen such that ~ CN (O, %I). The proof of Theorem 1 next relies

on the following information theoretic inequality [29], 3B

I(y;x) > I(y;x[H) — I(y; H|x). (55)

A. Computation of I(y;x|H)
The computation of (y; x|H) = hg(y|H) — hg(y|x, H) is straightforward since
« conditional onH, y is distributed according to a complex Gaussian distriloutiith a covariance
matrix equal totFHH' + E {ww'},
« conditional onx andH, y is complex Gaussian with a covariance matrix equa]Et{mWT}.

The entries of theVK x NK noise covariance matrik {ww'} are given by

{E {wa}(k’k’)} 2 E{wpnwl )

= Rw(7')6_]'27T"FTATm (7' + (K — k)T, (n' — n)F) eI 2Tk TE (' =n) gr
~ / Ry(r)e ™7 Ax (K — k)T, (n — n)F) > TE0 =1 g7
© / Ru(7)e 727 F g 5 §(k — K)8(n — n')
D WnF) x 6k — K)5(n — ). (56)

Here, (a) is based on Appendix A where it is shown tRa{7) can be well approximated by a function
that decays very fast compared to common pulse duratiangsRi, (1) = Se~10°I7le=727/-7)_(b) follows

from the orthogonality of the receive pulse and (c) from @pnsequently,

PT -1
I(y;x|H) = Egn {logdet (I+WHHTE {WWT} )}

PT
Eg {log det <I + WHHTdiag (rw)_1> } , (57)
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where the entries of th&/ K x 1 vectorr,, are defined as

)2

ro(n+kK)2W(nF), ne[0,N—1], ke [0,K —1]. (58)

B. Computation of I(y; H|x)

The off-diagonal elements oH being generally non-null in highly dispersive environnmgnthe
derivation of I(y; H|x) is not as easy. Influenced by [21], we next seek an upper-bouorttie penalty

term I(y; H|x) by splitting y into an interference-free part and an interference-only, ga that

y = Hx+w

= hoOox+Zx+w

= hox+w;+7Zx+ wo, (59)
—_—————  ~——
A A
=y1 =yo

where w; are two independent random vectors such that ~ CN (0, « x diag (r,,)) and wy ~
CN (0, (1 — ) x diag (ry)), With 0 < o < 1.

Let us note that

—
S
=

I(y;Hlx) < I(y:1,y2; H|x)
(2 I(y1,y2;h, Z[x)
© I(y1;h,Z|x) + I(y2;h, Z|x, y1)
@ I(y1;h|x) + I(y2; h, Z|x,y1)
© I(y1;hix) + he(y2|x,y1) — he(y2|x,y1,h, Z)
o I(y1;h[x) + he(y2lx,y1) — he(y2lx,Z)
2 Iyashlx) + he(yalx) — hie(yalx. )

= I(y1;h|x) + I(y2; Z[x). (60)

In (a) and (b) we used the data processing inequality, (¢vfesl from the chain rule, (d) holds because
y1 andZ are conditionally independent givén in (e) we expressed mutual information as a function of
entropy, (f) holds becausge, andy; are conditionally independent givenandh, and also becausg,

and h are conditionally independent givenand Z. Finally, the fact that conditioning reduces entropy

leads to (g).
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Using thaty; is Gaussian giveih andx, and as a consequence of Jensen’s inequdlify,; h|x) can

be upper-bounded as

[(yl;h\x) = E, {log det <I " diag (X) diag (xT) Rydiag (rw)_1> }

(6%
PT
< logdet <I + N—athiag (I’w)_l> ) (61)

whereRj, denotes the covariance matrix of the direct channel vdetdfrom (50), we can express the

entries ofRy, as

[Rglk k)

n,n’

// /SH (1,7, v) AL (T, V) Ay 4(T', V)eﬂ’”’T(k k) gi2mF(n't'=nT) g, dr'dr.(62)

We next seek an upper bound éfy,; Z|x). Let Q(x) = Ez {(Zx —Ez{Zx}) (Zx — Eg {Zx})T}
be the conditional covariance matrix of the vectdx given x. Zx being Gaussian givew, using

Hadamard’s and Jensen'’s inequalifyy-; Z|x) is then upper-bounded as follows

I(y2;Z]x) = Em{logdet <I+—Q duag(rw)‘1>}

5 K-1N— 1E log 1 [Q(x)(’“’k)}
- * (1 —a)ry(n+ kK) n,n
k=0 n=0
K—1N-1
< (k.k) .
- log <1+ 1 — a)ry( n—l—k‘K)Em{{Q(X) Lz,n})
k=0 n=0
K-1N-1
PT
= log <1 + 57 >
— = N(1—a)r (n+kK)
(63)
where the last equality holds because the input symbols.iadewith zero mean, so that
PT (k.k)
(k,k) _ O _ _ T
e {[aet] | - T le{E-mEe-em)™]
PT _
= Wa%nv (64)

with 5—% the interference power due to the random part of the charméeéined in (30). (63) can be

further simplified by noticing that,,(n + k£K) and &%ﬂ do not depend o, therefore

N-1

- P
I(yQaZ| ) < K T;) 10g (1 + N(l — a)rw(n) In> . (65)
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From (55), (57), (61) and (65), and for @ll< o < 1, I(y;x) can be lower-bounded as follows

PT
I(y;x) >En {log det (I + WHHTdiag (rw)_1> }

N-1
PT .. .. ;) PT ~2
— |logdet | I+ —Ryd w K 1 1+ ———— .
[og e < +Na ndiag (ry) >+ nE:O og< +N(1—a)rw(n)01">]

The bound is then tightened by choosingthat minimizes the penalty term, which concludes the

(66)

proof.

APPENDIXD

PROOF OFCOROLLARY 1
A. White noise assumption

Under the white noise assumption, the noise PSD is flat oeeertitire bandwidth so th&t’(f) = W,
whereW, is a constant. In that case, the entries of veetpare all equal tdl, and the SNRp satisfies

p = P/(BW),). Given thatB = NF, from Theorem 1 we have that,

1
> lim —F {1 d (I TFHHT>}
¢ =l 2=rEu logdet (T+p

N-1
. 1 pT'F pTEF _,
_ 0<12f<1 BT llogdet <I + Y Rh> + K nz::O log <1 + - aaI")] .

(67)

B. Uncorrelated scattering assumption

In the case where the scatterers can be assumed as unearrdiat lower bound on the information
rate can be further simplified.
First, the channel scattering function is reduced fromeh@two dimensions, so that; does not

depend om anymore and is expressed as
K-1 N-1 .
o= >y Su(r,v)| A%, (T + K'T,v+n'F) |2dv dr
k'=1-Kn/'=1-N"T""
(k") #(0,0)

52, (68)

>

Second, the covariance matidk;, becoming block-Toeplitz, the extension of Szegd’s theote two-

level Toeplitz matrices can be applied, that is [34, Th. 3]

1 pTF 1 (Y2 oTF =~
1 —logd I+ — = — log d I+— 69
dim = log et< + - Rh> T/_1/2 ogdet [ I+ - S(9) ) db, (69)
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whereS(0) is the power spectral density of the zero-mean multivariatelom proces$h;, — E {h;}},

with hy, é [hk,O hk71 s hk7N_1]T, ie.,

So2 S E {(hk ~E{h)}) (hy — E{hk})T} o920 (70)
k=—o00

By noticing that the entries on the main diagonal§1i9) are all equal and by applying Hadamard'’s

inequality, we have that

% /_ 11//22 log det <I + %"(9)) o < % /_ 11/; log (1 + %5(9)) o, (71)
wheres(6) is the PSD of the zero-mean stationary channel pro¢egss — E {h; ,,} } and is expressed
as .

5(0) = Z //SH(T, V)| Ay (T, V)|? /2R gy dre =IO, (72)
P S

Corollary 1 is then obtained by noticing that/T = B/(TF).

REFERENCES

[1] P.van Walree, “Channel sounding for acoustic commuiooa: techniques and shallow-water examplé&search report,
Norwegian Defence Research Establishment (FFI), 2011.

[2] F.-X. Socheleau, C. Laot, and J.-M. Passerieux, “Ststtbdreplay of non-WSSUS Underwater Acoustic Communicatio
Channels Recorded at SedPEE Trans. Sgnal Process., vol. 59, no. 10, pp. 4838—-4849, 2011.

[3] M. Stojanovic and J. Preisig, “Underwater Acoustic Coomitation Channels: Propagation Models and Statistical
Characterization,"EEE Commun. Mag., pp. 84-89, Jan. 2009.

[4] B. Tomasi, J. Preisig, G. B. Deane, and M. Zorzi, “A Study the Wide-Sense Stationarity of the Underwater Acoustic
Channel for Non-coherent Communication Systems,Pinc. of IEEE European Wireless, Apr. 2011, pp. 1-6.

[5] D. B. Kilfoyle and A. B. Baggeroer, “The State of the Art dnderwater Acoustic TelemetryEEE J. Ocean. Eng., vol.
25, no. 1, pp. 4-27, 2000.

[6] F. Frassati, C. Lafon, P.A. Laurent, and J.M. Passeriébxperimental assessment of OFDM and DSSS modulations for
use in littoral waters underwater acoustic communicafioims Proc. IEEE Oceans 05, Jun. 2005, pp. 826-831.

[7] B.Li, S. Zhou, M. Stojanovic, L. Freitag, and P. Willetiulticarrier Communication Over Underwater Acoustic @hals
With Nonuniform Doppler Shifts,”ITEEE J. Ocean. Eng, vol. 33, no. 2, pp. 198-209, 2008.

[8] C. R. Berger, S. Zhou, J. C. Preisig, and Peter Willetipdfse Channel Estimation for Multicarrier Underwater Astal
Communication: From Subspace Methods to Compressed $¢nHiEE Trans. Sgnal Process,, vol. 58, no. 3, pp. 1708
— 1721, 2010.

[9] G. Leus and P. A. van Walree, “Multiband OFDM for Covertdstic Communications,1EEE J. Sal. Areas Commun.,
vol. 26, no. 9, pp. 1662-1673, 2009.

[10] P. Jung and G. Wunder, “The WSSUS Pulse Design ProbleMuitticarrier Transmission,TEEE Trans. Commun., vol.
55, no. 10, pp. 1918-1928, 2007.

April 20, 2012 DRAFT



[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

25

G. Matz, D. Schafhuber, K. Grochenig, M. Hartmann, &dHlawatsch, “Analysis, Optimization, and Implementatiaf
Low-Interference Wireless Multicarrier System$EEE Trans. on Wreless Commun., vol. 6, no. 5, pp. 1921-1931, 2007.
A. Barbieri, G. Caire, and U. Mitra, “Transmit/receifiter optimization for doubly-selective underwater adizishannels,”
in Proc. of IEEE OCEANS 2008, Sep. 2008, pp. 1-6.

W. Kozek and A. F. Molisch, “Nonorthogonal pulseshap@smulticarrier communications in doubly dispersive chels,”
IEEE J. Select. Areas Commun., vol. 16, no. 8, pp. 1579-1589, 1998.

R. Haas and J. C. Belfiore, “A Time-Frequency Well-ldoatl Pulse for Multiple Carrier TransmissionMreless Personal
Communications, vol. 5, pp. 1-18, 1997.

K. Liu, T. Kadous, and A. M. Sayeed, “Orthogonal Timeeguency Signaling over Doubly Dispersive Channel&EE
Trans. Inf. Theory, vol. 50, no. 11, pp. 2583—-2603, 2004.

P. A. Bello, “Characterization of randomly time-vamtainear channels,1TEEE Trans. Commun. Systems, vol. 11, no. 4,
pp. 360-393, 1963.

C. Polprasert, J.Ritcey, and M.Stojanovic, “CapadfyOFDM Systems over Fading Underwater Acoustic Channels,”
IEEE J. Ocean. Eng., vol. 36, no. 4, pp. 514-524, Oct. 2011.

M. Gursoy, H.V. Poor, and S. Verd(, “The noncoherenti&i fading channel Part I: Structure of the capacity-adhg
input,” IEEE Trans. Wireless Commun, vol. 4, no. 5, pp. 2193-2206, September 2005.

S. Sethuraman, L. Wang, B. Hajek, and A. Lapidoth, “LBMR Capacity of Noncoherent Fading Channel&EE Trans.
Inf. Theory, vol. 55, no. 4, pp. 1555-1574, 2009.

G. Durisi, U.G. Schuster, H. Bolcskei, and S. Shamaipofisbherent Capacity of Underspread Fading Chann¢EEE
Trans. Inf. Theory, vol. 56, no. 1, 2010.

G. Duirisi, V. I. Morgenshtern, and H. Bolcskei, “Sensty of Noncoherent WSSUS Fading Channel Capacigabmitted

to IEEE Trans. Inf. Theory.

P. Qarabagi and M. Stojanovic, “Statistical Modelifgadgshallow Water Acoustic Communication Channel,'Underwater
Acoustic Measurement: Technologies and Results, Jun. 2009, p. 13411350.

J. L. Massey F. D. Neeser, “Proper Complex Random Peasewith Applications to Information Theory |[EEE Trans.
Inf. Theory, vol. 39, no. 4, pp. 1293-1302, 1993.

M. Stojanovic, “On the Relationship Between Capacityg ®istance in an Underwater Acoustic Communication Chiihne
ACM S GMOBILE Mobile Computing and Communications Review (MC2R), vol. 11, no. 4, pp. 64-43, 2007.

O. ChristensenAn Introduction to Frames and Riesz Bases, Birkhuser, Boston, MA, USA, 2003.

F. Hlawatsch and G. MatAMreless Communications Over Rapidly Time-Varying Channels, Elsevier, 2011.

S.-J. Hwang and P. Schniter, “Efficient Multicarrier @munication for Highly Spread Underwater Acoustic Chasyiel
IEEE J. Sal. Areas Commun., vol. 26, no. 9, 2009.

D. Schafhuber, H. Boleskei, and G. Matz, “System cayaof wideband OFDM communications over fading channels
without channel knowledge,” iRroc. IEEE IST, 2004.

X. Deng and A. Haimovich, “Achievable rates over timarying raleigh fading channelslEEE Trans. on Commun., vol.
55, no. 7, July 2007.

W. Kozek, Matched Weyl-Heisenberg Expansions of Nonstationary Environments, Ph.D. thesis, Dept. Elec. Eng., Vienna
Univ. Technol., Vienna, Austria, 1997.

J.-M. Passerieux, F.-X. Socheleau, and C. Laot, “Ondéeacity of the Underwater Acoustic Communication Channel

under Realistic Assumptions,,” iRroc. IEEE European Wreless, Apr. 2011, pp. 1-6.

April 20, 2012 DRAFT



26

[32] G. Campbell and R. FosteFourier Integrals for Practical Applications, D. Van Nostrand Company, Inc., York, 1948.

[33] V. Sethuraman and B. Hajek, “Capacity per unit energyfaafing channels with a peak constrainl,EEE Trans. Inf.
Theory, vol. 51, no. 9, 2005.

[34] H. Gazzah, P. A. Regalia, and J.-P. Delmas, “Asympteiienvalue distribution of block Toeplitz matrices and lagation
to blind SIMO channel identification,JEEE Trans. Inf. Theory, vol. 47, pp. 1243-1251, 2001.

April 20, 2012 DRAFT



27

bits/channel use

Fig. 1.

Lower bound (38) as a function of the channel sprepdfactor for a Rayleigh fading channel with a brick-shaped

scattering function and white Gaussian Noige= 15 dB and B = 5 kHz.

TABLE |
SUMMARY OF AT SEA EXPERIMENTS

Channel Center frequency (kHz) Bandwidth (kHz) Distance (m) Water depth (M)  7max (MS)  vmax (HZ) & (dB)
(@) 17.5 2.9 1000 10-40 2.1 15 15.5
(b) 6 1 2500 60-120 35 2.7 4.9
(©) 6 1 5000 60-120 47 3.2 1.6
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Fig. 2. Time evolution of the power delay profiles of the chelardepicted in Table I.

April 20, 2012 DRAFT



29

——channel (a)
- - -channel (b)[]
---channel (c)

14 15 1.6 1.7 1.8 1.9 2

Fig. 3. Average signal-to-interference ratio as a funcobi F'.
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that there is no ISI.
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Fig. 6. Power spectral density of the ambient noise for veriwind speeds, s is set to 0.5. The solid lines show the model

(47) and dashed lines the one of (49).is the carrier frequency corresponding it subcarrier.
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