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THE LOGVINENKO-SEREDA THEOREM FOR THE FOURIER-BESSEL

TRANSFORM

SAIFALLAH GHOBBER AND PHILIPPE JAMING

Abstract. The aim of this paper is to establish an analogue of Logvinenko-Sereda’s theo-
rem for the Fourier-Bessel transform (or Hankel transform) Fα of order α > −1/2. Roughly
speaking, if we denote by PWα(b) the Paley-Wiener space of L2-functions with Fourier-
Bessel transform supported in [0, b], then we show that the restriction map f → f |Ω is
essentially invertible on PWα(b) if and only if Ω is sufficiently dense. Moreover, we give an
estimate of the norm of the inverse map.

As a side result we prove a Bernstein type inequality for the Fourier-Bessel transform.

1. Introduction

The classical uncertainty principle was established by Heisenberg bringing a fundamental
problem in quantum mechanics to the point: The position and the momentum of particles
cannot be both determined explicitly but only in a probabilistic sense with a certain uncer-
tainty. The mathematical equivalent is that a function and its Fourier transform cannot both
be arbitrarily localized. This is a fundamental problem in time-frequency analysis. Heisen-
berg did not give a precise mathematical formulation of the uncertainty principle, but this
was done in the late 1920s by Kennard [Ke] and Weyl (who attributes the result to Pauli)
[We, Appendix 1]. This leads to the classical formulation of the uncertainty principle in form
of the lower bound of the product of the dispersions of a function and its Fourier transform

∥

∥|x|f
∥

∥

L2(Rd)

∥

∥|ξ|F(f)
∥

∥

L2(Rd)
≥ c
∥

∥f
∥

∥

2

L2(Rd)
.

A considerable attention has been devoted recently to discovering new mathematical formu-
lations and new contexts for the uncertainty principle (see the surveys [BD, FS] and the book
[HJ] for other forms of the uncertainty principle). Our aim here is to consider uncertainty
principles in which concentration is measured in sense of smallness of the support (the no-
tion of annihilating pairs in the terminology of [HJ] or qualitative uncertainty principles in
the terminology of [FS, Section 7] which also surveys extensions of this notion to various
generalizations of the Fourier transform). Further, the transform under consideration is the
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Fourier-Bessel transform (also known as the Hankel transform) on R
+. This transform arises

as e.g. a generalization of the Fourier transform of a radial integrable function on Euclidean
d-space as well as from the eigenvalues expansion of a Schrödinger operator.

Let us now be more precise and describe our results. To do so, we need to introduce some
notation. For 1 ≤ p < ∞ and α > −1/2, we denote by Lp

α(R+) the Banach space consisting
of measurable functions f on R

+ equipped with the norms

‖f‖Lp
α
=

(
∫ ∞

0
|f(x)|p dµα(x)

)1/p

,

where dµα(x) =
2πα+1

Γ(α+1)x
2α+1 dx. For f ∈ L1

α(R
+), the Fourier-Bessel (or Hankel) transform

is defined by

Fα(f)(y) =

∫ ∞

0
f(x)jα(2πxy) dµα(x),

where jα is the Bessel function given by

jα(x) = 2αΓ(α+ 1)
Jα(x)

xα
:= Γ(α+ 1)

∞
∑

n=0

(−1)n

n!Γ(n+ α+ 1)

(x

2

)2n
.

Note that Jα is the Bessel function of the first kind and Γ is the gamma function. The
function jα is even and analytic. It is well known that the Fourier-Bessel transform extends
to an isometry on L2

α(R
+) i.e.

‖Fα(f)‖L2
α
= ‖f‖L2

α
.

Uncertainty principles for the Fourier-Bessel transform have been considered in various
places, e.g. [Bo, RV] for a Heisenberg type inequality, [Om1, Om2] for the “local uncertainty
principle” and Pitt’s inequality or [Tu] for Hardy type uncertainty principles when concen-
tration is measured in terms of fast decay. Our main concern here is uncertainty principles
of the following type:

A function and its Fourier-Bessel transform cannot both have small support.

In other words, we are interested in the following adaptation of a well-known notion from
Fourier analysis:

Definition.

Let S, Σ be two measurable subsets of R+. Then

• (S,Σ) is a weak annihilating pair if, supp f ⊂ S and suppFα(f) ⊂ Σ implies f = 0.
• (S,Σ) is called a strong annihilating pair if there exists Cα(S,Σ) such that

(1.1) ‖f‖2L2
α
≤ Cα(S,Σ)

(

‖f‖2L2
α(S

c) + ‖Fα(f)‖2L2
α(Σ

c)

)

,

where Ac = R
+\A. The constant Cα(S,Σ) will be called the annihilation constant of (S,Σ).

Of course, every strong annihilating pair is also a weak one. Let us also recall that, to prove
that a pair (S,Σ) is strongly annihilating, it is enough to show that there exists a constant
Dα(S,Σ) such that for every f ∈ L2

α(R
+) whose Fourier-Bessel transform is supported in Σ,

‖f‖L2
α
≤ Dα(S,Σ)‖f‖L2

α(S
c).
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In other words, if we denote by PWα(Σ) =
{

f ∈ L2
α(R

+) : suppFα(f) ⊂ Σ
}

then the pair
(S,Σ) is strongly annihilating if the restriction map f → f |Sc is invertible and Dα(S,Σ) is
the norm of the inverse.

There are several examples of the Uncertainty Principle of form (1.1) for the Fourier
transform F . One of them is the Amrein-Berthier theorem [AB] which is a quantitative
version of a result due to Benedicks [Be]. In this theorem sets of finite measure play the role
of small sets, i.e. if a function f is supported on a set of finite measure then F(f) cannot
be concentrated on a set of finite measure unless f is the zero function. An added example
is the Shubin-Vakilan-Wolff theorem [SVW, Theorem 2.1], where so called ε-thin sets are
considered. The extension of the results of Benedicks-Amrein-Berthier and of the Shubin-
Vakilan-Wolff for the Fourier-Bessel transform were shown by the authors in [GJ]. Our first
task here will be to slightly extend our version of Shubin-Vakilan-Wolff’s theorem.

Another Uncertainty Principle which is of particular interest to us is the Logvinenko-Sereda
theorem [LS], see also [HJ, page 102] and [Ko]. This result characterizes the sets Ω such that
(Ωc, [0, b]) is an annihilating pair and gives the (essentially optimal) annihilation constant.
In the case of the Fourier transform, Ω is then the complement of a so called relatively dense
subset. For the Fourier-Bessel transform, we adapt this notion as follows: a measurable
subset Ω ⊂ R

+ is called relatively dense (for µα) if there exist γ, a > 0 such that

(1.2) µα(Ω ∩ [x− a, x+ a]) ≥ γµα([x− a, x+ a]),

for all x ≥ a.
Our main result is then the following:

Theorem.

Let α ≥ 0 and let a, b, γ > 0. Then there is a constant C(α, a, b, γ) such that, for every
f ∈ L2

α(R
+) with suppFα(f) ⊂ [0, b] and every (γ, a)-relatively dense subset Ω of R

+,

(1.3) ‖f‖2L2
α(Ω) ≥ C(α, a, b, γ)‖f‖2L2

α
.

We will show in Lemma 4.1 that condition (1.2) is also necessary for an inequality of the
form (1.3) to hold. Our proof is inspired by the proof in the Euclidean case by Kovrijkine [Ko]
who obtained an essentially sharp estimate that is polynomial in γ (rather then a previously
known exponential one). This proof allows us to obtain an estimate on C(α, a, b, γ) as well.

The remaining of the paper is organized as follows. Next section is devoted to some prelim-
inaries on the Fourier-Bessel transform and the corresponding “translation” operator. The
section is completed with a version of Bernstein’s Inequality for the Fourier-Bessel transform.
In section 3, we complete our previous extension of Shubin-Vakilan-Wolff’s theorem. In the
last section, we prove the Logvinenko-Sereda Theorem for the Fourier-Bessel transform.

2. Preliminaries

In this section, we will fix some notation and prove a Bernstein type inequality for the
Fourier-Bessel transform.
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2.1. Generalities. We will denote by |x| and 〈x, y〉 the usual norm and scalar product on
R
d. The Fourier transform is defined for f ∈ L1(Rd) by

F(f)(ξ) =

∫

Rd

f(x)e−2iπ〈x,ξ〉 dx.

Note that ‖F(f)‖L2(Rd) = ‖f‖L2(Rd) and the definition of the Fourier transform is extended

from f ∈ L1(Rd) ∩ L2(Rd) to L2(Rd) in the usual way. With this normalization, if f(x) =

f̃(|x|) is a radial function on R
d, then F(f)(ξ) = Fd/2−1(f̃)(|ξ|).

If Sd is a measurable set in R
d, we will write |Sd| for its Lebesgue measure.

For α > −1/2, let us recall the Poisson representation formula

jα(x) =
Γ(α+ 1)

Γ
(

α+ 1
2

)

Γ
(

1
2

)

∫ 1

−1
(1− s2)α−1/2 cos(sx) dx.

Therefore, jα is bounded with |jα(x)| ≤ jα(0) = 1. As a consequence,

(2.4) ‖Fα(f)‖∞ ≤ ‖f‖L1
α
.

Here ‖.‖∞ is the usual essential supremum norm and L∞ will denote the usual space of essen-
tially bounded functions. Finally, if Fα(f) ∈ L1

α(R
+), the inverse Fourier-Bessel transform,

is defined for almost every x by

f(x) =

∫ ∞

0
Fα(f)(ξ)jα(2πxξ) dµα(ξ).

For λ > 0, we introduce the dilation operator δλ, defined by

δλf(x) =
1

λα+1
f
(x

λ

)

.

Notice that Fαδλ = δλ−1Fα.

Let us now gather some facts about Bessel functions that will be used throughout the
paper. First, a more refined estimate that we will need is the following: when t→ ∞,

(2.5) jα(t) =
2α+1/2Γ(α+ 1)√

π
t−α−1/2 cos

(

t− (2α+ 1)
π

4

)

+O(t−α−3/2).

In particular, there is a constant cα such that

(2.6) |jα(t)| ≤ cα(1 + t)−α−1/2.

Further, we will make use of a few formulas involving the functions jα(x) (see e.g. [Wa,
page 132-134]):

(2.7)
d

dx
jα(x) = j′α(x) = − x

2(α + 1)
jα+1(x),

(2.8)

∫ s

0
jα(tx)t

2α+1 dt =
s2α+2

2α + 2
jα+1(sx), s > 0,

and

(2.9)

∫ s

0
jα(t)

2 t2α+1 dt =
s2α+2

2

(

j′α(s)
2 +

2α

s
j′α(s)jα(s) + jα(s)

2
)

,
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while, for u 6= v we have

(2.10)

∫ s

0
jα(ut)jα(vt)t

2α+1 dt =
s2α+1

u2 − v2

(

vj′α(vs)jα(us)− uj′α(us)jα(vs)
)

.

2.2. Generalized translation. Following Levitan [Le], for any function f ∈ C2(R+) we
define the generalized Bessel translation operator

Tα
y f(x) = u(x, y), x, y ∈ R

+,

as a solution of the following Cauchy problem:
(

∂2

∂x2
+

2α + 1

x

∂

∂x

)

u(x, y) =

(

∂2

∂y2
+

2α+ 1

y

∂

∂y

)

u(x, y),

with initial conditions u(x, 0) = f(x) and ∂
∂xu(x, 0) = 0, here ∂2

∂x2 +
2α+1
x

∂
∂x is the differential

Bessel operator. The solution of the Cauchy problem can be written out in explicit form:

(2.11) Tα
x f(y) =

Γ(α+ 1)√
πΓ(α+ 1/2)

∫ π

0
f(
√

x2 + y2 − 2xy cos θ)(sin θ)2α dθ.

The operator Tα
x can be also written by the formula

Tα
x f(y) =

∫ ∞

0
f(t)W (x, y, t) dµα(t),

where W (x, y, t) dµα(t) is a probability measure and W (x, y, t) is defined by

W (x, y, t) =











22α−2Γ(α+ 1)2

πα+3/2Γ
(

α+ 1
2

)

∆(x, y, t)2α−1

(xyt)2α
, if |x− y| < t < x+ y;

0, otherwise;

where
∆(x, y, t) =

(

(x+ y)2 − t2
)1/2(

t2 − (x− y)2
)1/2

is the area of the triangle with side length x, y, t. Further, W (x, y, t) dµα(t) is a probability
measure, so that, for p ≥ 1, |Tα

x f |p ≤ Tα
x |f |p thus

‖Tα
x f‖Lp

α
≤ ‖f‖Lp

α
.

This allows to extend the definition of Tα
x f to functions f ∈ Lp

α(R+).
It is also well known that for λ > 0,

Tα
x jα(λ .)(y) = jα(λx)jα(λy).

Therefore for f ∈ Lp
α(R+), p = 1 or 2,

Fα

(

Tα
x f)(y) = jα(2πxy)Fα(f)(y).

Note also that if f is supported in [0, b], then Txf is supported in [0, b+ x].

The Bessel convolution f ∗α g of two functions f and g in L1
α(R

+) ∩ L∞ is defined by

f ∗α g(x) =
∫ ∞

0
f(t)Tα

x g(t) dµα(t) =

∫ ∞

0
Tα
x f(t)g(t) dµα(t), x ≥ 0.

Then, if 1 ≤ p, q, r ≤ ∞ are such that 1/p + 1/q − 1 = 1/r, f ∗α g ∈ Lr
α(R

+) and

‖f ∗α g‖Lr
α
≤ ‖f‖Lp

α
‖g‖Lq

α
.
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This then allows to define f ∗α g for f ∈ Lp
α(R+) and g ∈ Lq

α(R+). Moreover for f ∈ L1
α(R

+)
and g ∈ Lq

α(R+), q = 1 or 2 we have

Fα(f ∗α g) = Fα(f)Fα(g).

2.3. Bernstein’s Inequality. Let us introduce the following notation.

Notation. Let f be an entire and even function, f(z) =
∞
∑

n=0

anz
2n. We define two operations

on f :

Df =
1

2z

df

dz
and Pf(z) =

∞
∑

n=0

anz
n.

In other words f(z) = Pf(z2) and Df =
∞
∑

n=0

(n+ 1)an+1z
2n which is again entire and even.

It is clear that PDf = ∂Pf and, for every k, Dkf exists and PDkf = ∂kPf .
We will need a variant of Bernstein’s Inequality for Fα for which we have been unable to

find a proper reference.

Proposition 2.1 (Bernstein’s Inequality).
Let f be a function in L1

α(R
+) such that suppFα(f) ⊂ [0, b]. Then f is an even entire

function such that

(2.12)
∥

∥

∥
Dkf

∥

∥

∥

L2
α+k

≤
√

Γ(α+ 1)

Γ(α+ k + 1)

(

√
π3 b

)k‖f‖L2
α
.

Proof. As suppFα(f) ⊂ [0, b] then Fα(f) ∈ L1
β(R

+) ∩ L2
β(R

+) for every β ≥ α. By the
inversion formula for the Fourier-Bessel transform, we have

f(x) =

∫ b

0
Fα(f)(y)jα(2πxy) dµα(y).

In particular, f is an even entire function. As j′α(t) = − tjα+1(t)

2(α + 1)
, we may differentiate the

previous formula to obtain

f ′(x) = −2πx

∫ b

0
Fα(f)(y)jα+1(2πxy)

πy2

(α + 1)
dµα(y).

It follows that Df(x) = −π
∫ b

0
Fα(f)(y)jα+1(2πxy) dµα+1(y) = −πFα+1[Fα(f)](x). Repeat-

ing the previous operation,

Dkf(x) = (−π)k
∫ b

0
Fα(f)(y)jα+k(2πxy) dµα+k(y) = (−π)kFα+k [Fα(f)] (x).
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But then
∥

∥

∥
Dkf

∥

∥

∥

L2
α+k

= πk
∥

∥Fα+k[Fα(f)]
∥

∥

L2
α+k

= πk‖Fα(f)‖L2
α+k

= πk
(
∫ b

0
|Fα(f)(y)|2

Γ(α+ 1)

Γ(α+ k + 1)
(πy2)k dµα(y)

)1/2

≤
√

Γ(α+ 1)

Γ(α+ k + 1)

(

√
π3 b

)k
(
∫ b

0
|Fα(f)(y)|2 dµα(y)

)1/2

.

Finally, from Plancherel’s theorem we deduce,

∥

∥

∥
Dkf

∥

∥

∥

L2
α+k

≤
√

Γ(α+ 1)

Γ(α+ k + 1)

(

√
π3 b

)k‖Fα(f)‖L2
α

=

√

Γ(α+ 1)

Γ(α+ k + 1)

(

√
π3 b

)k‖f‖L2
α

as expected. �

3. A results on (ε, α)-thin sets and sets of finite measure

This section is motivated by our recent results on quantitative uncertainty principles stated
in [GJ]. We consider a pair of orthogonal projections on L2

α(R
+) defined by

ESf = χSf, FΣf = Fα

[

EΣFα(f)
]

,

where S and Σ are measurable subsets of R+.
The following lemma is well known (see e.g. [GJ, Lemma 4.1]):

Lemma 3.1.

Let S and Σ be a measurable subsets of R
+. If ‖FΣES‖ < 1, then (S,Σ) is a strong

annihilating pair with an annihilation constant
(

1− ‖FΣES‖
)−2

.

Conversely it was shown in [HJ, I.1.1.A, page 88] that if the pair (S,Σ) is strongly annihi-
lating then ‖FΣES‖ < 1. We will not use this fact here.

From [GJ] we recall the following definition:

Definition.

Let ε ∈ (0, 1) and α > −1/2. A set S ⊂ R
+ is (ε, α)-thin if, for 0 ≤ x ≤ 1,

µα
(

S ∩ [x, x+ 1]
)

≤ εµα
(

[x, x+ 1]
)

and for x ≥ 1,

µα

(

S ∩
[

x, x+
1

x

])

≤ εµα

([

x, x+
1

x

])

.

We have shown in [GJ] that any pair of sets of finite measure as well as any pair of
(ε, α)-thin subsets (with ε sufficiently small) are strongly annihilating. Precisely we have the
following theorem:
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Theorem 3.2 ([GJ], Theorem A and Theorem B).
Let α > −1/2.
– Let S0, Σ0 be a pair of measurable subsets of R+ with 0 < µα(S0), µα(Σ0) <∞. Then

‖FΣ0
ES0

‖ < 1.

– There exists ε0 such that, for every 0 < ε < ε0, there exists a positive constant C such that
if S1 and Σ1 are (ε, α)-thin subsets in R

+ then

‖FΣ1
ES1

‖ ≤ Cε1/2.

Remark 3.3.

– For the Fourier transform F on L2(Rd), the first part of Theorem 3.2 was proved by
Amrein-Berthier [AB] and the second part was proved by Shubin-Vakilian-Wolff [SVW].
– If α = −1/2, then µ−1/2 is the Lebesgue measure and F−1/2 is the Fourier-cosine transform

defined for any even function f ∈ L2(R+) by

F−1/2(f)(ξ) =

∫ ∞

0
f(x) cos(2πxξ) dx.

In other words, F−1/2 is the Fourier transform F restricted to even function in the sense that,

if ϕ ∈ L2(R) is even and f = ϕ|R+ —the restriction of ϕ to R
+— then F [ϕ](ξ) = F−1/2[f ](ξ)

for ξ ≥ 0. It follows that Theorem 3.2 is also valid for α = −1/2.

In the definition of ε-thin sets, different conditions are asked on the part of the set included
in [0, 2] and the remaining part. This separation is somewhat arbitrary and one expects that
the first condition could be imposed in any neighborhood of 0 and the second one at infinity.
A careful and painful adaptation of the proof in [GJ] surely gives such a result. However, we
now take a simpler route by first showing that an ε-thin set and a compact set form a strong
annihilating pair and that an estimate of the annihilation constant is available:

Lemma 3.4.

Let S a (ε, α)-thin subset of R+ and let Σ = [0, b]. Then

‖FΣES‖ ≤ Cε1/2.

In the next section we will obtain a stronger result by characterizing all sets S for which
(S, [0, b]) are strongly annihilating.

Proof. The proof is inspired from [SVW, Lemma 4.2]. Note that

‖FΣES‖ = ‖ESFΣ‖ = sup
f=FΣf

‖ESf‖L2
α

‖f‖L2
α

.

Now let f ∈ L2
α(R

+) such that suppFα(f) ⊂ Σ and fix a Schwartz function φ with Fα(φ) = 1
on Σ. Then f = φ ∗α f .

Let Q to be the operator from L2
α(R

+) to L2
α(S) defined by

Qf(x) = ES(φ ∗α g)(x) =
∫ ∞

0
χS(x)T

α
x φ(y)g(y) dµα(y).

As

sup
x∈S

∫ ∞

0
|Tα

x φ(y)|dµα(y) ≤ ‖φ‖L1
α
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and from Inequality (5.29) in [GJ], we have

sup
y∈R+

∫

S
|Tα

x φ(y)|dµα(x) ≤ cε.

Then by Schur’s test,

‖Q‖ ≤
√

c‖φ‖L1
α
ε1/2.

Therefore, as ‖FΣ‖ = 1,

‖ESFΣf‖L2
α
= ‖Qf‖L2

α
≤ ‖Q‖‖FΣf‖L2

α
≤ ‖Q‖‖f‖L2

α
.

Hence ‖FΣES‖ ≤
√

c‖φ‖L1
α
ε1/2. �

We are now in position to prove the following uncertainty principle estimate.

Corollary 3.5.

Let α > −1/2, a, b > 0. Then there exists ε0 > 0 such that, if 0 < ε < ε0 and if S,Σ ⊂ R
+

are subsets of the form

S = S0 ∪ S∞, Σ = Σ0 ∪ Σ∞

where S0 = [0, a], Σ0 = [0, b] and S∞ ⊂ [a,∞), Σ∞ ⊂ [b,∞) are (ε, α)-thin. Then

‖FΣES‖ < 1.

In particular, (S,Σ) is a strong annihilating pair.

Proof. We have

FΣES = FΣ0
ES0

+ FΣ∞ES0
+ FΣ0

ES∞ + FΣ∞ES∞ .

Now, according to Theorem 3.2, ‖FΣ0
ES0

‖ < 1. Further, by Lemma 3.4,

‖FΣ∞ES0
‖+ ‖FΣ0

ES∞‖ ≤ c1ε
1/2 + c2ε

1/2 → 0, as ε→ 0

and ‖FΣ∞ES∞‖ ≤ Cε1/2, according to Theorem 3.2. It follows that, if ε is small enough,
then ‖FΣES‖ < 1, so that (S,Σ) is still a strong annihilating pair. �

Remark 3.6.

(1) The previous corollary remains true if S∞ and Σ∞ are the union of finitely many
(ε, α)-thin subsets in R

+.
(2) From Remark 3.3, Corollary 3.5 is still valid for α = −1/2. Moreover if S,Σ ⊂ R

d

are subsets of the form

S = B(0, a) ∪ S∞; Σ = B(0, b) ∪Σ∞,

with S∞ ⊂ R
d\B(0, a) and Σ∞ ⊂ R

d\B(0, b) are ε-thin (see [SVW, page 1] for the
definition of ε-thin set). Then the same technique used here shows that there is an ε0
depending on a and b such that, if ε < ε0, then the pair (S,Σ) is strongly annihilating
for the Fourier transform F .
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4. A Logvinenko-Sereda type theorem

A direct adaptation of the definition of relatively dense sets in the Rd setting (when applied
to radial sets) leads us to the introduction of the following definition:

Definition.

Let α ≥ 0. A measurable subset Ω ⊂ R
+ is called relatively dense if there exist γ, a > 0

such that for all x ≥ a

(4.13) µα

(

Ω ∩ [x− a, x+ a]
)

≥ γµα

(

[x− a, x+ a]
)

.

In this case Ω will be called a (γ, a)-relatively dense subset.

Examples.

(1) Let S ⊂ R
+ be a subset with µα(S) <∞. Then there exists a > 0 such that

µα

(

[x− a, x+ a]
)

≥ 2µα(S),

for all x ≥ a. Thus Ω = Sc is
(

1
2 , a
)

-relatively dense.
(2) Let S a (ε, α)-thin subset in R

+. A simple covering argument shows that there is a
constant c depending only on α such that, for all x ≥ 1

2

µα

(

S ∩
[

x− 1

2
, x+

1

2

])

≤ cεµα

([

x− 1

2
, x+

1

2

])

.

Thus

µα

(

Sc ∩
[

x− 1

2
, x+

1

2

])

≥ (1− cε)µα

([

x− 1

2
, x+

1

2

])

.

Hence Ω = Sc is
(

(1− cε), 12
)

-relatively dense, provided ε is small enough.

For these two examples, we already know that (S, [0, b]) is a strong annihilating pair. We
will show that for every Ω relatively dense, and every b > 0, (Ωc, [0, b]) is a strong annihilating
pair. But let us first prove that if (Ωc, [0, b]) is a strong annihilating pair, then Ω is relatively
dense.

Lemma 4.1.

Let Ω ⊂ R
+ be a measurable subset. Suppose there exists a constant c such that, for every

f ∈ L2
α(R

+) with suppFα(f) ⊂ [0, b],

(4.14) c

∫ ∞

0
|f(x)|2 dµα(x) ≤

∫

Ω
|f(x)|2 dµα(x),

then Ω is relatively dense.

Proof. By considering δ 1

2πb
f instead of f we can assume that Fα(f) is supported in [0, 1

2π ].

Now take

f0 = Fα

(

ϑαχ[0, 1

2π
]

)

,with ϑα = (4π)α+1Γ(α+ 2),

then from (2.8)

(4.15) f0(x) = jα+1(x).
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Let s′0 = 0 and denote by 0 < s′1 < s′2 < · · · the sequence of all nonnegative zeros of
the function j′α. Note that by (2.7), (s′n)1≤n≤∞ is the sequence of nonnegative zeros of the
function jα+1 and the asymptotic form of s′n follows from (2.5) (see [Wa, page 618]):

(4.16) s′n = π

(

n+
2α+ 1

4
+O(n−1)

)

.

As a consequence, s′n+1 − s′n = π +O(n−1), thus there exists n0, depending only on α, such
that, if n ≥ n0 then s′n+1 − s′n ≤ 4. In particular, if x ≥ s′n0

, there exists n such that
|x− s′n| ≤ 2

Let fn be the function defined by

(4.17) fn(x) = Tα
s′n
f0(x) = Fα

(

ϑαjα(2πs
′
n .)χ[0, 1

2π
]

)

(x) = jα(s
′
n)
x2jα+1(x)

x2 − s′2n
,

with (2.10).
In particular, by (4.15), (2.9) and (2.10), we have

(4.18)























f0(s
′
0) = 1 = ϑ−1

α ‖f0‖2L2
α
, n = 0;

fn(s
′
n) = (α+ 1)jα(s

′
n)

2 = ϑ−1
α ‖fn‖2L2

α
, n ≥ 1;

fn(s
′
k) = 0, n, k ≥ 1 : n 6= k;

f ′n(0) = 0, n ≥ 0.

First we will prove that there is an appropriate choice of a such that (4.13) holds for x = s′n.
But, let a ≥ s′n0

be fixed, the precise value being given below. Let n ≥ 1 be such that
s′n ≥ a. To simplify notation, write s = s′n. Then, from (2.6) and (4.18), we have
∫ s−a

0
|fn(t)|2 dµα(t) ≤

2πα+1c2α
Γ(α+ 1)

jα(s)
2

∫ s−a

0

dt

(t− s)2
≤ 2πα+1c2α

Γ(α+ 1)
jα(s)

2

∫ ∞

a

dt

t2
≤ Cα

‖fn‖2
a

,

and
∫ ∞

s+a
|fn(t)|2 dµα(t) ≤

2πα+1c2α
Γ(α+ 1)

jα(s)
2

∫ ∞

a

dt

t2
≤ Cα

‖fn‖2
a

,

where Cα = 2πα+1c2α
ϑαΓ(α+2) is a constant that depends only on α. Now if we take

a = max

(

5, s′n0
, 4
Cα

c

)

,

so that a depends only on α and c, then

(4.19)

∫

[s−a,s+a]c
|fn|2 dµα ≤ c

2
‖fn‖2.

But then, it follows from (4.14) and (4.19) that

(4.20)

∫

Ω∩[s−a,s+a]
|fn(t)|2 dµα(t) ≥

c

2
‖fn‖2,

which implies that

(4.21)

∫

Ω∩[s−a,s+a]

∣

∣

∣

∣

tjα+1(t)

t− s

∣

∣

∣

∣

2

dµα(t) ≥
(α+ 1)c

2ϑα
.
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On the other hand, by the mean value theorem, for every t ∈ [s − a, s + a], there exists u
with u ∈ [s, t] (or [t, s]) such that

jα+1(t) = jα+1(s) + j′α+1(u)(t− s) = −ujα+2(u)

2(α + 2)
(t− s)

since jα+1(s) = 0 and (2.7). It follows from (2.6) that
∣

∣

∣

∣

tjα+1(t)

t− s

∣

∣

∣

∣

2

=
|tujα+2(u)|2
4(α + 2)2

≤ c2α+2

4(α + 2)2
t2u2

(1 + u)2α+5
.

Further, as u ≤ max(s, t) ≤ s+ a ≤ 2s and

1 + u ≥ 1 + s− a ≥
{

s− a ≥ s/2, if s ≥ 2a;

1 ≥ s/2a, if s ≤ 2a;
≥ s

2a

we get
∣

∣

∣

∣

tjα+1(t)

t− s

∣

∣

∣

∣

2

≤ 22α+7c2α+2a
2α+5

(α+ 2)2
s−2α−1.

Inserting this into (4.21), we obtain

(4.22) µα
(

Ω ∩ [s− a, s+ a]
)

≥ (α+ 2)2(α+ 1)c

22α+8a2α+5ϑαc2α+2

s2α+1.

On the other hand,

(4.23) µα([s− a, s+ a]) ≤ 4aπα+1

Γ(α+ 1)
(s+ a)2α+1 ≤ 22α+3πα+1

Γ(α+ 1)
as2α+1.

Comparing (4.23) and (4.22) shows that there exists a constant γ > 0 depending only on
α and c such that

µα(Ω ∩ [s− a, s+ a]) ≥ γµα([s− a, s + a]).

Now let x ≥ a, then there exists s = s′n ≥ a such that |x− s| < 2. Thus

µα(Ω ∩ [x− a− 2, x+ a+ 2]) ≥ µα(Ω ∩ [s− a, s+ a]) ≥ γµα([s− a, s + a])

≥ γµα([x− a+ 2, x+ a− 2]) ≥ γ′µα([x− a− 2, x+ a+ 2]),

with 0 < γ′ < γ. Here we used the fact that a ≥ 5 and that µα is a doubling measure. This
finishes the proof of the lemma. �

We are now in position to prove our main theorem:

Theorem 4.2.

Let α ≥ 0 and let a, b, γ > 0. Let f ∈ L2
α(R

+) such that suppFα(f) ⊂ [0, b]. If Ω is a
(γ, a)-relatively dense subset of R

+, then

(4.24) ‖f‖2L2
α(Ω) ≥

2

3

(

γ

300× 9α

)
160

√
3π

ln 2
ab+α ln 3

ln 2
+1

‖f‖2L2
α
.

The proof here is inspired by O. Kovrijkine’s proof and improvement of Logvinenko-
Sereda’s Theorem [Ko].
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Proof. First, we will reduce the problem by proving the following:

Claim.

Fix γ > 0. It is enough to prove that, there is a function ψ : R+ → R
+ such that, if Ω is

(γ, 1)-relatively dense and f ∈ L2
α(R

+) with suppFα(f) ⊂ [0, ab], then

(4.25) ‖f‖2L2
α(Ω) ≥ ψ(ab)‖f‖2L2

α
.

Proof of the claim. As µα([0, ab]) =
πα+1

Γ(α+ 2)
(ab)2(α+1) = a2α+2µα([0, b]), we may write

ψ(ab) = ϕ
(

µα([0, ab])
)

where ϕ(s) = ψ

(

(

Γ(α+ 2)s
)1/(2α+2)

π1/2

)

.

Assume now that an inequality of the form

(4.26) ‖f‖2L2
α(Ω) ≥ ψ(ab)‖f‖2L2

α

holds, for every f ∈ L2
α(R

+) with suppFα(f) ⊂ [0, ab] and every (γ, 1)-relatively dense subset
Ω of R+.

Now let a > 0 and let Ω̃ be a (γ, a)-relatively dense subset of R+. Then Ω = {x/a :

x ∈ Ω̃} is (γ, 1)-relatively dense in R
+. On the other hand, if f ∈ L2

α(R
+) is a function

with suppFα(f) ⊂ [0, b], then as Fαδa−1 = δaFα, we have suppFα (δa−1f) ⊂ [0, ab] and
‖f‖L2

α(Ω̃) = ‖δa−1f‖L2
α(Ω). It follows then from Inequality (4.26) that

‖f‖2
L2
α(Ω̃)

= ‖δa−1f‖2L2
α(Ω) ≥ ψ(ab)‖δa−1f‖2L2

α
= ϕ

(

a2α+2µα([0, b])
)

‖f‖2L2
α
. �

We will now reformulate the problem so as to be able to apply our Bernstein type inequality.
Let Ω′ ⊂ R

+ be a subset defined by the relation Ω = {x ≥ 0 : x2 ∈ Ω′} and dνα(s) =
πα+1

Γ(α+1)s
α ds. Then condition (4.13) is equivalent to

(4.27) να

(

Ω′ ∩ [(x− 1)2, (x+ 1)2]
)

≥ γνα([(x− 1)2, (x+ 1)2])

for all x ≥ 1. Finally, let g = Pf i.e. f(x) = g(x2).
Let us first reformulate what we want to prove. A simple change of variables shows that

to show (4.24) it is enough to prove an inequality of the form

(4.28)

∫

Ω′
|g(s)|2sα ds ≥ 2

3

(

γ

300× 9α

)
160

√
3π

ln 2
ab+α ln 3

ln 2
+1 ∫ ∞

0
|g(s)|2sα ds.

Note that

(4.29) ‖g‖2L2
s
=

∫ ∞

0
|g(s)|2sα ds = Γ(α+ 1)

πα+1
‖f‖2L2

α
.
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We will now reformulate Bernstein’s Inequality. First, a simple computation shows that
∥

∥

∥
Dkf

∥

∥

∥

2

L2
α+k

=
2πα+k+1

Γ(α+ k + 1)

∫ ∞

0

∣

∣

∣
Dkf(t)

∣

∣

∣

2
t2(α+k)+1 dt

=
πα+k+1

Γ(α+ k + 1)

∫ ∞

0

∣

∣

∣
PDkf(s)

∣

∣

∣

2
sα+k ds

=
πα+k+1

Γ(α+ k + 1)

∫ ∞

0

∣

∣

∣
∂kPf(s)

∣

∣

∣

2
sα+k ds.

Then by (2.12) and (4.29), Bernstein’s Inequality reads

(4.30)

∫ ∞

0

∣

∣

∣
∂kg(s)

∣

∣

∣

2
sα+k ds ≤ (πab)2k

∫ ∞

0
|g(s)|2sα ds.

Definition.

We will say that x ≥ 1 and that the corresponding interval Ix = [(x− 1)2, (x+ 1)2] are bad
if there exists k ≥ 1 such that

∫

Ix

∣

∣

∣
∂kg(s)

∣

∣

∣

2
sα+k ds ≥ (2πab)2k

∫

Ix

|g(s)|2sα ds.

Let us now show that the bad intervals only count for a fraction of the norm of g:
∫

∪x is badIx

|g(s)|2sα ds ≤
∑

k≥1

1

(4π2a2b2)k

∫

∪x is badIx

∣

∣

∣
∂kg(s)

∣

∣

∣

2
sα+k ds

≤
∑

k≥1

1

(4π2a2b2)k

∫ ∞

0

∣

∣

∣
∂kg(s)

∣

∣

∣

2
sα+k ds

≤
∑

k≥1

1

4k

∫ ∞

0
|g(s)|2sα ds = 1

3

∫ ∞

0
|g(s)|2sα ds,

where we have used Bernstein’s Inequality (4.30) in the last line. Therefore

(4.31)

∫

∪x is goodIx
|g(s)|2sα ds ≥ 2

3

∫ ∞

0
|g(s)|2sα ds.

Claim.

If Ix is a good interval then there exists tx ∈ Ix with the property that for every k ≥ 0,

tα+k
x

∣

∣

∣
∂kg(tx)

∣

∣

∣

2
≤
(

12π2a2b2
)k
∫

Ix

|g(s)|2sα ds.

Proof of the claim. Suppose towards a contradiction that this is not true. Then for every
t ∈ Ix, there exists kt ≥ 0 such that

∫

Ix

|g(s)|2sα ds ≤ 1

(12π2a2b2)kt
tα+kt

∣

∣

∣
∂ktg(t)

∣

∣

∣

2
,

therefore
∫

Ix

|g(s)|2sα ds ≤
∑

k≥0

1

(12π2a2b2)k
tα+k

∣

∣

∣
∂kg(t)

∣

∣

∣

2
.
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Integrating both sides over Ix, we get

4

∫

Ix

|g(s)|2sα ds ≤
∑

k≥0

1

(12π2a2b2)k

∫

Ix

∣

∣

∣
∂kg(t)

∣

∣

∣

2
tα+k dt.

As x is good, we deduce that

4

∫

Ix

|g(s)|2sα ds ≤
∑

k≥0

1

3k

∫

Ix

|g(t)|2tα dt = 3

2

∫

Ix

|g(s)|2sα ds,

which gives a contradiction. �

The next step in the proof is the following straightforward adaptation of a result of O.
Kovrijkine [Ko, Corollary, p 3041]:

Theorem 4.3 (Kovrijkine [Ko]).
Let Φ be an analytic function, I an interval and J ⊂ I a set of positive measure. Let
M = maxDI

|Φ(z)| where DI = {z ∈ C, dist(z, I) < 4|I|} and let m = maxI |Φ(x)|, then

(4.32)

∫

I
|Φ(s)|2 ds ≤

(

300|I|
|J |

)

2 lnM/m
ln 2

+1 ∫

J
|Φ(s)|2 ds.

We will apply Theorem 4.3 with I = Ix, x ≥ 2, a good interval, J = Ω′ ∩ Ix and Φ = g.
Let N = ‖g‖L2

α(Ix)
and note that

N2 =

∫ (x+1)2

(x−1)2
|g(s)|2sα ds ≤ (x+ 1)2α max

Ix
|g(s)|2

i.e.

(4.33) 1/m ≤ (x+ 1)α/N.

Let us now estimate M . Since x is good, we can use the claim to estimate the power series
of g: if t ∈ DIx then |t− tx| ≤ 5|Ix| = 20x thus

|g(t)| ≤
∞
∑

k=0

|∂kg(tx)|
k!

|t− tx|k

≤ 1

t
α/2
x

∞
∑

k=0

1

k!

(

40
√
3πab

)k
(

x√
tx

)k

‖g‖L2
s(Ix)

≤ 1

t
α/2
x

∞
∑

k=0

1

k!

(

80
√
3πab

)k
N

≤ N

t
α/2
x

e80
√
3πab.

In particular by (4.33), we have

M

m
≤ (x+ 1)α

t
α/2
x

e80
√
3πab
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and then

(4.34) ln
M

m
≤ 80

√
3πab+

α

2
ln

(x+ 1)2

tx
≤ 80

√
3πab+ α ln 3

since tx ≥ (x− 1)2.
Now, as

∫

Ω′∩Ix
|g(s)|2sα ds ≥ (x− 1)2α

∫

Ω′∩Ix
|g(s)|2 ds,

we deduce from (4.32) that

∫

Ω′∩Ix
|g(s)|2sα ds ≥ (x− 1)2α

(

∣

∣Ω′ ∩ Ix
∣

∣

300|Ix|

)

2 lnM/m
ln 2

+1
∫

Ix

|g(s)|2 ds

≥
(

x− 1

x+ 1

)2α
(

∣

∣Ω′ ∩ Ix
∣

∣

300|Ix|

)

2 lnM/m
ln 2

+1
∫

Ix

|g(s)|2sα ds

≥ 3−2α

(

∣

∣Ω′ ∩ Ix
∣

∣

300|Ix|

)
160

√
3π

ln 2
ab+α ln 3

ln 2 ∫

Ix

|g(s)|2sα ds(4.35)

where we have used that x−1
x+1 ≥ 1

3 for x ≥ 2,

∣

∣Ω′∩Ix
∣

∣

300|Ix| ≤ 1 and (4.34) in the last inequality.

Since
∣

∣Ω′ ∩ Ix
∣

∣ ≥ Γ(α+ 1)

πα+1
(x+ 1)−2ανα

(

Ω′ ∩ Ix
)

we get
∣

∣Ω′ ∩ Ix
∣

∣ ≥
(

x− 1

x+ 1

)2α

|Ix|γ ≥ 3−2α|Ix|γ.

Integrating this into (4.35), we obtain
∫

Ω′∩Ix
|g(s)|2sα ds ≥ 3−2α( 160

√
3π

ln 2
ab+α ln 3

ln 2
+1)
( γ

300

)
160

√
3π

ln 2
ab+α ln 3

ln 2 ×
∫

Ix

|g(s)|2sα ds.

This leads to

(4.36)

∫

Ω′∩Ix
|g(s)|2sα ds ≥

(

γ

300× 9α

)
160

√
3π

ln 2
ab+α ln 3

ln 2
+1

×
∫

Ix

|g(s)|2sα ds.

Finaly, summing over all good intervals and applying (4.31), we have
∫

Ω′
|g(s)|2sα ds ≥

∫

Ω′∩ ∪x is goodIx
|g(s)|2sα ds

≥
(

γ

300 × 9α

)
160

√
3π

ln 2
ab+α ln 3

ln 2
+1 ∫

∪x is goodIx
|g(s)|2sα ds

≥ 2

3

(

γ

300× 9α

)
160

√
3π

ln 2
ab+α ln 3

ln 2
+1 ∫ ∞

0
|g(s)|2sα ds.

We have thus proved (4.28) and the proof of Theorem 4.2 is complete. �
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Manar, Campus Universitaire, 1060 Tunis, Tunisie, and Université d’Orléans, Faculté des Sci-
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