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We present the dynamic structure factor S(Q,ω) of Na valence electrons in the range of momentum
transfer 0.5kF < Q < 2.4kF and energy transfer 3 eV < ω < 30 eV determined by inelastic x-ray scattering
spectroscopy. In this range, we observe how the collective plasmon excitations decay into the single-particle
excitation continuum. We compare the results to calculations using time-dependent density-functional theory
with different approximations. The failure of both random-phase approximation and time-dependent local-density
approximation (TDLDA) is shown to become important at kF < Q < 2.4kF , while TDLDA with an additional
inclusion of quasiparticle lifetime effects reproduces the experimental spectra well. The experimental valence-
electron response reaches the single-particle spectrum surprisingly early, at Q ≈ 1.5kF . This is manifested both
in the spectral shape and the peak dispersion. The experimental spectra are nearly free of any fine structure,
confirming that the peak-shoulder structure observed in many other materials is due to band-structure effects,
which turn out to be negligible in Na.
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I. INTRODUCTION

The response of a material to an electromagnetic field
is described by its dielectric function ε(Q,ω),1 which is a
function of momentum Q and frequency ω or, equivalently, of
their Fourier representations, space and time. The response to
visible light corresponds to the limiting case Q = |Q| → 0.
For finite Q, which could probe short-distance correlations,
the response can be studied, e.g., via electron energy-loss
and inelastic x-ray scattering spectroscopies [EELS (Refs. 2
and 3) and IXS, (Refs. 4 and 5) respectively]. Two distinct
limiting regimes with respect to the so-called critical plasmon
cut-off vector Qc can be observed by these techniques: (i) Q <

Qc, where collective plasmon modes are responsible for the
dissipation, and (ii) Q > Qc where the single-particle response
is probed, leading to the so-called Compton regime6 at very
large Q where, within the impulse approximation, the ground-
state momentum density of the electrons can be observed.7

The homogeneous electron gas (HEG), also known as jel-
lium, is the canonical testing ground for many-body theories.
The HEG approximation is often assumed to be roughly valid
to explain the dielectric response of certain solids, especially
the alkali metals. Typical Qc values fall in the range of 0.1–
1.0 a−1

0 for condensed matter systems, a0 being the Bohr
radius. The accessible Q range is typically Q � 0.5 a−1

0

for EELS and Q � 0.5 a−1
0 for IXS, although there is a

certain overlap—EELS studies have also been performed
at rather high Q up to 0.9 a−1

0 (Ref. 8) and, conversely,
IXS measurements at rather small Q down to 0.1 a−1

0
(Refs. 9–11). Nevertheless, both experimental methods may
become difficult outside their “natural” range.

The IXS technique has developed rapidly in recent years
and several experimental facilities have been installed around
the world.12–16 Developments in the instrumentation17–19 have

improved the resolving power and efficiency up to a level
where the technique has become a standard tool in condensed-
matter physics.

The first IXS measurements were performed with conven-
tional x-ray sources.20–22 The results showed for all studied
materials (beryllium, aluminum, and graphite) deviations from
the random-phase-approximation (RPA) prediction for the
HEG; most importantly, a redshift of the spectral weight,
a more symmetric lineshape, and a double-peak (or peak-
and-shoulder) structure. Due to the similarity of the results
for Be, Al, and graphite, such deviations were interpreted as
reflecting universal properties of the HEG beyond the RPA,
i.e., due to strong correlation at short distances, not treated
properly in the RPA. This suggestion launched an enormous
amount of theoretical work on the electron-electron interaction
effects on the dielectric function. Several works explained
the double-peak or peak-shoulder structure as a universal
HEG response,23–33 while some did not.34–42 An interesting
calculation for an asymptotically exact dynamic structure
factor for a specific rs ≈ 3.5 (between Na and Li) was done
by Hong and Lee, giving as a result an S(Q,ω) without any
fine structure.41 On the other hand, a recent work by Takada
and Yasuhara43 discovered that a low-energy shoulder should
appear in the HEG S(Q,ω) due to excitonic effects.

From the experimental side, an important contribution
was given by synchrotron-based experiments on lithium,44,45

beryllium,46,47, and aluminum48 where the fine structure of the
dynamic structure factor was shown to be strongly crystal-
orientation dependent. The spectral structures were explained
by excitation gaps, caused by the absence of unoccupied
states of certain energies and visible in the density of empty
states (DOS) of the material. For instance, in aluminum48 and
potassium49 such gaps in the DOS above εF were shown to
be predominantly due to states with d symmetry. Even in
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presumably simple metals, these unoccupied d states approach
the Fermi level as Z increases and they can be probed via
dipole-forbidden s → d transitions due to a finite exchanged
wave vector.48,49 Thus, the current understanding is that the
prominent fine structure in the dielectric response of many
materials at larger Q is mainly due to band structure effects and
can be modeled with ab initio methods such as time-dependent
density-functional theory (TDDFT) for metals,49–51 transition
metals,52 and semiconductors.53–55 In this light, it has become
a relevant question if there is at all a solid metal that exhibits
a valence-electron dynamic structure factor representative for
the HEG. To shed light on this question, we have chosen to
study the dynamic structure factor of the Na valence electrons,
since they are commonly considered one of the nature’s closest
realizations of a free-electron gas. In view of the importance of
Na as such a model system with relatively weak electron-ion
interaction, it is surprising that apart from the spectrum shown
by Hill et al.56 no IXS measurements have been published to
date, and that, in particular, no ab initio theoretical spectra
have been published at all.

In the present article, we study the dynamic structure factor
of the valence electrons in polycrystalline sodium in the Q

range 0.5kF < Q < 2.4kF using experimental IXS data. We
compare the experimental results to those from calculations
based on time-dependent density-functional theory within
different levels of exchange-correlation approximations.57 In
earlier studies, the plasmon dispersion in Na has been studied
by EELS (Ref. 58) and analyzed theoretically51 within TDDFT
using RPA and TDLDA but only in the low-Q region Q � kF .
In those studies, it was found that while TDLDA explains
the plasmon dispersion curves very well in the case of
Al, the agreement for Na is poor. This was attributed to
exchange-correlation effects beyond the TDLDA.51 Moreover,
it has been suggested that core polarization effects may
play a role explaining the discrepancies.51 In the present
work, we observe the transition from the collective-excitation
regime to the single-particle domain and we show that
correlations beyond the RPA—especially lifetime effects—
have a large impact on the dynamic response function. The
consideration of such lifetime effects allows us to obtain
a good description of S(Q,ω) using TDLDA similarly to
what has been obtained earlier in the case of S(Q,ω) of
silicon.54,55 By contrast, band structure effects turn out to
be negligible in Na, which is manifested by the lack of fine
structure in the shape of the S(Q,ω) at larger momentum
transfers.

TABLE I. The relevant constants for Na and HEG at the same
density. The calculations have been performed using the constants at
T = 300 K. The Qc value can only be given approximatively.

Na HEG

Quantity 6 K 300 K 6 K 300 K

rs 3.93 3.99 3.93 3.99
kF a0 0.487 0.480 0.488 0.481
εF (eV) 3.227 3.135 3.240 3.148
Qca0 ∼0.4

The article is arranged as follows. The experimental
and numerical methods are outlined in Sec. II. Results are
presented and discussed in Sec. III. Conclusions are drawn
in Sec. IV. The constants used in the calculations for Na and
HEG are given in Table I.

II. METHODS

A. Experiment

The experiments were performed at the beamline ID16 of
the European Synchrotron Radiation Facility. The incident
photon beam was monochromated using a combination of a
liquid-nitrogen-cooled double-crystal Si(111) premonochro-
mator and a Si(220) channel-cut into a bandwidth of 0.5 eV
at 9.7 keV. The spectrometer is described in detail in Ref. 59.
It is designed for studies of electronic excitations using the
nonresonant IXS technique. We used two analyzer crystals,
which were bent Si(110) wafers (bending radius R = 1 m,
wafer diameter 100 mm) using the Si(660) reflection order with
a fixed Bragg angle of θB ≈ 89◦. The measurements were done
in the so-called inverse geometry where the incident-photon
energy is scanned and the scattering intensity into a fixed
scattering angle with a fixed photon energy is observed. The
incident-photon energies were tuned between 9.7 and 9.8 keV
to reach energy transfers of 0–100 eV. The studied momentum
transfer range was Q = 0.18–1.16 a−1

0 , i.e., up to the regime
where the plasmon enters the particle-hole continuum. The
energy resolution was 1.0 eV and the momentum-transfer
resolution was 0.05 a−1

0 .
The sample was prepared in a helium-flow cryostat in a

glove box filled with argon and transported to the beamline
within the argon atmosphere. At the beamline, the cryostat was
evacuated to a vacuum of 10−6 mbar. The sample was poly-
crystalline to a good approximation. No visible degradation of
the sample surface was observable throughout the experiment.
The spectra were measured both at 300 and 6 K to determine
possible thermal effects on the spectra. The Debye temperature
of Na is 160 K and the melting temperature is 371 K,
so measurements at room temperature could be affected by
thermal vibrations of the ion core lattice.60

All spectra were measured several times in order to
determine any time-dependent changes in the sample or
instabilities. None was found, and the individual spectra were
averaged after normalization to the incident photon flux.
The zero-energy loss peak had a significant contribution to
the spectra in the energy region ω < 3 eV. It was removed
from the spectra, for visualization purposes, by replacing data
in that region by a polynomial fit to the low-energy tail of
the S(Q,ω), keeping S(Q,0) = 0 and dS(Q,ω)/dω|ω=0 = 0.
Thus, our experimental spectra in the region ω < 3 eV should
not be taken as quantitatively reliable. Due to the overlap of
the signal of the Na L electrons with the high-energy tail of
the valence S(Q,ω), the use of the f -sum rule1 was not
possible to bring the spectra to an absolute S(Q,ω) scale. Thus,
the experimental spectra were normalized to the same area as
the theoretical ones within the lifetime approximation (see
below) in the energy range 5–25 eV. This procedure, which
has been discussed in details in Ref. 55, is reliable due to the
good agreement of the spectral shapes.
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B. Theory and computational details

The calculations were done in the framework of linear-
response time-dependent density-functional theory.61,62 Ap-
proximate finite lifetimes of electrons and holes were included
via a modified independent-particle polarizability χLT

0 , where
the imaginary part of the self-energy (which represents the
lifetimes of the electrons and holes independently) appears in
the denominator.

This approach, described in detail in Refs. 55 and 57, is
based on the observation that, in principle, the TDDFT kernel,
which has to simulate a full many-body result, should contain
two contributions: a term originating from the difference
between the Kohn-Sham theory and the fully interacting
one-body Green’s function G, and a term for the electron-hole
interaction in the Bethe-Salpeter equation.63 In the Bethe-
Salpeter framework, the most common approximations are:
(i) to replace the fully interacting one-body Green’s function
G by a quasiparticle Green’s function and (ii) to replace
the electron-hole interaction kernel by a statically screened
Coulomb interaction W . Such an approximation is justified
because dynamical effects in G and W are known to partially
cancel each other (see, e.g., Refs. 64 and 65). Indeed, most
often results are excellent. Since the static W is real, one can
immediately see that damping in the final result stems from
finite lifetimes in G only. Such a Bethe-Salpeter calculation
has been performed, e.g., for the EELS spectrum of silicon for
vanishing momentum transfer,66 showing that the inclusion
of the imaginary part of the quasiparticle energies in the
calculation leads to a significant improvement with respect
to a calculation supposing infinite lifetimes of electrons and
holes. The real part of the self-energy corrections, instead,
leads in to a shift of the energy levels with respect to a
Kohn-Sham result. If one supposes that the main effect is
a rigid shift of the bands, with no changes in the wave
functions, one finds a cancellation between the self-energy
corrections to the gap and electron-hole interaction effects
beyond the (time-dependent) Kohn-Sham theory. In many
materials, and certainly in silicon, the hypothesis of a rigid
self-energy correction together with an absence of change in
the wave functions with respect to the LDA wave functions
is reasonable, and indeed strong cancellations between these
contributions are observed. This is particularly true for loss
spectra (see, e.g., Ref. 67), where the energy scale is much
larger than the error bar of this approximation. The conclusion
is then that the effects of the real part of the self-energy can
be replaced by the TDLDA kernel because of cancellations,
and that the effects of the imaginary part, that show up in
the independent quasiparticle response only, simply require
to add this imaginary part to the corresponding energies. By
doing this, TDLDA+LT calculations have been shown to lead
to a very good agreement with the experiments, except for very
large momentum transfer (Q > 2kF ), where the agreement is
slightly less good.54,55

All the calculations are done using the plane-wave code
ABINIT (Ref. 68) for the ground-state calculation, and the DP

code69 for the linear-response calculation. The electron-ion
interaction is described using norm-conserving pseudopo-
tentials. The calculations have been converged with respect
to all computational parameters. In particular, a 16 × 16 ×
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FIG. 1. (Color online) Electron DOS for aluminum and sodium
as calculated within the LDA and compared to the corresponding
DOS for HEG at equal densities. The Fermi energies are here set to
εF = 0.

16 shifted k-point mesh has been used and the electronic
temperature was set between 5 × 10−5 and 5 × 10−4 hartree,
depending on Q.

III. RESULTS AND DISCUSSION

As discussed in Sec. I, all earlier IXS measurements of
simple metals have revealed pronounced fine structure in the
S(Q,ω) for Q > Qc, where the measurement probes electron-
hole pair excitations. This can usually be traced back to the
fine structure of the single-particle DOS, which even in metals
that are often considered HEG-like, shows deviations from the
HEG behavior above the Fermi energy. This is exemplified
in our calculated DOS for Al and Na in Fig. 1. The large
gap that is clearly visible in Al at around 28 eV causes the
dip in its dynamic response, reported, e.g., in Ref. 48. The
unoccupied DOS of Na, on the other hand, is closer to being
free-electron-like. Thus, we would expect less lattice-induced
fine structure in the S(Q,ω) of Na than in Al. However, even for
Na, the DOS above εF does show some nonsmooth structure,
so even Na could be expected to show small fine structure
based on the above-mentioned argument. Indeed, some effects
on lattice-induced structures in the spectra of Na appear in the
experiments of Refs. 58 and 70.

The measured dynamic structure factors of Na at T = 300 K
are compared to the calculations at four different levels of
theory in Fig. 2. The plasmon in the HEG RPA model has an
energy ωpl(Q) = ω0 + αQ2 + O(Q4), where α is the plasmon
dispersion constant. The spectra at Q < Qc are dominated by
the plasmon, which at Q = 0 has the energy ω0 = 5.9 eV.58

The spectra become broader and the peak continues to shift
toward higher energies with increasing Q, as it is known for
the HEG response.

Now, the most interesting result seen here is that the
measured S(Q,ω) shows no fine structure for Q > 2Qc, in
clear contrast to practically any other material studied by
IXS.5 However, both the RPA and the TDLDA results do
show a fine structure starting at Q ≈ 1.5kF , in a form of a
dip-shoulder structure at around 15 eV energy transfer. This
structure is washed out in the TDLDA+LT calculation. The
small excitation gaps visible in the DOS of Fig. 1 produce these
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FIG. 2. (Color online) Experimental S(Q,ω) at T = 300 K (circles) compared to calculations (lines) for the HEG within RPA, and for
real sodium metal within RPA, TDLDA, and TDLDA+LT for selected momentum transfers Q. The spectra are shifted vertically in steps of
0.1 1/eV (lower panel), and 0.05 1/eV (upper panel). The momentum-transfer values for each spectrum are indicated on the right both in units
of a−1

0 and in units of the Fermi wave vector kF (latter in brackets).

structures in RPA and TDLDA, but the finite lifetime effects
smoothen the spectrum, completely removing any dip-like fine
structure.

The good performance of this modified TDLDA approach
is noteworthy, especially in the view of its simplicity and

the corresponding shortcomings. At small values of Q, the
TDLDA kernel has little influence because it is independent
of Q; hence it misses the Q−2 divergence of the Coulomb
interaction, which leads to problems in describing optical
spectra. As soon as Q increases, the relative weight of f TDLDA

xc
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with respect to the RPA (Coulomb) contribution vC = 4π/Q2

becomes larger, and starts to influence the resulting S(Q,ω).
TDLDA, in fact, yields a better agreement with the experiment
than RPA. However, it should be noted that the TDLDA
f TDLDA

xc is also incorrect in the large-Q limit, where problems
are expected since the sum of f TDLDA

xc (a negative constant) and
the Coulomb term vC changes sign. At sufficiently large values
of Q, this problem will show up, as observed in several works
(e.g., in Refs. 71 and 72). However, no unphysical behavior
in S(Q,ω) has been observed in literature up to momentum
transfers of 2.98 Å−1 for Sc, 3.5 Å−1 for Cr,52 or 1.7 Å−1

for diamond.8 Indeed, our findings here are similar to those
obtained for bulk silicon, where TDLDA likewise improves
distinctly over RPA.55

The trend of both theoretical and experimental results can
be very clearly seen in Fig. 2: the RPA typically continues
with the low-Q plasmon dispersion relation even at finite
Q, giving a rather sharp excitation, with the peak position
at clearly higher energies than seen in the experiment. The
tendency of short-range correlations, not included in the
RPA, is above all to slow down the excitation-spectrum peak
dispersion when the collective excitations start to decay into
particle-hole excitations (which are of the short-range type).
This is evidenced by the more accurate description given by the
TDLDA as compared to that of the RPA. An apparent conse-
quence to the retarded dispersion is a simultaneous broadening
of the spectra. In other words, the particle-hole excitation
regime seems to have stronger effect on the experimental
S(Q,ω) than predicted by the RPA. This is a consequence
of short-range interactions that tend to bring the electron-gas
behavior toward a single-particle (i.e., Compton) response, but
which are not included in the RPA. However, even TDLDA is
not sufficient to fully predict the experimental spectra. Much
better agreement is obtained by an additional inclusion of
quasiparticle lifetimes55,57 with the TDLDA+LT treatment.

There are only two distinct features in the experimental
spectra that are not described by the theoretical TDLDA+LT
results. First, the jump in the experimental data at ∼31 eV
is due to the Na L edge; with energy transfer values above
this value, the excitation of Na 2p electrons to the unoccupied
states is possible. This feature is not present in the theory,
because in the calculations the 2p electrons were included in
the frozen pseudopotential core. The spectra at this region
correspond very closely to those of soft x-ray absorption
spectroscopy (XAS) of the corresponding electrons. This
branch of IXS is called x-ray Raman spectroscopy (XRS)
and is an increasingly important tool that complements XAS
experiments. The Na L edges have been studied in detail via
XRS experimentally73 and theoretically.74 Second, the spectra
show the so-called double-plasmon excitation peak, which is
a signature of creation of intrinsic double plasmons in the
excitation process,75,76 and which can be seen at intermediate
Q values at 12–14 eV, i.e., at roughly twice the plasmon energy.
This peak is understood to be a consequence of higher level
correlations,77 not taken into account in any of our theoretical
approaches used here, and correspondingly, not seen in any of
the theoretical curves.

In Fig. 3, we present the experimental and theoretical
dispersion of the S(Q,ω) peak position, superimposed with
S(Q,ω) contour plots for Na at both 6 K [Fig. 3(a)] and 300 K

FIG. 3. (Color online) (a) and (b) The dynamic structure factor
for Na and the dispersion of the energy of its peak from experimental
data in different temperatures. The particle-hole continuum is marked
with lines and the single-particle excitation dispersion Q2/2m with
the dashed line, as annotated in (b). (c) Both experimental dispersions
overlaid with results from electron-energy-loss spectroscopy.58 Note
the different ordinate axis in (c). Arrows mark the kinks in the
dispersion; first a flattening at Q ≈ kF and an acceleration at
Q ≈ 1.6kF . (d)–(f) Theoretical dispersion contours. We assume here
m∗ = m = 1.

[Fig. 3(b)]. The figures also show the location of the customary
particle-hole continuum assuming an effective mass m∗ = me.
It has been shown that for elemental metals, in this density
range, this approximation is quite good,78 with the values
m∗/me varying between 0.953 and 1.068. The figures also
show the Compton recoil energy Q2/2m∗ which corresponds
to the limit of scattering from a single particle in the impulse
approximation. The S(Q,ω) peak position will meet this curve
at large Q. What exactly happens when the response changes
from the plasmon limit at 0 < Q < Qc to the Compton limit
Q � Qc is not trivial. The experimental peak positions are
found to first follow a positive dispersion, i.e., an increase
of the peak-position energy with increasing Q, but then a
strong flattening takes place between kF < Q < 2kF . In this
Q region, the plasmon has very little dispersion. There is
a crossing of the single-particle limit for the experimental
S(Q,ω) peak position around 1.5kF , after which the dispersion
sets in again, becoming very strong while getting closer to
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the E = Q2/2 limit at our highest measured Q. In Fig. 3(c),
our IXS results are plotted in comparison with earlier EELS
results.58 The agreement between IXS and EELS results is
very good. Exactly at the highest Q of the EELS measurements
(at Q ∼ kF ), the above-mentioned dispersion-flattening takes
place as seen in our IXS results. A very similar leveling-off
behavior is seen in the normal liquid 3He (Ref. 79), where,
however, the particle-hole continuum is upshifted in both
Q and ω due to the large effective mass m∗ ≈ 3m. This
may mean that the overall shape of the dispersion relation
could be universal to the Fermi gas. As discussed above, the
reasons for the dispersion behavior may be due to short-range
correlations not taken into account in the RPA. The onset of
the short-range interactions takes place at around kF , after
which the single-particle continuum plays a larger role in the
dynamic response of the electron gas than is described by the
RPA.

For the theoretical peak dispersion, the RPA result follows
closely the usual E = E0 + αQ2 + O(Q4) behavior until
∼Qc, thereafter slowing down in the particle-hole contin-
uum and meeting the single-particle limit at around 2.3kF .
The TDLDA brings the theory to a better agreement with
the experiment, with an effect of an increased slowing
down of the dispersion, and even bending down below
the single-particle limit at 1.7kF . However, it still shows some
discrepancies with respect to the experimental results. On the
other hand, after the additional inclusion of the quasiparticle
lifetime effects in the TDLDA+LT calculations, the agreement
with the experiment is very good. It is noteworthy that the
kernel has such a large effect on the spectra and that both RPA
and TDLDA fail to give a correct description of the dispersion.
Moreover, the quasiparticle lifetimes play an important role
in the dynamic response of the system. The implications
of this and the details on the TDLDA+LT approximation
are published in a separate paper.57 We mention that in the
inclusion of the lifetime effects, the true lifetimes of sodium
have to be used. Approximating them with those of the HEG
leads to a double-peak structure not found in the experiment.57

It is interesting to compare our results with earlier theo-
retical investigations by Quong and Eguiluz,51 who studied
the dispersion relation in Al and Na taking all band-structure
effects into account, and treating the exchange-correlation
problem at the TDLDA level. They showed that in Al,
the plasmon dispersion is largely affected by lattice effects,
whereas this is much less the case in Na. Already their analysis
showed that TDLDA, while working well in Al, fails to give
the correct dispersion behavior in Na. However, since the
experimental data available at that time accessed only the
Q < kF region, the complete description of the dispersion
flattening was not thoroughly discussed.

As for earlier experimental results, it is useful to discuss
especially those of Larson et al.80 and Schülke et al.81. In
the spirit of the earlier many-particle discussions on the
HEG model, it has been customary to refer to the so-
called local-field correction G(Q,ω) which, multiplied by
the Coulomb potential vC(Q), is equivalent to the exchange-
correlation kernel fxc(Q,ω) of TDDFT. In both cases, setting
−vC(Q)G(Q,ω) = fxc(Q,ω) = 0 corresponds to the RPA.
G(Q,ω) describes the difference between the RPA prediction
and the exact response in such a way that if ReG(Q,ω) = 1,

the exact response is that of noninteracting electrons (and the
excitation dispersion follows the dashed line in Fig. 3). At
Q = 1.5kF , at least the dispersion of the experimental S(Q,ω)
maximum shows exactly this behavior. When the exact result
crosses the Q2/2m∗ curve, then ReG(Q,ω) > 1. This happens
in our experimental data in the region 1.5kF < Q � 2.5kF .
The static approximation of G(Q,ω) corresponds to neglecting
the ω dependence, and such static local-field factors were
derived experimentally for Li (Ref. 81) and for Al.80 Those
studies found out exactly the above-described behavior for
the ReG(Q) with a crossing point at Q = 1.5kF , a value that
seems to be the same in Li, Al, and now also in Na.

Sternemann et al.60 studied the temperature dependence
of the dynamic structure factor of aluminum and showed
that the prominent double-peak structure was diminished by
an increase of temperature up to the melting point. This
was explained to be due to the temperature dependence of
the Debye-Waller factor which causes a smearing of the
lattice-induced fine structure when the lattice starts to be less
well defined at higher temperatures. As mentioned earlier,
the Debye temperature of Na is 160 K and the melting
temperature is 371 K, so measurements at room temperature
could be significantly affected by temperature effects on the
lattice, if the electron–ion-lattice interaction had such a strong
influence on the spectra for Na. To study this, we performed
the experiment at 6 K and at room temperature. However,
within the experimental accuracy, no temperature dependence
was found except for the trivial density dependence of the
plasmon energy. Possible explanations for the lack of any
evident temperature dependence may be that the lattice-
induced contributions to S(Q,ω) are very small, or, if they
exist, that their temperature dependence is small.

IV. CONCLUSIONS

We have measured the valence dynamic response of sodium
and compared the results with TDDFT calculations. The
almost complete absence of fine structure in the S(Q,ω) shape
in Na clearly corroborates the fact that the previously observed
double-peak or peak-shoulder structure in other simple metals
has its origin in band-structure effects. This is known from
previous studies where the spectral structures have been found
to depend strongly on the crystal orientation, as well as on the
temperature60 that affects the electron-lattice interaction via
a softening of the lattice potential (i.e., thermal disorder). By
contrast, the Na data without fine structure shown here give
hints toward what the HEG S(Q,ω) could look like.

The dispersion of the S(Q,ω) peak was found to slow down
considerably compared to the RPA prediction, leading to a
flattening of the dispersion in the region kF < Q < 2kF . The
peak dispersion (and the lineshape) meets the single-particle
dispersion limit E = Q2/2 at Q ≈ 1.5kF , after which it stays
below this value up to our largest measured Q ≈ 2.5kF ,
where the experimental dispersion meets the single-particle
limit again. This is possibly due to a relatively important
contribution of short-range correlation in this range, promoting
the decay of the plasmon into single-particle excitations more
efficiently than described in the RPA. The dispersion curve
bears similarities to those of normal liquid 3He (Ref. 79)
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suggesting that the overall shape of the dispersion relation
could be universal to a Fermi gas.

Comparison of the experimental results with theoretical
predictions within TDDFT suggests that the effect of corre-
lation is rather large in the case of Na, evidenced also by
the rather pronounced difference between the theoretical RPA
and TDLDA results. TDLDA provides better agreement with
the experiment, although quite substantial differences remain.
This remaining discrepancy is corrected when additionally
the effects of quasiparticle lifetimes are taken into account
in the TDLDA+LT approximation. As discussed in detail
elsewhere,57 the inclusion of the lifetimes has to be based on
the quasiparticle lifetimes of the real Na metal, while the use of
the lifetimes calculated for the HEG produces a shoulder-type
fine structure not present in the experimental result. Thus, even
the data on the dielectric response shown here are not fully
representative of the HEG response. However, in contrast to
results of other studies on simple metals and semiconductors,
the deviation from the HEG response in Na does not come from
the effect of the electron-ion interaction on the band structure
but rather from its effect on the lifetimes.57

Therefore, we are finally in the position to offer an answer to
the question whether the valence-electron dynamics in Na can
be regarded as being HEG-like to a good approximation. Our

answer is both yes and no. The quasiparticle lifetimes wash out
the small bandstructure effects visible in both the RPA and the
TDLDA spectra. However, the electron-ion interaction must
be taken into account in the calculation of the lifetimes in order
to avoid the introduction of a spurious double-peak structure.
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81W. Schülke, K. Höppner, and A. Kaprolat, Phys. Rev. B 54, 17464

(1996).

075108-8

http://dx.doi.org/10.1103/PhysRevB.30.6951
http://dx.doi.org/10.1103/PhysRevB.31.5837
http://dx.doi.org/10.1103/PhysRevB.31.5837
http://dx.doi.org/10.1103/PhysRevLett.55.2375
http://dx.doi.org/10.1103/PhysRevB.17.3589
http://dx.doi.org/10.1103/PhysRevB.17.3589
http://dx.doi.org/10.1103/PhysRevB.17.4512
http://dx.doi.org/10.1143/JPSJ.48.16
http://dx.doi.org/10.1088/0022-3719/15/27/019
http://dx.doi.org/10.1103/PhysRevB.29.3936
http://dx.doi.org/10.1103/PhysRevB.29.3936
http://dx.doi.org/10.1103/PhysRevB.35.2720
http://dx.doi.org/10.1088/0031-8949/38/2/023
http://dx.doi.org/10.1103/PhysRevLett.70.1972
http://dx.doi.org/10.1103/PhysRevB.54.2360
http://dx.doi.org/10.1103/PhysRevB.54.2360
http://dx.doi.org/10.1103/PhysRevLett.89.216402
http://dx.doi.org/10.1103/PhysRevLett.52.2065
http://dx.doi.org/10.1103/PhysRevLett.52.2065
http://dx.doi.org/10.1103/PhysRevB.33.6744
http://dx.doi.org/10.1103/PhysRevB.33.6744
http://dx.doi.org/10.1103/PhysRevLett.59.1361
http://dx.doi.org/10.1103/PhysRevB.40.12215
http://dx.doi.org/10.1103/PhysRevB.40.12215
http://dx.doi.org/10.1103/PhysRevB.47.12426
http://dx.doi.org/10.1103/PhysRevB.47.12426
http://dx.doi.org/10.1103/PhysRevB.80.155107
http://dx.doi.org/10.1103/PhysRevLett.74.590
http://dx.doi.org/10.1103/PhysRevLett.74.590
http://dx.doi.org/10.1103/PhysRevLett.70.3955
http://dx.doi.org/10.1103/PhysRevLett.70.3955
http://dx.doi.org/10.1103/PhysRevB.72.125117
http://dx.doi.org/10.1103/PhysRevB.72.125117
http://dx.doi.org/10.1103/PhysRevB.52.11721
http://dx.doi.org/10.1103/PhysRevLett.97.237602
http://dx.doi.org/10.1103/PhysRevLett.97.237602
http://dx.doi.org/10.1103/PhysRevB.81.085104
http://dx.doi.org/10.1103/PhysRevLett.77.3665
http://dx.doi.org/10.1103/PhysRevB.84.075109
http://dx.doi.org/10.1103/PhysRevB.84.075109
http://dx.doi.org/10.1103/PhysRevB.40.10181
http://dx.doi.org/10.1103/PhysRevB.40.10181
http://dx.doi.org/10.1107/S090904950901886X
http://dx.doi.org/10.1107/S090904950901886X
http://dx.doi.org/10.1103/PhysRevB.57.622
http://dx.doi.org/10.1103/PhysRevB.57.622
http://dx.doi.org/10.1103/PhysRevLett.52.997
http://dx.doi.org/10.1088/0034-4885/70/3/R02
http://dx.doi.org/10.1088/0034-4885/70/3/R02
http://dx.doi.org/10.1103/PhysRevLett.94.186402
http://dx.doi.org/10.1103/PhysRevLett.78.1528
http://dx.doi.org/10.1103/PhysRevLett.78.1528
http://dx.doi.org/10.1103/PhysRevLett.91.176402
http://dx.doi.org/10.1103/PhysRevB.71.035308
http://dx.doi.org/10.1103/PhysRevB.71.035308
http://dx.doi.org/10.1103/PhysRevLett.86.5962
http://www.abinit.org
http://www.dp-code.org
http://dx.doi.org/10.1103/PhysRevB.15.2420
http://dx.doi.org/10.1103/PhysRevB.62.10038
http://dx.doi.org/10.1063/1.1884112
http://dx.doi.org/10.1103/PhysRevB.72.035104
http://dx.doi.org/10.1103/PhysRevB.72.035104
http://dx.doi.org/10.1103/PhysRevB.75.075118
http://dx.doi.org/10.1103/PhysRevLett.95.157401
http://dx.doi.org/10.1103/PhysRevLett.95.157401
http://dx.doi.org/10.1103/PhysRevB.77.195125
http://dx.doi.org/10.1103/PhysRevB.62.16474
http://dx.doi.org/10.1103/PhysRevB.77.035131
http://dx.doi.org/10.1103/PhysRevLett.99.205301
http://dx.doi.org/10.1103/PhysRevLett.77.1346
http://dx.doi.org/10.1103/PhysRevB.54.17464
http://dx.doi.org/10.1103/PhysRevB.54.17464

