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Abstract: The paper deals with a development of the rolling horizon approach introduced
recently for grouping maintenance strategies of multi-component systems by integrating two
efficient optimization algorithms. The proposed approach can help to construct an optimal
maintenance planning with a given availability constraint under limited repairmen. Thanks to
the rolling horizon spirit, the maintenance planning can be updated to take into account short-
term information which could be changed with time. A numerical example of a multi-component
system is finally introduced to illustrate the use and the advantages of the proposed approach
in the maintenance optimization framework.
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1. INTRODUCTION

In the maintenance optimization framework, grouping
strategy has been recently introduced for multi-component
system with positive economic dependence which applies
that combining maintenance activities is cheaper than
performing maintenance on components separately, see for
example Cho and Parlar [1991], Galante and Passannanti
[2009], Radouane et al. [2009], Bouvard et al. [2011].

A major challenge of the maintenance optimization then
consists in joining the stochastic processes regarding to
the components (time-dependent probabilities of failure)
with the combinatorial problems regarding to the grouping
of maintenance activities. While a long term or infinite
planning horizon can be assumed to solve this problem
in case of stable situations, dynamic models have been
introduced in order to change the planning rules according
to short-term information (e.g. failures and varying deteri-
oration of components), using a rolling (finite) horizon ap-
proach Wildeman et al. [1997], Nicolai and Dekker [2007].
This approach is however limited to a class of problems
with significant assumptions: maintenance durations are
neglected and only one preventive maintenance for each
component is preventively maintained only is considered
in horizon interval. To solve these problems, an extension
of the rolling horizon approach is recently introduced in
Do Van et al. [2011]. Nevertheless in such papers, main-
tenance constraints have not yet been considered. From a
practical point of view, it is often impossible to perform all
the desirable maintenance actions due to the limitations
on maintenance resources, such as maintenance budget,
duration of maintenance time, and limited repairmen. The
grouping maintenance problem remains widely open.

The aim of this paper is to propose an approach based
on the rolling horizon spirit for grouping maintenance
planning with availability constraint under limited repair-
men. For example, according to a specific mission or a
production campaign, the system may be required to op-
erate with limited breaks durations, i.e. the maintenance
duration time of the system have to be limited. With
these constraints, to find optimal planning, dynamic pro-
gramming presented in Wildeman et al. [1997], Do Van
et al. [2011] is no longer usable since the combinatorial
problem can be formulated as a set partitioning problem,
which however can be NP-hard. To this end, the Genetic
Algorithm (GA), recognized as a general search strategy
which is often useful for solving combinatorial problems,
see Holland [1975], Rahman and Ahmed [2009], is used.
Moreover, the MULTIFIT algorithm introduced recently
for bin-packing problems by Coffman et al. [1978] is also
considered to determine the minimum maintenance dura-
tion time of each group under limited repairmen.

This paper is organized as follows. Section 2 is devoted
to the description of general assumptions and mainte-
nance policies. Second 3 focuses on the development of the
rolling horizon approach under maintenance constraints.
Two optimization algorithms (GA and MULTIFIT) are
presented in Section 4. To illustrate the proposed group-
ing maintenance strategy, a simple numerical example is
introduced in Section 5. In addition some numerical results
are discussed here. Finally, the last section presents the
conclusions drawn from this work.



2. PROBLEM FORMULATION

2.1 General assumptions

Consider a series system consisting of n independent com-
ponents. With this kind of systems, a preventive/corrective
maintenance of one or more components leads to the
system being unavailable. We assume here that the failure
rate of component i (i = 1, ..., n) is described by a Weibull
distribution with scale parameter λi > 0, and shape pa-
rameter βi > 1, then

ri(t) =
βi

λi

(
t

λi

)βi−1. (1)

We assume next that the deterioration of a component
remains unchanged during the maintenance of other ones.

If a component fails, it is then immediately repaired. A
corrective action restores the component involved into a
state as good as before (minimal repair policy). Within
this corrective policy, corrective maintenance durations are
usually very small with respect to maintenance planning
horizon and can be neglected. Therefore, when a correc-
tive action is carried out for component i, it requires a
corrective maintenance cost denoted Cc

i .

We assume that preventive maintenance actions can be
planned in advance to prevent failures or/and to reduce
maintenance costs. Herein, each component is preventively
maintained after a fixed interval to be optimized. After a
preventive maintenance action, the maintained component
is considered as good as new. The preventive maintenance
cost of the component i can be divided in three parts:

• a specific component cost cpi ;
• a setup-cost, denoted S, represents the preparation
cost (or logistic cost) and can be shared when several
maintenance activities are performed in the same
maintenance occasion since execution of a group of
maintenance activities requires usually only one set-
up;

• an unavailability cost: since the system is unavailable
during maintenance, therefore, if a preventive main-
tenance of component i, so-called activity i, leads the
system to be unavailable during di units of time, an
additional cost or unavailability cost cdi = di · C

d re-
lying on the production lost is incurred (Cd is the un-
availability cost rate of the system). This additional
cost can be also shared when several maintenance
activities are simultaneously carried.

As consequence, if a preventive maintenance of component
i, namely activity i, is separately performed, we have to
pay the following preventive cost:

Cp
i = S + cpi + cdi . (2)

Based on the preventive/corrective maintenance costs and
the reliability parameters of components, it is possible
to define for each individual component i a nominal
preventive maintenance periodicity x∗

i that minimizes the
induced long-term average cost Wildeman et al. [1997],
assuming that the maintenance activities are separately
performed.

2.2 Maintenance constraints

If we consider an mission interval of time PH , the average
availability of the system can be then calculated by:

A =
PH −D

PH
, (3)

where D is the total maintenance durations within this
period or the total preventive maintenance durations since
corrective maintenance durations are zero.

Assume now that the the average availability of the system
is required to be higher a given level A0 for this interval
of time, i.e. A ≥ A0. From Equation (3), we have

D ≤ (1−A0) ∗ PH or D ≤ D0, (4)

where D = (1 − A0) ∗ PH is the maximal total duration
allocated for all preventive activities in the considered
scheduling interval PH . To execute preventive activities,
we suppose that that only m repairmen are available and
each repairman can take only one preventive activity at a
time.

2.3 Grouping maintenance

We are here interested in a grouping maintenance strategy
according to two following reasons:

(1) it is shown in a number of papers, see for example
Cho and Parlar [1991], Wildeman et al. [1997], that
grouping can save maintenance costs since the set-up
cost and the unavailability cost can be shared when
several maintenance activities are executed together.
Note well however that when several maintenance
activities are performed together, maintenance cost
could be indirectly penalized
• with the reduction of components useful life if the
maintenance dates are advanced;

• with the increasing of components failure proba-
bility which could imply a system immobilization
if the maintenance dates are too late.

(2) according to the availability constraint, we have to
execute simultaneously preventive activities to reduce
maintenance durations even this grouping action may
lead to a higher maintenance cost in some cases. For
example, when the set-up cost and unavailability cost
rate are equal to zero, grouping is then more costly
but without grouping the required availability level
may not be reached.

In order to find the optimal groups which could balance to
minimize the system maintenance costs under given main-
tenance constraints (total maintenance duration allowed
under limited repairmen) on the scheduling horizon, the
rolling horizon approach introduced recently in Wildeman
et al. [1997], Do Van et al. [2011] will be developed and
described in Section 3.

3. GROUPING MAINTENANCE STRATEGY

The developed grouping maintenance approach is divided
into 4 phases:



• individual optimization;
• tentative planning;
• grouping optimization;
• update and decision.

3.1 Phase 1: Individual optimization

The objective is to find optimal individual preventive
maintenance cycle based on an infinite-horizon mainte-
nance model in which we assume an average use of compo-
nents and in which the interactions between components
are neglected.

Let Mi(x) denote the expected deterioration cost for
component i, i.e. the expected costs incurred in x time
units since the latest execution of activity i. According to
the minimal repair policy, Mi(x) can be expressed as the
following:

Mi(x) = Cc
i ·

∫ x

0

ri(y)dy, (5)

where ri(.) is the rate of occurrence of failure of component
i. From equations (1) and (5), we obtain:

Mi(x) = Cc
i · (

x

λi

)βi . (6)

If component i is preventively maintained at x, the ex-
pected cost within interval [0, x+ di] is:

Γi(x) = Cp
i +Mi(x) = Cp

i + Cc
i · (

x

λi

)βi . (7)

By using the renewal theory, the long-term average cost of
component i can be determined as the following:

φi(x) =
Γi(x)

x+ di
=

Cp
i + Cc

i · (
x
λi
)βi

x+ di
. (8)

The optimal interval length for the preventive mainte-
nances of the component i, denoted x∗

i , can be obtained
when it leads to the minimum value of φi(x).

x∗

i = argmin
x

φi(x) =⇒
dφi(x)

dx

∣∣∣∣
x=x∗

i

= 0 ⇐⇒

Cc
i · (βi − 1) · (x∗

i )
βi + Cc

i · βi · di · (x
∗

i )
βi−1 − Cp

i · λβi

i

(x∗

i + di)2
= 0

(9)

Let x̃∗

i be the optimal interval length for the preventive
maintenances of component i when the maintenance du-

ration is negligible (di = 0), x̃∗

i can be calculated by (see
Wildeman et al. [1997]):

x̃∗

i = λi
βi

√
Cp

i

Cc
i (βi − 1)

(10)

Let g(x) = Cc
i · (βi − 1) · xβi + Cc

i · βi · di · x
βi−1 −

Cp
i · λβi

i . It is easy to show that g′(x) > 0, ∀βi >

1, ∀x > 0 ; g(0) = − Cp
i · λβi

i < 0 and

g(x̃∗

i ) = Cc
i · βi · di · (x̃∗

i )
βi−1 > 0. Then the equation (9)

has only one solution (x∗

i ) in the interval (0, x̃∗

i ). Moreover,
it is not difficult to show that φ′′

i (x
∗

i ) > 0. Therefore, we

can deduce that x∗

i exists and it is unique, x∗

i ∈ (0, x̃∗

i ).

The minimal long-term average maintenance cost of com-
ponent i can be calculated as follows:

φ∗

i = φi(x
∗

i ) (11)

The optimal interval length x∗

i , which can be numeri-
cally calculated using Equation (9), represents a nominal
preventive maintenance frequency of component i (with
i = 1, ..., n) and can be used to define tentative execution
times which help to identify optimal maintenance groups.

3.2 Phase 2: Tentative planning

The aim is to establish all tentative maintenance dates,
assuming that maintenance activities are separately per-
formed, within the interval of time PH .

Based on the nominal preventive maintenance frequencies,
the first tentative maintenance execution time of compo-
nent i (i = 1, ...n) from the current date denoted t0 can be
calculated by

ti1 = t0 − tei + x∗

i + dΣi , (12)

with tei is the operational time elapsed from the last
preventive maintenance of component i before t0, and
dΣi is the cumulative maintenance durations before the
execution of component i. dΣi is added since the system
is stopped during maintenance.

It is shown in Wildeman et al. [1997], Do Van et al. [2011]
that to ensure that all components are take into account in
the maintenance decision, the planning horizon should be
chosen so that within this horizon interval each component
is preventively performed at least one time. Therefore, if
PH is shorter than (tj1 + dj − t0) with tj1 = max

i=1:n
ti1 , it is

then set equal to (tj1 + dj − t0).

Since useful lifetime of components may be different,
several components may be preventively performed more
than one time. Let ij be the jth occurrence of maintenance
activity i (or component i) in the scheduling horizon,
the tentative execution time of operation ij, denoted tij
(j ≥ 2), depends on the executed time t∗

ij−1 of operation

ij−1, the cumulative maintenance durations dΣ
ij−1 from

t∗
ij−1 , and the nominal periodicity x∗

i .

tij =t∗ij−1 + dΣij−1 + x∗

i . (13)

3.3 Phase 3: Grouping optimization

In the grouping spirit, each maintenance group is defined
by three parameters:

• maintenance operations;
• group executed date;
• group maintenance duration.

The main idea is to find a grouping structure (or parti-
tion of all maintenance operations within the scheduling
horizon) which minimizes the expected maintenance cost
and scopes with an availability level constraint by using
the Genetic Algorithm (GA). The MULTIFIT algorithm
will be also used to determine the minimum maintenance
duration of each group under limited repairmen, see Sec-
tion 4.



3.3.1 Mathematical formulation

Penalty cost calculation If the jth (j = 1, ...) occurrence
of maintenance activity i is actually executed at time
t∗
ij

= tij + ∆tij instead of the tentative execution time
tij , then the resulting additional cost is expressed by the
penalty cost hi (∆tij ) which is written as, see Cho and
Parlar [1991], Wildeman et al. [1997].

hi(∆tij ) = Γi(x
∗

i +∆tij )−
(
Γi(x

∗

i ) + ∆tij · φ
∗

i

)
,

with ∆tij > −x∗

i . By using Equation (7), we obtain:

hi(∆tij ) = Mi(x
∗

i +∆tij )−Mi(x
∗

i )−∆tij · φ
∗

i ,

Another kind of penalty cost function can be found in
Bouvard et al. [2011].

From equations (6) and (9), we obtain finally:

hi(∆tij ) = Cc
i ·

[(x∗

i +∆tij

λi

)βi

−
(x∗

i

λi

)βi
]

−∆tij
Cp

i βi

x∗

i (βi − 1)
. (14)

Maintenance cost savings calculation Assume now that
several different maintenance operations ij(i, j = 1, 2, ...)
are performed in a group Gk with k ∈ N . Remember here
that operations ij and il (j 6= l) are identical operations
since they are respectively the jth and the lth occurrence
of maintenance activity i. Let HGk(t) be the group penalty
cost function at time t. The optimal execution time of
the group tGk can be found when the HGk(.) searches its
minimal value H∗

Gk . That is:

H∗

Gk = HGk(tGk) = min
t

( ∑

ij∈Gk

hi(t− tij )
)

(15)

As mentioned above, the execution of a group of mainte-
nance operations requires only one set-up cost, the group
Gk yields a cost reduction:

V1(G
k) = (card(Gk)− 1) · S. (16)

An additional cost saving relying on the reduction of
maintenance duration when maintenance activities are
simultaneously executed by m repairmen.

V2(G
k,m) = (

∑

ij∈Gk

di − dGk(m))Cd, (17)

where dGk(m) is the total duration of the group Gk. Note
well that dGk(m) depends on the duration of all group
members and the number of repairmen m. dGk(m) will be
optimally minimized by using the MULTIFIT algorithm,
see Section 4.1.

The group savings is written as:

QGk = V1(G
k) + V2(G

k,m)−H∗

Gk . (18)

Based on all different groups, a grouping structure, namely
GS, can be identified. The total maintenance duration can
be is determined by:

DGS =
∑

Gk∈GS

dGk(m), (19)

and the total cost savings can be calculated as follows:

QGS =
∑

Gk∈GS

QGk . (20)

According to availability contraint presented in Section
4, An optimal grouping structure can be searched by the
following:

GSop =
{
GS,max{QGS}|DGS ≤ D0

}
. (21)

Note well that the maximum number of groups to be
considered is here 2n−1 for n maintenance activities. The
finding of optimal grouping structure becomes difficult
since the combinatorial problem can be formulated as a
set partitioning problem, which however can be NP-hard.
To solve this problem, the GA algorithm will be used and
described in Section 4.

3.4 Phase 4: Update and decision

Due to the previous phase, we have an optimal grouping
planning within the finite planning horizon PH . However,
with time new information by which the current planning
can be impacted may occur, such as changing of main-
tenance constraints (increasing/decreasing of repairmen)
or maintenance opportunities (see Do Van et al. [2011]),
... which could lead the current planning to be no longer
optimal or even unusable. A new planning is needed. To
this end, we simply go back to phase 2.

4. OPTIMIZATION ALGORITHMS

4.1 MULTIFIT algorithm

Consider now a group consisting of k maintenance activ-
ities. To perform the maintenance of the group, only m
(m ≤ k) repairmen are available. The objective is to find
the minimum execution duration of this group. To this
end, the MULTIFIT algorithm is used. A short description
of this algorithm is the following:

Step 0 Without loss generality, k maintenance activities are
renumbered by increasing order according to their
decreasing duration, i.e. d1 ≥ d2 ≥ . . . ≥ dk.

Next, let dgup = max(d1, 2
∑k

i=1
di/m) and dglow =

max(d1,
∑k

i=1
di/m). And finally, set w = 0.

Step 1 Set dg = 1

2
(dgup + dglow) and w = w + 1.

Step 2 Assign successively maintenance activities to repair-
men with time limited dg.

Step 3 If all activities can be assigned to m repairmen,
then set dgup = dg and go to step 4, otherwise set
dglow = dg and go to step 4.

Step 4 If w = wmax then stop, otherwise go to step 1.

It is shown that the worst-case performance ratio is:

α =
dg

dgoptimal

=
13

11
+ 2−wmax

The iterations number can be fixed in advance, as recom-
mended in Coffman et al. [1978], wmax = 7.

4.2 Genetic algorithm

The Genetic Algorithm has been recognized as a general
search strategy which is often useful for solving combi-



natorial problems Holland [1975]. Recently, GA has been
widely studied, experimented and applied in many fields
in engineering worlds. A GA starts by creating an initial
population of solutions. Each solution is next evaluated
using an objective function. During each iteration step,
genetic operations (crossover and mutation operations) are
applied in order to search potential better solutions. The
GA structure is in presented in Fig. 1.

Calculation of fitness function

Finding optimal solution

Final condition ?

Crossover

Mutation

No

Calculation of fitness function

Selection to crossover

Generation of initial population

Coding

No

Yes

Yes

Fig. 1. Structure of GA

Coding A coding step determines how the problem is
structured in the algorithm. In our problem, each solution
is represented by an matrix, namely X , with ngmax
rows and n columns. Where, ngmax is the maximum
number of groups in a feasible solution. ngmax depends
on the requested availability level A0, or the allowed
total maintenance duration D0. If N (N ≥ n) preventive
maintenance activities with durations d1 ≥ d2 ≥ ... ≥ dN
are considered in the scheduling interval, the maximum
number of groups can be then determined as the following:

ngmax = {l + 1|D0 − d1 ≥

l∑

i=1

dN−i+1}. (22)

If maintenance activity j is in group i, Xij = 1 otherwise
Xij = 0. Here, X corresponds to a grouping structure.

Example: considering 7 preventive activities with d1 =
5, d2 = 1, d3 = 1, d4 = 1, d5 = 1, d6 = 1, d7 = 1. If the total
maintenance duration allowed is 8, by applying (22), the
maximum number of groups is then 4. A feasible solution
containing 4 groups G1 = {1, 2, 7}, G2 = {3},G3 =
4, G4 = {5, 6} is represented by matrix X as follows:

X =



1 1 0 0 0 0 1
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 0




Generation of initial population GA makes randomly an
initial population of solutions. If there are too few solutions
in the population, GA have a few possibilities to perform
crossover and only a small part of search space is explored.
On the other hand, if there are too many solutions, GA
slows down. The population size is usually chosen between
60 and 100 solutions. To generate an initial solution, the
number of groups in the solution is randomly chosen
between 1 and ngmax. Next, all maintenance activities
are randomly put into the chosen groups.

Calculation of fitness function Each solution is evalu-
ated by its fitness function which is defined as the follow-
ing:

f(X) =

{
QX if DX ≤ D0

−∞ otherwise
(23)

Selection to crossover The goal is to select pairs of
parent solutions to Crossover phase. It is divided into 2
steps:

• Solution selection: the selection process is based on
fitness. Array of parent solutions are sorted according
to their fitness values in ascending order. The popu-
lation is categorized into s groups. Next, a parent so-
lution is randomly chosen from these s groups with s
groups probabilities p1 ≤ p2 ≤ ... ≤ ps (

∑s
i=1

pi = 1)
respectively. Thus, the fitter a solution is, the more
chance it have to be chosen for a parent in the next
generation. This combinatorial grouping was found
most effective;

• Selection to Crossover: each pair of selected solu-
tions is now randomly selected for Crossover step
with Crossover probability that is introduced to leave
some part of population survive to next genera-
tion. Crossover probability is usually chosen between
[70% ÷ 90%]. If a pair of selected solutions is not
selected for Crossover phase, it is moved directly to
Mutation step.

Crossover The objective is to combine selected solu-
tions to generate next better generation solutions for
Mutation step by preserving their characteristics. Single
point crossover is used in this algorithm which randomly
chooses a locus and exchanges the subsequences before
and after that locus between two selected solutions to
create two children. For example, in Fig. 2, given two
parent solutions we choose randomly maintenance activity
4 as the crossover point, i.e. solution 1= {Ia,Ib}, solu-
tion 2={IIa,IIb}. As consequence, two new solutions are
{Ia,IIb} and {IIa,Ib}.

Mutation Mutation is made to prevent falling GA into
local extreme, but it should not occur very often, because
then GA will in fact change to random search. So, we
usually choose Mutation probability in a interval [0.2%÷
1.5%].

For each selected solution, a random maintenance activity
in a group is next moved to another group in order to
generate a new solution. An illustration of the mutation
process is shown in Fig. 3.

Final condition Final condition is introduced to stop the
algorithm process. Herein, limited generations number is



Fig. 2. Illustration of Crossover step
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Fig. 3. Illustration of Mutation step

used as a criterion, according to specific problems, other
kinds of final conditions can be used, see Rahman and
Ahmed [2009].

Finding optimal solution the optimal solution with high-
est fitness value is searched among the last generation
solutions.

5. NUMERICAL EXAMPLE

The purpose of this section is to show how the proposed
grouping strategy can be used in preventive maintenance
optimization with availability constraint under limited re-
pairmen through a simple of 20 series components system
in which each component is preventively replaced. When
a component fails, it is immediately maintained according
to a minimal-repair policy. A failure repair restores the
component involved into a state as good as before. We
assume failure rate of a component i (i = 1, ..., 20) is
described by a Weibull distribution with scale parameter
λi > 0, and shape parameter βi > 1. Table 1 reports
the random data for five components. For set-up cost and
unavailability cost rate, we take S = 10 and Cd = 5
respectively.

By assuming that all components are individually main-
tained, nominal maintenance periodicity x∗

i , minimum av-
erage maintenance cost φ∗

i and the next preventive re-
placement date ti1 (with i = 1, ..., 20) are calculated by
substitution of the input data in Equations (9) and (12).
The results are given in Table 2.

Table 1. Data of 20 components system.

Unit λi βi c
p

i
Cc

i
di te

i

1 288 1.9334 168 42 1 638.98

2 281 1.9797 159 47 2 508.91

3 276 1.9965 155 47 6 486.87

4 264 1.9930 111 36 2 405.53

5 288 1.9244 142 38 3 538.48

6 270 1.9209 108 59 4 252.64

7 265 1.9417 127 46 3 313.84

8 278 1.9271 180 31 5 580.86

9 294 1.9992 180 50 4 378.94

10 265 1.9098 159 58 3 259.66

11 265 1.9223 106 57 2 161.57

12 286 1.9731 123 51 5 239.35

13 268 1.9246 123 38 5 275.31

14 291 1.9777 117 41 1 206.62

15 252 1.9480 103 57 5 53.79

16 291 1.9196 146 44 2 248.10

17 256 1.9585 158 53 5 129.09

18 277 1.9358 134 58 5 56.08

19 267 1.9859 171 58 4 15.83

20 266 1.9509 187 31 6 224.36

Table 2. Values of x∗

i , φ
∗

i , and ti1 .

Unit x∗

i
φ∗

i
ti1 Unit x∗

i
φ∗

i
ti1

1 638.98 0.5932 0 11 417.57 0.6289 289

2 557.91 0.6483 50 12 514.35 0.6229 310

3 563.87 0.6929 80 13 585.31 0.5619 350

4 506.53 0.5191 110 14 531.62 0.5023 370

5 647.48 0.5369 120 15 407.79 0.6954 400

6 438.64 0.6562 200 16 607.10 0.5708 410

7 505.84 0.6196 210 17 506.09 0.7792 430

8 789.86 0.5658 230 18 498.08 0.7019 500

9 602.94 0.6969 250 19 502.83 0.8052 550

10 509.66 0.7578 280 20 757.36 0.6149 600

5.1 Maintenance planning without availability constraint

Consider firstly a grouping maintenance planning without
availability constraint using the rolling horizon approach.
Only one repairman is considered for all maintenance
activities. To define the scheduling horizon, the current
date is set equal to 0 (tbegin = 0) and the ending horizon
date corresponds to t201 + d20 = 606 (tend = 606), i.e.
PH = 606. Herein, 20 individual preventive activities
are therefore considered in this interval of time. To find
the optimal grouping planning, the dynamic programming
presented in Do Van et al. [2011] was used and the results
are reported in Table 3.

Table 3. Grouping without constraint.

Group units Optimal date tG duration dG

{1,...,5} 67.16 14

{6,...,12} 242.96 26

{13,...,17} 389.25 18

{18,...,20} 538.56 15

The total maintenance cost savings is Q∗

Σ = 148.64. And
the total maintenance durations is D = 14 + 26 + 18 +
15 = 73, the average availability of the system is hence
A = (PH −D)/PH = 0.8795.



5.2 Maintenance planning with availability constraint

We are interested now to construct a grouping main-
tenance planning with a given availability level under
limited repairmen. To find optimal groups, the dynamic
programming approach is no longer applicable and the GA
algorithm presented in Section 4 is used. GA simulation
was generated with 1500 generations from 60 initial solu-
tions. The MULTIFIT algorithm is also used to find the
minimum duration of each maintenance group with limited
repairmen. Different values of the availability level con-
straint A0 and the number of repairmen m are considered
for the scheduling interval [0, 606]. The results presented
in Table 4 show that:

• to establish a maintenance planning under a given
availability level constraint, the number of necessary
repairmen is bounded. The lower bound corresponds
to the minimum number of repairmen with that
a maintenance planning can be constructed. The
upper bound corresponds to the minimum number of
repairmen that leads to a maintenance planning with
highest cost savings. For example, when A0 = 0.9719
(the system availability is required to be not lower
than 0.9719), the lower and upper bound are 5 and 7
respectively. If the number of repairmen is lower than
5 (m < 5), no maintenance planning can be then
established. Maintenance planning and cost savings
remain unchanged when m ≥ 7. Note well that the
upper bound of repairmen is lower than the maximum
number of maintenance activities in a group, see
for example, when A0 = 0.9901) we need only 13
repairmen for executing a group of 20 maintenance
activities with a minimum execution duration;

• when the number of repairmen is in the bounded
interval, an increasing of repairmen leads to a main-
tenance planning with an increasing of maintenance
cost savings.

The results show also that when only single repairman
is considered for preventive actions and the availability
level constraint is low enough, the GA algorithm and
the dynamic programming lead to the same grouping
maintenance planning, see for example the case with A0 =
0.8795 and m = 1.

6. CONCLUSIONS

In this work the rolling horizon approach introduced re-
cently is developed by integrating both GA and MUL-
TIFIT algorithm in order to establish an optimal main-
tenance planning of multi-component systems under an
availability level constraint with limited repairmen. The
proposed approach can also help (i) to determine the
minimum number of repairmen to ensure that a estab-
lishable maintenance planning, which scopes with a given
availability level constraint, can be constructed; (ii) to
determine the minimum number of repairmen that leads to
an optimal maintenance planning satisfying the availabil-
ity constraint with highest cost savings. Moreover, thanks
to the rolling horizon spirit, the grouping maintenance
planning can be easily updated when short-term informa-
tion is available, e.g an increasing/decreasing of repairmen
or opportunities.

Table 4. Grouping planning with constraints.

A0 m QGSop Optimal solution tG dG

m = 1 148.64

G1 = {1, ...,5} 67.16 14

G2 = {6, ..., 12} 242.96 26

G3 = {13, ...,17} 389.25 18

G4 = {18, ...,20} 538.56 15

m = 2 323.76

G1 = {1, .., 5} 67.16 7

G2 = {6, ..., 12} 235.96 13

G3 = {13, ...,16} 359.69 7

G4 = {17, ...,20} 477.92 10

m = 3 374.29

G1 = {1, ...,5} 67.16 6

G2 = {6, ..., 12} 234.96 9

G3 = {13, ...,20} 415.45 11

m = 4 397.61

G1 = {1, ...,8} 116.33 7

0.8795 G2 = {9, ..., 16} 299.04 7

G3 = {17, ...,20} 464.92 6

(D0 =

73) m = 5 413.95

G1 = {1, ...,7} 108.15 6

G2 = {8, ..., 14} 269.69 5

G3 = {15, ...,20} 431.05 6

m = 6 419.29

G1 = {1, ...,5} 67.16 6

G2 = {6, ..., 12} 234.96 5

G3 = {13, ...,20} 411.45 6

m ≥ 7 421.10

G1 = {1, ...,5} 67.16 6

G2 = {6, ..., 14} 250.95 5

G3 = {15, ...,20} 431.05 6

m < 5 No solution

m = 5 413.95

G1 = {1, ...,7} 108.15 6

G2 = {8, ..., 14} 269.69 5

G3 = {15, ...,20} 431.05 6

0.9719

m = 6 419.29

G1 = {1, ...,5} 67.16 6

(D0 =

17)

G2 = {6..., 12} 234.96 5

G3 = {13, ...,20} 411.45 6

m ≥ 7 421.10

G1 = {1, ...,5} 67.16 6

G2 = {6, ..., 14} 250.95 5

G3 = {15, ...,20} 431.05 6

m < 8 No solution

0.9835 m = 8
305.63

G1 = {1} 0 1

(D0 =

10)

m = 9 G2 = {2, ..., 20} 276.39 9

m ≥ 10 373.56
G1 = {1, 2, 4, ., 7, 9} 131.11 4

G2 = {3, 8, 10, ., 20} 334.16 6

0.9901 m < 13 No solution

(D0 =

6)
m ≥ 13 304.28

G1 = {1, ..., 20} 265.03 6

Our future research work will focus on the development of
the proposed approach for systems with inter-component
dependencies. Furthermore, condition based maintenance
will be also developed in this grouping maintenance frame-
work.
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