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Abstract —We propose Wireless Sensor Coding (WSC) an event- solution has the advantage of being completely mteakzed
centric data-dissemination scheme for Wireless SemsNetworks  and self-organized. It delivers the data from therse-sensors
(WSN). WSC is based on a distributed network codingcheme. (nodes that detect the event) to the whole netwoyk
In this solution, nodes do not only forward packets but also  performing random linear coding dissemination. & is to
perform linear random information coding in order to increase ;,crease the throughput of the network, to redbesnumber
the throughput of the network, to reduce the numberof g4 -homissions and the end-to-end delay, andtthircrease
transmissions and the end-to-end delay. These imprements o . )
involve a reduction of the energy consumption, whit is one of the WSN lifetime. Thr_ough our study, we try to glmluswe
the key-issues in WSN architecture design. answers to the questions exposed above and tdralleasthe
benefits of using network coding techniques in EGNE.

Furthermore, our use of the sensor network is maigisince
data sinks can move inside the network and sulest¢alone
or more event-interests.

To quantitatively assess our approach, we perform a

One of the most promising examples of pervasiveetailed performance analysis of WSC (Wireless &mns
computing are wireless sensor networks (WSNs).rTdiglity ~ Coding), our novel data-dissemination protocol farent-

Index Terms—Network coding, wireless sensor networks,
event-centric dissemination

I. INTRODUCTION

to automatically produce localized and relevantvidedge in
a particular area, makes them a major step-fonivatie way
we will behave with technology. Indeed, distributeehsing
and computing will increasingly expand people’sligbito
remotely interact with the physical world, whetlrroutdoor
or indoor environments (farms, oil extraction stafi, streets,
houses, factories, etc.). Several research entitesl
engineering corporations see in the WSNs a news catdis
computer systems and a real breakthrough, just the
internet was at the end-seventies.

We will focus in this work on Event-centric wiretesensor

networks (EC-WSN). An event-centric WSN can be sagn

an applicative view of wireless sensor networks; igt
characterized by its real-time nature and the thet the
communication phase is triggered only when a naegives
a notable change in its immediate sensing-rangevéikas in
classic WSN, the main issues of EC-WSNs remainetrergy
consumption cutback, the information delivery aéfitcy, the
robustness, the reliability and the computationst@int.

The application considered in this paper is théofahg
dynamic event-subscription service. Clients use W@N to
get updates from sensors about a specific eveetestt For
example, mobile clients interested in parking spotsilability
in a specific area may subscribe to this servickgat updates
each time the sensor network detects that offspakking is
available. To this end, a complete “fresh” viewtlo¢ sensed
area has to be replicated across the entire netsiack clients
maybe connected anywhere and also be mobile. Ssicim of
a sensor network reveals some questions, What és
scalability of the system when the frequency ofnésgrows?
What is the most appropriate dissemination schewibat is
the convergence time of the system?

We describe in this paper, a data-disseminatioresybased
on network coding for the distribution of criticpieces of
information across the sensor network. This codpera

centric WSNs. We compare three different disserunat
schemes with WSC in various scenarios (high or ément
occurrence frequency and different network densiy)d
shows an important transmission cutback in the odtvand
an enhancement of the convergence time.

The reminder of the paper is organized as follows:
Section Il we give definitions of EC-WSNs and oftwmerk
coding; followed in section Il by a state of the about the
data dissemination in WSNs. Then, we proceed bygribésg
characteristics of our system in Section IV. Werdduce

WSC, our distributed propagation scheme, in SectiowSC

is compared with three different protocols in SattVl. The
paper concludes with a brief discussion in Sectdtn
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@ source nodes A
& Clientnodes :) O _Q“ 4 L'Tg O

Fig. 1 - Event-centric WSN overview

Il. BACKGROUND

th
A. Event-Centric Wireless Sensor Networks

Event-centric wireless sensor networks differ froommon

WSNSs, where the communications are triggered eitiyean
on-demand or a sink-based process. The purpose &Ca
WSN is to provide a “real-time” view of all the agting
events in a specific area at all the edges of tteark (see



Figure 1). EC-WSNs have been well investigated iiorp
academic works because of their inherent energguaption
efficiency due to the fact that they perform neaeBs less
radio-transmissions compared to the more traditipedodic
or on-demand approach. Authors of [12] for exampke a
very large platform of wireless sensors to testrtleeent
triggered dissemination scheme for intrusion daiact
scenarios. In [13], authors propose a new architedb detect
and classify rare, random and ephemeral eventdiffarent
event-detection applications. While [14] and [18hbwith the

network throughput optimization for EC-WSNs. In kuc energy consumption.

architectures, clients (or sinks) are not necdgsatatic and
the communication are no longer on-demand neitlvek- s
based. It is the occurrence of an event that trgyge data
transmission.

In this work, we propose to use the EC-WSN as
information provider to mobile clients. In fact,obauser can
subscribe to one or more event-interest and gétsniation
about it wherever he is, given the assumption thatis
connected to the network. We can envision seve
applications for this type of architecture, patély in an
urban environment. Clients may connect to a largales
event-centric sensor network using their cell-plsoae other
devices and subscribe to various event-intereles parking
lots or public bikes availability, queues and lirgsitus in
different offices (postal office, supermarkets, |fetations,
etc.), or even pollution levels in parks and publiaces.

B. Network Coding

The network coding theory introduced by Ahlswezteal.
[5] had a significant impact on the way researcloenssider
an information network, whether at the practicalvele
(protocol engineering) or the theoretical level afgr and
information theories). Indeed, the well establisf@svarding
schemes based on thstore-and-forward transportation
scheme are more to be insufficient in many kinds
communication networks, such as multicast netw@sksor
as in wireless ad hoc networks: where [6] for ex@amghows
that the inherent shared and broadcast nature efratio
channel is not well used to increase wireless niksvo
performances. Kattiet al. provided with their two major
contributions: [6] and [7] very interesting ways wding the
network coding in wireless ad hoc networks. Theyweha
identified important wireless networks propertidsatt the
network coding can use to increase the performafcaich
networks.

The basis of a network coding based communicatistem
is to employ coding mechanisms at intermediate sdde
order to achieve bandwidth optimality [5]. Thesechemnisms
consist essentially of a linear combination of teo more
messages in one output message using random ceelity's
built from a finite field. The well-known “butterflexample”
introduced in [5] explains more in details how netkvcoding
helps to reach this optimality.

Information dissemination in EC-WSN

Previous work has been done in data disseminatitiny
event-centric wireless sensor networks. [1] forneple treats

RELATED WORKS
A

the case of single static data-sink, while [2] desith N non
mobile data-sinks. However, and to the best ofkmawledge,
the case of data dissemination toward multiple teakinks is
not treated yet in the literature. Nevertheless haee chosen
three efficient dissemination mechanisms for WSNs
compare with the performance of our solution. liniportant
to notice that none of these data propagation potéowas
designed for our dynamic subscription-based approaic
event-centric WSNs, especially fgossipingwhich is not
designed for fast data dissemination but rathernidmimal
Nevertheless, these dissemimati
algorithms are the most adequate solutions initesture to
be used as an event-centric propagation model.

1) Backoff-based Flooding
In backoff-based flooding, nodes disseminate datallttheir
eighbors by broadcasting the information. When calen
receives a message, it makes a copy of it and \&@aiésidom
limited duration, and sends it to all its neighboighe
convergence time (i.e. the propagation durationafiothe
"Rodes of the network) of this algorithm is relaljvehort
comparing to other approach likgossiping(c.f. bellow) but
several problems emerge from this approach, likéa da
implosion [4] and convergence duration which isirsedr
function of the network degree.
2) Gossiping
Gossiping[3] is a classical dissemination protocol for WSNs
based on randomization. Instead of forwarding datall the
sender’s neighbors, it transmits its flow to onedamly
selected neighbor. Gossiping reduces data implogign
sending only one copy of each message at any htmleever,
in order to lower the energy consumption, its data
dissemination becomes slow, which is not suitabteefvent-
centric WSNs where fast data propagation is require

3) SPIN

%PIN [4] is a family of adaptive dissemination pmtls based
on negotiation and resource-adaptation. It is onth@® most
efficient propagation schemes for WSNs. Howevereduires
the utilization ofmeta-data(descriptors about the sensed data)
and the presence of a resource-manager that kesgs df
resource consumption in every sensor, which is atetys
feasible in “real-world” situations — in most maaafured
Sensors, energy consumption status is not availkfesover,
SPIN uses a three phase process for its data @tpagvith a
sequence of three distinct types of messages eaeh a&n
event occurs, which can lead to a serious overlieaithe
number of transmissions, even if the meta-data sizkess
important than the size of the data itself.

t

B. Network Coding based dissemination

In a network-coding-based dissemination protocdinear
combination of all available messages is generdtgdhe
source using randomly picked coding coefficientsd @hen
sent to the destination. When a node receives dénbugarly
independent combinations of messages, it can recahshe
entire original message using a decoding matrix.

In this paper, we propose to use network codinprtiegies
to improve the data dissemination in event-centvimeless
sensor networks. Gkantsidds al. have already proposed in [8]
a content distribution scheme of large files tfeatbased on



network coding but for Internet peerfpeer networks. In a
comparable approaclwe propose to use the randomiza

and cooperative informatiompropagationinduced by the
network coding to rapidly disseminate collec information

across an event-centric WSiNoiding the implosion problel

and reducing the energy consumption.

Our dissemination schemédetailec in section V) is
however different from the solution proposed in{@jere the
messages are blocks of dile from one original noden our
case, the messages may fenerated by different noc
detecting the event. Another significaparticularity of our
approach is the fact that teeis no needfor previous
knowledge about the number of messagilocks in the case
of [8]) that weregenerated at the source le.

IV. SYSTEM DESCRIPTION

A. Event Occurrence Distribution

Consider a system of sensos scattered uniformly throug
a square area. We denotedy= {1,2...,n} the set of all the
sensorsE is the number of simultaneous new events that
occur and thus are detected by sensors withinattei at the
same timeWe define the event occurrence frequeu by the
number of occurring events eveuypit of time.u may follow
different random pross depending ¢ the EC-WSN
application. Each occurringvent can be detected tm
sensors chosen frons with a certain probability, witl
1 < m < n. Thesem nodes composB; = {1,2...,m} the
set of all sensors that detect an evierts a result, a nodg
detects event according to a process of x; > 0, j € D;
such that); x; = p. In the rest of the paper we refer to
detector nodes bgourcenodes.

for instanceThe only condition is that subscribers have to
the same communication protocol as the one in the WSN.
Since the network is eve-centric and all the data are
replicated in every nogét becomes simple to aruser to get
data about its intereanywhere in th network.

V. WIRELESSSENSORCODING

Source nodep; sharedate of detected everitwith a classic
backoff messagebroadcasti.e., each node waits a specific
random backoff time before sending its message vitud:
collisions). Every message is ti-stamped, contains
information about the eve and has a unique identifier. In
order to providdgo subscribel a fresh view of the sensed data
across the networkinformatior about eventi has to be
replicated fromDi to every node oiS as fast as possible,
avoiding theamplosion and the famine problss.
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In order to reachhis goal, he scheme described by Figure

Any occurring event in an E@Q/SN can be detected by 2 is used after the reption of a message by any nc

several sensors. This redundg is essential to guarant
lossless data propagation and a better availabditythe
information. In some cases, this surplus of infdiora can
also be used to increase tlwenfidenct about the event
incidence. For example, in critical applion such as fire or
flood detection, false positives have to be disedrdy
validating the event from different sourc

B. Message Propagation

We assume that every source ngde D; generates one
single messag#/;(j), i.e. every eventletectiontriggers one
message transmissioinom all nodes ofD;. Where M;(j)
includes information about the even{timestamp, i, meta-
data...). The goadf the network after the message genera
is to disseminate the messagédj) describing the ewnt i
across the entire networkVe denote byin(k) the set of
messages already receivddy a node k. T.(i) is the
convergence timef an event, i.e. the duratiomecessary for
all the messages to be receivedrimges ofS (equation 1 is
verified).

VjeD,Vk €S, M;(j) € In(k)

C. Event-Interest Subscription

In our approach, final users (subscribers) mayfrom
different types:information display unii (digital billboards),
mobile users (cell phone, laptops, PDAJ internet gieways

€y

A. Message Queuing

Whenever a node € S receives tnew messag#;(j) from
a source nod¢ with(j # a, j € D;), if this message is a
source message (it hamt been encode, a enqueues the
message in what we call ik®dingqueue,,;(a) as depicted
in Figure 2. Ifa has already receiv the messagéM;(j) €
In(a)) it simply drops it.However, if the message is alrec
coded,a proceeds tevhat we call eSuper-codingperation as
detailed in sectiov.D.

B. Message Encoding

We assume that messages are transmitted as vettbits
which are of equal lengthiM) = N, represented as elements
in the finite fieldF,~. The length ola vector is equal in all
transmissiongnd for all even. After T, units of time (the
buffering period) all the messages in ticoding queue of the
node a are encodedfollowing equation 2; the encoded
messag€M, is sent with a bacoff broadcast to its neighbors.

[Qout(a)l .
¥ M; € Qoue(a), Do eaM @)
i=

We denoteg = (g,(i)), the coding vectorof the message
CM,. In a similar approach as the one propain [8] for the
case of P2Pwe make use oa randomized propagation
method where each node selects autonomously acidman
the coding vector’'s coefficier g, (i) from a finite fieldF,n.

cM,



Each encoded message contains in addition to thledcdata  According also to [9],G, will be invertible with high
CM,: the messagéd, a combination of the coded messageprobability if the coefficientsc; of the coding vectors are
Ids (CODED_I DS) - this value is used by the receiver to knowandom and picked from a finite fiel,~ that is large enough.
which messages are encoded withiM,C the coding vector, Authors of [10] set that a size Bf° gives a probability higher
the source address, the message lifetime, ancduthber of all  than0.996 for G, to be invertible

encoded messages (see Figure 3). D. Super-Coding

MSG_ID In many situations, nodes may receive two or mdneaey
coded messages. If a node chooses - like nbaesl k in
CODING_VECT Figure 4 - to forward only one of therGM{; in this case) and
WSC Header CODED IDS not to proceed to a re-coding operation, neighbike m
— might get the same coded message from two diffeyentces
Encoded Data TTL NUM (I and k in this case), which can reduce the randomization
SRC ADR within the network and thus decrease the decogiegd
o () [ o]
- ci(ci,cl,ch) N\ / dcl, e, )
Fig. 3 — WSC message header format SRR r2r e
In case where the coding queue is empty, the neidéiates M ‘ ‘ -
its buffering timer and waits for the next round.hi¥ if | =i Fn g i1
Q.. (a) contains only one message, n@dsends it only once Efebwt ety ) c'(ct, c5;65)
with a backoff broadcast. Note that the number eksages = 1 fapsivad
available inQ,,;(a) is highly correlated with the buffering ‘ M, ‘

durationTy,: If the value ofT},, is too small, then the node

will not have enough time to receive additional sages in its = IR
coding queue; in this special case WSC works exdibte b (1, €2 cs)
Backoff-based Floodingdbviously, when the value @,/ is Fig. 4 — Linear dependency problem

too large, the coding queue may also runoff spdeecoding  To cope with this problem, we propose to adapt the
operations will take more time and messages mdgpsieBut operation of re-coding previously encoded messages
depending on the expected event occurrence freguentis  employed by Gkantsidiset al in [8], to augment the
simple to choose an appropriate value Tgy, that avoids randomization and to create more innovative messalgat
those problems increase the number of linearly independent equstit the

. receiver’s level.
C. Message Decoding

The decoding process in WSC consists in solvinineat Detector oo
equation system oft unknowns. We define théecoding
queue Q;,(a) for each nodea € S where all the coded
messages that received are enqueued (see Figureud}. the
number of distinctids present in theCODED | DS field of
every message withi@;, (a). In order to solve the system of
equations, each node receives messages which rezar li
combinations of source messages and stores them aint
matrix with their respective coding vectors as shoim
equation 3. WhereG; symbolizes the matrix of all the
received coding vectors, amdthe number of coded messages
received and to decode. As shown in [9], it is pmesto [ (ck.cr, ck.cT)
recover all the source messagds, ..., M; as long as the
matrix G, has full rankh (see equation 4).

Fig. 5 — Super-coding illustration

Figure 5 shows a case where WSC makes use of super
[CMo Eo(o) .9’;;(0) [ ] coding. First, the event is detected by natj@s...,m, each
= one generates and broadcasts a meskgage , M,,. Wheni
CM, o) - .Q‘h(h) and j receivesM,, M, and M,, they respectively choose
0. (@) ¢t = (cl,ck,cl) and ¢l = (c],c],c)) as their coding vectors
" Ge then, they code the source messages@MpandCM; before
[MO] CM, broadcasting them. WhénreceivesCM; andCM;, instead of
=G [ : ] (4

: sending only one of them to avoid redundant message
My CMy, transmission (since both include the same souresages)k



chooses two random coefficient$, c¥ and generates a linear

combination ofCM; andCM; into one “super-coded” message_Simulation time

CM,; (see equation 5) Befokesend<LM,, it also builds a new
coding vector as depicted in equation 6:

CMy, = cf.CM; + c5.CM;  (5)
ﬁ=c{‘.c_‘)+c§.ﬁ (6)

Note that the decoding process remains the sarhésicase,
since the coding vectors are modified each timepaiscoding
operation is used.

VL.

A. Preliminaries

PERFORMANCEEVALUATION

TABLE | — SMULATION SETTINGS

600 s
Mobility model None
MAC protocol 802.11b
Capacity 0.5 Mbps
Trans. rang. ~50m
Max. num. concurrent evE 50
Evt. occurrence frequengy 0.1/0.5]1|5] 40 evt./s
Avg. num. of src. nodeB,,4 2|6
Buffering periodTly,, s adaptive

Coding queuwQ;, size
Decoding queué,,,. Size
Message size

500 X Msg_size
500 x Msg_size
64 kb

C. Simulation results

We have considered the performance of WSC and c@dpa Firstly, we calculated for each scheme the valuethef

the results with other dissemination schemes (nan®®IN,
Gossiping and backoff-based flooding) using the IQeta4.5
simulation framework (see [11]). We focused in thlisdy on
the most important characteristics that may aterlehavior
of the information dissemination. Specifically: The event
occurrence frequengy, 2) The number of sensof$|, and 3)
The average number of source noBigs;, With:

N

Davg = v

convergence timd, considering different values qf (see
table 1), so we can see which algorithm is fasterttie data
propagation. In the case of WSC we configured thleier of
the buffering timef,,,» relatively to the event frequency. Note
that the combination of and the average number of source
nodesD,,, determines the traffic density of the network gas
andD,,, grow the traffic density increases). Thus, we also
infer the scalability of each protocol.

Figure 6 shows the results of this first analyaigj confirms
the benefit of using WSC. Indeed, the convergemoe f

WhereV is the number of events that occurred during thgp|N is higher than WSC, which is due to the fhat SPIN

simulation.

In order to evaluate the performance of WSC and
compare it to each of the three chosen protocoés,have
considered two important event-centric WSNs metrics

1) The average convergence timée convergence timé.
is a key parameter in EC-WSNSs, it indicates theatilom in
which event data is distributed to all the nodethefnetwork.
We suggest to study the impactof|S| and Dg,, on T, for
WSC, SPIN, Gossiping and backoff-based floodinglebd,
these three parameters are those that influencents the
performance of these protocols while used in EGlegs
sensor networks.

2) The number of transmissionis: order to determine which
scheme implies less overhead, we computed the nuofbe
transmissionsV,,,,
and thus deduced the bandwidth efficiency of eablerse.

B. Simulation environment

To implement the selected algorithms, we desigoea#éch
one a specific routing module directly linked withe MAC
layer of the simulation platform. We also modifithe: design
of the 802.11b physical layer so that the transonssadius
and the bit rate correspond more properly to ast@aWSN
experience. Moreover, we developed an extensiciirfedor
Qualnet that allows to randomly trigger events tigto the
network with a given occurrence frequency.

For our simulation, we used a fully connected vessl
sensor network of 150 nodes uniformly spread thnoag

uses a three-step communication system with a segquef
8DV >REQ-DATA messages for its event information
propagation. Backoff-based flooding has also a éong
convergence time mostly because of its redundargsage
transmissions. Gossiping has meanwhile the longest
convergence duration since its data propagatioreiig slow
(each transmission is addressed to only one déstipaThe
only case where the convergence time of WSC isdotigan
SPIN is wheru = 0.1; this is due to the fact that the buffering
periodT,, is longer than the SPIN sequence duration. But in
a realistic scenario we can imagine that an EC-WaN a
higher event occurrence frequency tldahevent/second.

As depicted in Figure 7, the convergence of WSCaiem
low as the number of nodes increases comparingemther

for all the sensors, compared the resultgrotocols. This is due to the fact that WSC is Hozest-based

and uses the cooperative data propagation induceetvork
coding. We can conclude from these results and ffayure 6
that WSC stays efficient even when the traffic lGadl the
number of nodes are important in the network.

We can see from Figure 8 that the number of trattedi
messagesV,,;, with WSC is very low compared to SPIN
which was predictable because there are no addition
messages (ADV and REQ). Since in Gossiping, eveden
sends only one unicast message to one of its neighkhe
number of messages becomes also very iNgh, in backoff-
based flooding is higher than in WSC: the additionessages
in backoff-based flooding are due to the fact thath node
sends a message to all its neighbors even if thiegdy got it

squared plan area of500 x 1500 squared meters. The from another path. Note that the energy consumptio'SNs
power of the radio transmitters is set so that thean be inferred from the number of message trasenis.
communication radius is about 50 meters. The résthe Thus, we can deduce that WSC gives the best spezdie
simulation attributes are summarized in table 1. alternative for event-centric WSNSs.
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VII.

In this paper, we characterized a new class oft-centric
wireless sensor networksin which every node is &
information provider to clients interested in sfiecevents,
We introduced WSCa new dissemination scheme basec
Network Coding that allows fast decentralize and
homogenous data propagation fraghe nodes detecting tl
events to the entire network. Our performance etan
compares WSC with SPIN, Gossiping abackoff-based
flooding: three major dissemination algorithms feireless
sensor networks. We demonstrate the advantagessing
WSC in terms of bandwidth efficiencyhere WSC widely
outperforms all the other algorithnand offers the fastedata
propagation (convergence time)thanks to its sma
exploitation of the shared nature of thigeless mediut.

In our study, we do not treahe storage efficiency of tt
information among the network. Therefore anc the
continuation of this work, we plan to extend W%o a
distributed event storage solutionwhich the informatiorare
not distributed to all the nodes but to a set of t, keeping a
high information availability and a loenergy consumptio

CONCLUSION& FUTURE WORK
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