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Existence of a solution for two phase flow
in porous media: The case that the porosity

depends on the pressure
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b Laboratoire d’Analyse et de Mathématiques Appliquées (UMR 8050), Université de Marne-La-Vallée,

77454 Marne La Vallée cedex, France

In this paper we prove the existence of a solution of a coupled system involving a two phase incom-
pressible flow in the ground and the mechanical deformation of the porous medium where the porosity is a 
function of the global pressure. The model is strongly coupled and involves a nonlinear degenerate parabolic 
equation. In order to show the existence of a weak solution, we consider a sequence of related uniformly par-
abolic problems and apply the Schauder fixed point theorem to show that they possess a classical solution. 
We then prove the relative compactness of sequences of solutions by means of the Fréchet–Kolmogorov 
theorem; this yields the convergence of a subsequence to a weak solution of the parabolic system.

Keywords: Porous medium; Subsidence model; Nonlinear parabolic degenerate equations; Schauder fixed point
theorem; Fréchet–Kolmogorov theorem

1. Introduction

In this article we prove the existence of a solution for a system involving a two phase in-
compressible flow in the ground and the mechanical deformation of a porous medium which is
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subject to the weakening water phenomena: this means that the medium absorbs the water which
is already present or artificially injected to develop a draining process. The most well-known
geophysical example is the Ekofisk deposit in the North Sea, where the rock is essentially made
of chalk. The mathematical model which we present in Section 2 is a system of two coupled
equations where the unknown functions are the saturation S and the pressure pw of the water
phase. In general, the coupling between the two phase flow and the mechanical deformations is
taken into account by means of Biot’s law; however Biot’s law is not sufficient to describe the
coupling in a sensitive porous medium in weakening water. Instead the model which we study
involves the dependence of the porosity on the global pressure.

We rewrite the model in Section 2, where the saturation S and the global pressure p are the two
unknown functions. We present two equivalent forms which both involve a parabolic equation
which degenerates for S = 1: the first one allows to apply the maximum principle to the saturation
S whereas the second one permits to obtain uniform estimates on some quantities depending on
the saturation S. We indicate the precise hypotheses and present a definition of a weak solution of
the problem. We consider a sequence (Pε) of regularized problems. In Section 3 prove that they
possess a classical solution (Sε,pε) by means of the Schauder fixed point theorem. We present
a priori estimates uniform in the parameter ε for the pair of functions (pε, Sε). In Section 4, we
apply the Fréchet–Kolmogorov theorem to prove the relative compactness of the sequences and
show the convergence of subsequences to a weak solution of the problem.

As related work let us mention the book of Gagneux and Madaune-Tort [5] about the mathe-
matical analysis of petrol problems. Further Chen [2] considered a coupled system of equations
modelling two phase flow in porous medium where the porosity only depends on space. He
proved the existence of a weak solution which he obtained as a limit of solutions of associated
discrete time problems. In [2], Chen proved the uniqueness of the solution under the hypothesis
that the global pressure is a continuous Lipschitz function. Finally let us cite [4] where Eymard,
Herbin and Michel deduced the existence of solutions of a general class of problems modelling
two phase incompressible flow from the convergence proof of a finite volume method.

2. The mathematical model

We consider a system of nonlinear equations coupling two phase flow in the ground and
the mechanical deformation of the porous media; the porosity ϕ = ϕ(p) depends on the global
pressure p introduced in [1]. The unknowns are the saturation S and the pressure pw of the water
phase. Problem (P) is given by the coupled system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂

∂t

(
ϕ(p)S

) = k div

(
ρwkrwo(S)

μw

∇pw

)
+ α

(
fw(S∗)(p − p)+ − fw(S)(p − p)−

)
,

∂

∂t

(
ϕ(p)(1 − S)

) = k div

(
ρokrow(S)

μo

∇(pw + pc)

)
+ α

(
fo(S

∗)(p − p)+ − fo(S)(p − p)−
)
,

(2.1)

in QT = Ω × (0, T ], together with the boundary and initial conditions
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⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∇pw · n = 0 on ∂Ω × (0, T ],
∇(pw + pc) · n = 0 on ∂Ω × (0, T ],
∇S.n = 0 on ∂Ω × (0, T ],
S(x,0) = S0(x) in Ω ,

p(x,0) = p0(x) in Ω ,

(2.2)

where

• a+ = max(0, a) and a− = max(0,−a),
• pc = pc(S) is the capillary pressure, which is decreasing function,
• krij = krij (S) is the mobility of the phase i in the presence of the phase j , where i, j ∈

{w,o} and i �= j . The functions krwo and krow are respectively increasing and decreasing
functions. Typical expressions in the case of an incompressible nonmiscible flow are given
by

krwo(S) = Sa, krow(S) = (1 − S)a, with a ∈ {1,2,3}, (2.3)

• ρi and μi are respectively the density and the viscosity of the phase i,
• S∗ is a constant such that S∗ ∈ [0,1],
• p = p(x, t) is the global pressure given by

p = pw +
S∫

0

ko(u)

M(u)
p′

c(u) du, (2.4)

where

ki(S) = ρikrij (S)

μi

with i, j ∈ {w,o},
M(S) = kw(S) + ko(S).

For i ∈ {w,o}, we define the function fi by

fi(S) = ki(S)

M(S)
. (2.5)

We remark that 0 � fi(S) � 1 and fw + fo = 1.

2.1. Equivalent form of Problem (P)

We formulate below a problem equivalent to Problem (P) with the saturation S and the global
pressure p as unknown functions. We add up the two equations of system (2.1) to obtain:

∂

∂t
ϕ(p) = k div

(
M(S)∇p

) + α(p − p). (2.6)

We rewrite the first equation of system (2.1) as

∂

∂t

(
ϕ(p)S

) = k�ψ(S) + k div
(
fw(S)M(S)∇p

)
+ α

(
fw(S∗)(p − p)+ − fw(S)(p − p)−

)
, (2.7)

where
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ψ(S) =
S∫

0

−ko(u)kw(u)

M(u)
p′

c(u) du (2.8)

is a continuously differentiable function on [0,1]. We denote by κ its Lipschitz constant. This
yields the first problem equivalent to Problem (P) with the unknown functions (S,p) namely,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∂

∂t
ϕ(p) = k div

(
M(S)∇p

) + α(p − p),

∂

∂t

(
ϕ(p)S

) = k�ψ(S) + k div
(
fw(S)M(S)∇p

)
+ α

(
fw(S∗)(p − p)+ − fw(S)(p − p)−

)
,

(2.9)

in QT , with the boundary and initial conditions⎧⎪⎪⎪⎨⎪⎪⎪⎩
∇p · n = 0 on ∂Ω × (0, T ],
∇ψ(S) · n = 0 on ∂Ω × (0, T ],
S(x,0) = S0(x) in Ω ,

p(x,0) = p0(x) in Ω .

(2.10)

Since it is difficult to apply the maximum principle to the second equation of (2.9) in order to
show that 0 � S � 1 we write a second formulation which allows us to obtain these estimates
for S. We multiply the first equation of (2.9) by fw(S) and subtract it from the second equation
of (2.9). We deduce from a formal computation that:(

S − fw(S)
) ∂

∂t
ϕ(p) + ϕ(p)

∂

∂t
S = k�ψ(S) + kM(S)∇p.∇fw(S)

+ α
(
fw(S∗) − fw(S)

)
(p − p)+, (2.11)

where the function ψ is given by (2.8). Consequently, a second form of Problem (P) with the
unknown functions (S,p) can be written as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂

∂t
ϕ(p) = k div

(
M(S)∇p

) + α(p − p),

∂

∂t
S = k

ϕ(p)
�ψ(S) + kM(S)

ϕ(p)
∇p.∇fw(S) + α

ϕ(p)

(
fw(S∗) − fw(S)

)
(p − p)+

− (S − fw(S))

ϕ(p)

∂

∂t
ϕ(p),

(2.12)

with again the boundary and initial conditions (2.10).

2.2. Hypothesis

We suppose that the following hypotheses are satisfied:

(H0) Ω is a bounded domain of R
n, ∂Ω ∈ C5+β, with β a given constant in (0,1);

(H1) M is a differentiable function in [0,1] given by

M(S) = ρw
Sa + ρo

(1 − S)a, (2.13)

μo μo
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so that there exist positive constants M∗ and M∗ such that

0 < M∗ � M(S) � M∗ in [0,1]; (2.14)

(H2) α = α(x) is a continuous function on Ω and we define α∗ = supΩ α;
(H3) p = p(x) � 0 is a continuous function on Ω and we also define p∗ = infΩ p and p∗ =

supΩ p, so that 0 � p∗ � p∗;
(H4) ϕ is a continuously differentiable, strictly increasing function on [p∗,p∗], such that

ϕ(p∗) > 0;
(H5) ψ ∈ C1([0,1]) satisfies

C∗Sm−1 � ψ ′(S) � C∗Sm−1 for 0 � S � 1, with m ∈ N
∗,

and the constant a in (2.13) satisfies

a � max

(
1,

m − 1

2

)
; (2.15)

(H6) fw is a continuous differentiable and increasing function on [0,1] such that

0 � fw � 1, fw(0) = 0 and fw(1) = 1; (2.16)

(H7) (p0, S0) ∈ (L2(Ω))2 satisfies

p∗ � p0 � p∗ a.e. Ω, (2.17)

and

0 � S0 � 1 a.e. Ω. (2.18)

2.3. Notations

Further we recall the standard definitions of Hölder spaces (cf., [6]). Let m ∈ N and 0 < β < 1.

Let f be a continuous function defined in QT such that all its derivatives of the form ∂r+sf
∂tr ∂xs , with

2r + s � m, are continuous. We define the norm |f |m+β,
m+β

2
QT

by

|f |m+β,
m+β

2
QT

=
m∑

j=0

〈f 〉(j) + 〈f 〉(m+β)
QT

, (2.19)

such that

〈f 〉(j) =
∑

2r+s=j

max
QT

∣∣∣∣ ∂r+sf

∂tr∂xs

∣∣∣∣,
〈f 〉(m+β)

QT
=

∑
2r+s=m

〈
∂r+sf

∂tr∂xs

〉(β)

x,QT

+
∑

2r+s=m

〈
∂r+sf

∂tr∂xs

〉(
β
2 )

t,QT

,

〈f 〉(β)
x,QT

= sup
(x1,t),(x2,t)∈QT

|f (x1, t) − f (x2, t)|
|x1 − x2|β ,

〈f 〉(
β
2 )

t,QT
= sup

|f (x, t1) − f (x, t2)|
β
2

.

(x,t1),(x,t2)∈QT |t1 − t2|
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We denote by Cm+β,
m+β

2 (QT ) the functional space of functions f such that |f |m+β,
m+β

2
QT

< +∞:

it is a Banach space with the norm |.|m+β,
m+β

2
QT

.

2.4. Weak solutions of Problem (P)

In general, a solution of the degenerate parabolic Problem (P) is not smooth. Hence, we have
to define weak solutions.

Definition 2.4.1. We say that (p,S) ∈ (L∞(QT ))2 is a weak solution of Problem (P), if it
satisfies:

(i) p ∈ L2(0, T ;H 1(Ω)) and ψ(S) ∈ L2(0, T ;H 1(Ω));
(ii) the integral equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫ ∫
QT

ϕ(p)∂tv dxdt =
∫ ∫
QT

(
kM(S)∇p.∇v − α(p − p)v

)
dxdt

−
∫
Ω

ϕ(p0)v(0) dx,

∫ ∫
QT

ϕ(p)S∂tv dxdt =
∫ ∫
QT

(
−kψ(S)�v + kfw(S)M(S)∇p.∇v

− α
(
fw(S∗)(p − p)+ − fw(S)(p − p)−

)
v
)

dxdt

−
∫
Ω

ϕ(p0)S0v(0) dx,

(2.20)

for all v in

V =
{
w ∈ C2,1(QT ), w(., T ) = 0 in Ω,

∂w

∂n
= 0 on ∂Ω × [0, T ]

}
.

3. A sequence of approximate problems (Pε)

In order to prove the existence of a solution of Problem (P), we introduce a sequence of
regularized problems (Pε). Let ε be a real constant small enough, we define the sequences:

• {ϕε}ε>0 ∈ C∞(R) such that

ϕε ε→0
−−−→ ϕ uniformly in the interval [p∗,p∗],

ϕ(p∗) � ϕε(p) � ϕ(p∗) + 1,

0 < cε � ϕ′
ε(p) for all p ∈ R,

ϕ′
ε(p) � sup

[p∗,p∗]
ϕ′ for all p ∈ [p∗,p∗], (3.1)

where cε is a constant depending on ε;
6



• αε ∈ C∞
0 (Ω) such that

αε ε→0
−−−→ α in L2(Ω) and a.e. in Ω, αε � α∗; (3.2)

• pε ∈ C∞
0 (Ω) such that

pε ε→0
−−−→ p in L2(Ω) and a.e. in Ω, p∗ � pε � p∗; (3.3)

• S0,ε ∈ C∞
0 (Ω) such that

S0,ε ε→0
−−−→ S0 in L2(Ω) and a.e. in Ω, 0 � S0,ε � 1; (3.4)

• p0,ε ∈ C∞
0 (Ω) such that

p0,ε ε→0
−−−→ p0 in L2(Ω) and a.e. in Ω, p∗ � p0,ε � p∗; (3.5)

• ψε ∈ C∞(R) such that

ψε ε→0
−−−→ ψ in C1([0,1]),

C∗Sm−1 + λ∗ε � ψ ′
ε(S) � C∗Sm−1 + λ∗ε in [0,1], (3.6)

where λ∗ and λ∗ are strictly positive constants depending on ψ .

For all r ∈ R, we define the functions

a+(r) = r+ and a−(r) = r−

and sequences of functions {a+
ε }ε>0 and {a−

ε }ε>0 in C∞(R) such that

a−
ε (r) = a+

ε (r) − r, (3.7)

and

• a+
ε → a+ and a−

ε → a− uniformly on each compact set of R;
• 0 � a+′

ε � 1, −1 � a−′
ε � 0, a+

ε � 0 and a−
ε � 0.

Next we consider the sequence of regularized problems (Pε):⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂

∂t
S = k

ϕε(p)
�ψε(S) + kM(S)

ϕε(p)
∇p.∇fw(S)

+ αε

ϕε(p)

(
fw(S∗)−fw(S)

)
a+
ε (pε − p)− (S −fw(S))

ϕε(p)

∂

∂t
ϕε(p), in QT ,

∂

∂t
ϕε(p) = k div

(
M(S)∇p

) + αε(pε − p), in QT ,

(3.8)

with the following boundary and initial conditions:⎧⎪⎪⎪⎨⎪⎪⎪⎩
∇S · n = 0 on ∂Ω × (0, T ],
∇p · n = 0 on ∂Ω × (0, T ],
S(x,0) = S0,ε(x) x ∈ Ω ,

p(x,0) = p0,ε(x) x ∈ Ω .

(3.9)
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Theorem 3.1 (Classical solution of the approximate problem (Pε)). For all ε > 0, there exists a

classical solution (pε, Sε) ∈ (C5+β,
5+β

2 (QT ))2 of the approximate problem (Pε). This solution
satisfies

p∗ � pε � p∗ and 0 � Sε � 1.

Proof. We define the closed convex set

Kε := {
w ∈ C5+β,

5+β
2 (QT ), p∗ � w � p∗ in QT , w(x,0) = p0,ε(x) in Ω,

∇w · n = 0 on ∂Ω × (0, T ]}. (3.10)

For an arbitrary element pε of Kε , we consider the problem (PS
ε )⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂

∂t
S = k

ϕε(pε)
�ψε(S) + kM(S)

ϕε(pε)
∇pε.∇fw(S)

+ αε

ϕε(pε)

(
fw(S∗) − fw(S)

)
a+
ε (pε − pε)

− (S − fw(S))

ϕε(pε)

∂

∂t
ϕε(pε) in Ω × (0, T ],

∇S · n = 0 on ∂Ω × (0, T ],
S(x,0) = S0,ε(x) in Ω .

(3.11)

The problem (PS
ε ) is uniform parabolic so that it possesses a unique classical solution Sε in

C2+β,1+ β
2 (QT ) [6, Theorem 7.4, Chapter 5, p. 491]. Applying the comparison theorem [7,

Lemma 3.6, Chapter 2, p. 61], we obtain

Lemma 3.1. The function Sε is such that

0 � Sε � 1 in QT . (3.12)

Since the coefficients of the differential operator in problem (PS
ε ) are smooth, one can show

that Sε ∈ C5+β,
5+β

2 (QT ) and that

|Sε |5+β,
5+β

2
QT

� B1
ε |pε |5+β,

5+β
2

QT
+ B2

ε , (3.13)

where the positive constants B1
ε and B2

ε only depend on ε and S0,ε . Indeed the idea is to apply
four times [6, Theorem 5.3, Chapter 4, p. 320] to the problem (3.11) which we consider as linear.

We successively show that Sε ∈ Ci+2+β,
i+2+β

2 (QT ) for i = 0,1,2,3. We remark that to obtain
the desired regularity, we have to check compatibility conditions of order i = 0,1,2. Here, the
condition of order i is given by

∇ ∂iSε

∂t i

∣∣∣∣
t=0

· n = 0 on ∂Ω. (3.14)

This condition is satisfied for all i ∈ {0,1,2} thanks to the properties of the sequences
{S0,ε}, {p0,ε}, {pε}, {αε} and to the fact that the functions {pε} belong to the set Kε . Hence,
we obtain (3.13). Let Sε be the solution of problem (3.11); we consider the problem (Pp

ε ) given
by
8



⎧⎪⎪⎨⎪⎪⎩
∂

∂t
ϕε(p) = k div

(
M(Sε)∇p

) + αε(pε − p) in Ω × (0, T ],
∇p · n = 0 on ∂Ω × (0, T ],
p(x,0) = p0,ε(x) in Ω .

(3.15)

The parabolic equation in problem (Pp
ε ) is uniform parabolic and we deduce from [6, Theo-

rem 7.4, Chapter 5, p. 491] that it possesses a unique classical solution p̂ε ∈ C2+β,1+ β
2 (QT ).

Applying the comparison theorem [7, Lemma 3.6, Chapter 2, p. 61], we obtain the following
bounds

Lemma 3.2. The function p̂ε is such that

p∗ � p̂ε(x, t) � p∗ in QT . (3.16)

Since the coefficients of the partial differential equation in Problem (Pp
ε ) are smooth, we

apply five times [6, Theorem 5.3, Chapter 4, p. 320] to problem (3.15) to deduce that p̂ε ∈
C6+β,

6+β
2 (QT ) and that

|p̂ε |6+β,
6+β

2
QT

� M1
ε |Sε |5+β,

5+β
2

QT
+ M2

ε , (3.17)

where the positive constants M1
ε and M2

ε only depend on ε,p0,ε . To do that, we successively

show that p̂ε ∈ Ci+2+β,
i+2+β

2 (QT ) for i = 0, . . . ,4. We have to verify the compatibility condi-
tions of order i = 0, . . . ,4, which reduce to

∇ ∂ip̂ε

∂t i

∣∣∣∣
t=0

· n = 0 on ∂Ω. (3.18)

These conditions are satisfied thanks to the properties of sequences {S0,ε}, {p0,ε}, {pε}, {αε}
and {Sε}. Thus, we have defined a map F :pε → p̂ε from K into itself. In order to apply the
Schauder fixed point theorem, we have to show that the map F is compact and continuous.

Compactness: We define the closed bounded set of Kε ,

BC =
{
w ∈ Kε, |w|5+β,

5+β
2

QT
� C

}
.

We show below that F(BC) is compact in Kε . Let p be arbitrary in BC and let Sε the solution

of (3.11). Since |p|5+β,
5+β

2
QT

� C and in view of (3.13), we obtain

|Sε |5+β,
5+β

2
QT

� M̃(C), (3.19)

where M̃(C) is a positive constant depending on C. Let p̂ε = F(p) be the solution of problem
(3.15). From (3.17), we get

|p̂ε |6+β,
6+β

2
QT

� C̃(C), (3.20)

where C̃(C) is a positive constant depending on C. Hence, we have proved that

F(BC) ⊂ {
w ∈ C6+β,

6+β
2 (QT ), |w|6+β,

6+β
2 (QT ) � C̃(C)

}
,

9



so that F(BC) is bounded in C6+β,
6+β

2 (QT ) and since the embedding from C6+β,
6+β

2 (QT ) into

C5+β,
5+β

2 (QT ) is compact, we deduce that F(BC) is compact in Kε and finally the map F is
compact.

Continuity: Let {pδ}δ>0 ⊂ Kε be such that

pδ

δ→0
−−−→ p ∈ Kε in C5+β,

5+β
2 (QT ). (3.21)

There exist a sequence of functions {Sδ
ε }δ>0 and a function Sε in C5+β,

5+β
2 (QT ) satisfying⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂

∂t
Sδ

ε = k

ϕε(pδ)
�ψε

(
Sδ

ε

) + kM(Sδ
ε )

ϕε(pδ)
∇pδ.∇fw

(
Sδ

ε

)
+ αε

ϕε(pδ)

(
fw(S∗) − fw

(
Sδ

ε

))
a+
ε

(
pε − pδ

)
− (Sδ

ε − fw(Sδ
ε ))

ϕε(pδ)

∂

∂t
ϕε

(
pδ

)
in Ω × [0, T ],

∇Sδ
ε · n = 0 on ∂Ω × [0, T ],

Sδ
ε (x,0) = S0,ε(x) in Ω ,

(3.22)

and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂

∂t
Sε = k

ϕε(p)
�ψε(Sε) + kM(Sε)

ϕε(p)
∇p.∇fw(Sε)

+ αε

ϕε(p)

(
fw(S∗) − fw(Sε)

)
a+
ε (pε − p)

− (Sε − fw(Sε))

ϕε(p)

∂

∂t
ϕε(p) in Ω × [0, T ],

∇Sε · n = 0 on ∂Ω × [0, T ],
Sε(x,0) = S0,ε(x) in Ω .

(3.23)

Since the sequence {pδ}δ>0 is bounded, in view of (3.13) and of the compactness of the embed-

ding from C5+β,
5+β

2 (QT ) into C4+β,
4+β

2 (QT ), there exist a function Ŝε ∈ C5+β,
5+β

2 (QT ) and a

subsequence {Sδn
ε }n�0 such that S

δn
ε δn→0−−−→ Ŝε in C4+β,

4+β
2 (QT ). Let δn tend to 0 in problem

(3.22); by the uniqueness of the solution of problem (3.23), we deduce that Ŝε coincides with Sε .
Let (p̂

δn
ε )n>0 be the sequence of solutions of the problems⎧⎪⎪⎨⎪⎪⎩

∂

∂t
ϕε

(
p̂δn

ε

) = k div
(
M

(
Sδn

ε

)∇p̂δn
ε

) + αε

(
pε − p̂δn

ε

)
in Ω × [0, T ],

∇p
δn
ε · n = 0 in ∂Ω × [0, T ],

p
δn
ε (x,0) = p0,ε(x) in Ω .

(3.24)

In view of (3.17) and of the compactness of the embedding from C6+β,
6+β

2 (QT ) into

C5+β,
5+β

2 (QT ), there exist a function θε ∈ C6+β,
6+β

2 (QT ) and a subsequence (p̂
δn
ε )n>0, which

we also denote by (p̂
δn
ε )n>0, such that

pδn
ε δn→0−−−→ θε in C5+β,

5+β
2 (QT ).

Letting δn tend to 0 in problem (3.24), we deduce that θε satisfies the problem
10



⎧⎪⎪⎨⎪⎪⎩
∂

∂t
ϕε(θε) = k div

(
M(Sε)∇θε

) + αε(pε − θε) in Ω × [0, T ],
∇θε · n = 0 on ∂Ω × [0, T ],
θε(x,0) = p0,ε(x) in Ω .

(3.25)

On the other hand, the function p̂ε = F(p) satisfies problem (3.25) as well. By the uniqueness
of the solution [6, Theorem 7.4, Chapter 5, p. 491] we deduce that

θε =F(p).

We conclude that the application F : p̃ → p̂ε is continuous and compact for the topology of

C5+β,
5+β

2 (QT ) from the convex closed set Kε into itself. Therefore it follows from the Schauder
fixed point theorem that there exists a pair of functions (Sε,pε) satisfying Problem (Pε).

We formally showed above the correspondence between two formulations of Problem (P);
the regularity of the coefficients in (3.8)–(3.9) and (3.26)–(3.9) and the fact that

a+
ε (r) − a−

ε (r) = r, for all r ∈ R,

allow us to obtain the following result.

Lemma 3.3. The regularized Problem (Pε) is equivalent to the problem⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∂

∂t
ϕε(p) = k div

(
M(S)∇p

) + αε(pε − p), in QT ,

∂

∂t

(
ϕε(p)S

) = k�ψε(S) + k div
(
fw(S)M(S)∇pε

)
+ αε

(
fw(S∗)a+

ε (pε − p) − fw(S)a−
ε (pε − p)

)
, in QT ,

(3.26)

with the boundary and initial conditions given in (3.9).

Lemma 3.4 (A priori estimates for pε ). Let (pε, Sε) be a solution of the Problem (Pε); there
exists a positive constant C independent of ε such that

(i) ‖pε‖L2(0,T ;H 1(Ω)) � C,

(ii)
∥∥ϕε(pε)

∥∥
L2(0,T ;H 1(Ω))

� C,

(iii)

∥∥∥∥ ∂

∂t
ϕε(pε)

∥∥∥∥
L2(0,T ;(H 1(Ω))′)

� C. (3.27)

Proof. (i) We multiply the second equation of problem (3.8) by pε and integrate on QT . We
obtain:∫ ∫

QT

pε

∂

∂t
ϕε(pε) dxdt +

∫ ∫
QT

kM(Sε)(∇pε)
2 dxdt =

∫ ∫
QT

αε(pε − pε)pε dxdt.

We define the function

Φε(s) =
s∫
rϕ′

ε(r) dr.
0

11



We have that∫ ∫
QT

pε

∂

∂t
ϕε(pε) dxdt =

∫ ∫
QT

∂

∂t
Φε(pε) dxdt =

∫
Ω

(
Φε

(
pε(., T )

) − Φε(p0,ε)
)
dx.

Hence∫
Ω

Φε

(
pε(., T )

)
dx+kM∗

∫ ∫
QT

(∇pε)
2 dxdt �

∫ ∫
QT

αε(pε −pε)pε dxdt +
∫
Ω

Φε(p0,ε) dx,

which implies

kM∗
∫ ∫
QT

(∇pε)
2 dxdt � α∗T |Ω|p∗2 + |Ω|p∗2 sup

[p∗,p∗]
ϕ′(p).

(ii) In view of (3.1) we immediately deduce (ii) from (i).
(iii) Let φ ∈ L2(0, T ;H 1(Ω)), we have

∣∣∣∣∣
T∫

0

〈
∂

∂t
ϕε(pε),φ

〉∣∣∣∣∣ � k

∫ ∫
QT

∣∣M(Sε)∇pε.∇φ
∣∣dxdt +

∫ ∫
QT

∣∣αε(pε − pε)φ
∣∣dxdt

� kM∗‖∇pε‖L2(QT )‖∇φ‖L2(QT ) + α∗p∗|QT |‖φ‖L2(QT )

� C‖φ‖L2(0,T ;H 1(Ω)),

which completes the proof of (iii). �
Lemma 3.5 (A priori estimates for Sε ). Let (pε, Sε) be a solution of Problem (Pε); there exists
a positive constant C independent of ε such that

(i)
∫ ∫
QT

∣∣∇Gε

(
Sε(x, t)

)∣∣2
dxdt � C,

(ii)
∫ ∫
QT

∣∣∇ψε

(
Sε(x, t)

)∣∣2
dxdt � C,

(iii)
∫ ∫
QT

∣∣∇K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

)∣∣2
dxdt � C,

(iv)

T∫
0

∫
Ωξ

(
K

(
ϕε

(
pε(x + ξ, t)

)
Sε(x + ξ, t)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))2
dxdt � C|ξ |2,

(v)

T −τ∫ ∫ (
K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))2
dxdt � Cτ,
0 Ω

12



where

Gε(S) =
S∫

0

√
C∗rm−1 + λ∗ε dr, K(r) = 1

m
rm, (3.28)

and

Ωξ := {x ∈ Ω | x + rξ ∈ Ω for all 0 � r � 1}.

Proof. (i) We multiply the second equation of (3.26) by ϕε(pε)Sε and integrate on QT . This
yields

I0 + I1 + I2 + I3 + I4 + I5 = 0, (3.29)

where

I0 =
∫ ∫
QT

1

2

∂

∂t

(
ϕε(pε)Sε

)2
dxdt,

I1 = k

∫ ∫
QT

ϕε(pε)ψ
′
ε(Sε)(∇Sε)

2 dxdt,

I2 = k

∫ ∫
QT

Sεψ
′
ε(Sε)∇Sε∇ϕε(pε) dxdt,

I3 = k
ρw

μw

∫ ∫
QT

Sa+1
ε ∇pε∇ϕε(pε) dxdt,

I4 = k
ρw

μw

∫ ∫
QT

ϕε(pε)S
a
ε ∇Sε∇pε dxdt,

I5 = −
∫ ∫
QT

αε

(
fw(S∗)a+

ε (pε − pε) − fw(Sε)a
−
ε (pε − pε)

)
ϕε(pε)Sε dxdt.

We have to estimate each of the quantities I0, I1 I2, I3, I4 and I5. We have that

I0 =
∫
Ω

1

2

(
ϕε

(
pε(x, T )

)
Sε(x, T )

)2
dx −

∫
Ω

1

2

(
ϕε

(
p0,ε(x)

)
Sε,0(x)

)2
dx

� −1

2
|Ω|ϕ(p∗). (3.30)

For I1, we have

I1 = k

∫ ∫
QT

ϕε(pε)
(√

ψ ′
ε(Sε)∇Sε

)2
dxdt

� kϕ(p∗)
∫ ∫
QT

((√
C∗Sm−1

ε + λ∗ε
)∇Sε

)2
dxdt

� kϕ(p∗)
∫ ∫ (∇Gε(Sε)

)2
dxdt. (3.31)
QT

13



Next we estimate I2,

|I2| = k

∣∣∣∣ ∫ ∫
QT

Sεψ
′
ε∇Sε∇ϕε(pε) dxdt

∣∣∣∣
� k

c1

2

∫ ∫
QT

S2
ε

(
ψ ′(Sε)

)2
(∇Sε)

2 dxdt + k

2c1

∫ ∫
QT

(∇ϕε(pε)
)2

dxdt

� kc1

∫ ∫
QT

S2
ε

(
C∗2S2(m−1)

ε + λ∗2
ε2)(∇Sε)

2 dxdt + k

2c1

∫ ∫
QT

(∇ϕε(pε)
)2

dxdt.

Choosing ε � min(1, λ∗C∗2

λ∗2C∗
) and Sε � 1, we obtain

|I2| � kc1
C∗2

C∗

∫ ∫
QT

(
C∗Sm−1

ε + λ∗ε
)
(∇Sε)

2 dxdt + k

2c1

∫ ∫
QT

(∇ϕε(pε)
)2

dxdt

� kc1
C∗2

C∗

∫ ∫
QT

(∇Gε(Sε)
)2

dxdt + k

2c1

∫ ∫
QT

(∇ϕε(pε)
)2

dxdt. (3.32)

For I3, we have

|I3| � k

2

ρw

μw

∫ ∫
QT

(∇pε)
2 dxdt + k

2

ρw

μw

∫ ∫
QT

(∇ϕε(pε)
)2

dxdt. (3.33)

For I4, we write

|I4| � kc2

2

ϕ(p∗)ρw

μw

∫ ∫
QT

(
Sa

ε ∇Sε

)2
dxdt + k

2c2

ϕ(p∗)ρw

μw

∫ ∫
QT

(∇pε)
2 dxdt.

In view of condition (2.15), we deduce the following inequalities:

I4 � kc2

2

ρw

μw

ϕ(p∗)
∫ ∫
QT

Sm−1
ε (∇Sε)

2 dxdt + k

2c2

ρw

μw

ϕ(p∗)
∫ ∫
QT

(∇pε)
2 dxdt

� kc2

2

ρw

μw

ϕ(p∗)
C∗

∫ ∫
QT

(
C∗Sm−1

ε + λ∗ε
)
(∇Sε)

2 dxdt + k

2c2

ρw

μw

ϕ(p∗)
∫ ∫
QT

(∇pε)
2 dxdt

� kc2

2

ρw

μw

ϕ(p∗)
C∗

∫ ∫
QT

(∇Gε(Sε)
)2

dxdt + k

2c2

ρw

μw

ϕ(p∗)
∫ ∫
QT

(∇pε)
2 dxdt. (3.34)

Finally, we have

I5 � α∗ϕ(p∗)|Ω|T 2(p∗ − p∗). (3.35)

We deduce from (3.29) that

I0 = −I1 − I2 − I3 − I4 − I5,

which combined with (3.30)–(3.35) implies that
14



kϕ(p∗)
∫ ∫
QT

(∇Gε(Sε)
)2

dxdt

� I1 � −I0 + |I2| + |I3| + |I4| + |I5|
� 1

2
|Ω|ϕ(p∗) +

(
kc1

C∗2

C∗
+ kc2

2

ρw

μw

ϕ(p∗)
C∗

)∫ ∫
QT

(∇Gε(Sε)
)2

dxdt

+
(

k

2c1
+ k

2

ρw

μw

)∫ ∫
QT

(∇ϕε(pε)
)2

dxdt

+ ρw

μw

(
k

2
+ k

2c2
ϕ(p∗)

)∫ ∫
QT

(∇pε)
2 dxdt. (3.36)

Choosing suitable constants c1 and c2 and substituting Lemma 3.4 into (3.36) we deduce (i).

(ii) It follows from (3.6), (i) and (3.12) that for all ε � min(1, λ∗C∗2

λ∗2C∗
),∫ ∫

QT

∣∣∇ψε

(
Sε(x, t)

)∣∣2
dxdt =

∫ ∫
QT

(
C∗Sm−1

ε + λ∗ε
)2

(∇Sε)
2 dxdt

� 2
∫ ∫
QT

(
C∗2(Sm−1

ε

)2 + λ∗2ε2)(∇Sε)
2 dxdt

� 2
C∗2

C∗

∫ ∫
QT

(∇Gε

(
Sε(x, t)

))2
dxdt � C.

(iii) For all ε � min(1, λ∗C∗2

λ∗2C∗
), we have∫ ∫

QT

∣∣∇K
(
ϕε(pε)Sε

)∣∣2
dxdt

� ϕm−1(p∗)
∫ ∫
QT

∣∣∇ϕε(pε)
∣∣2

dxdt + ϕ2m(p∗)
∫ ∫
QT

∣∣Sm−1
ε ∇Sε

∣∣2
dxdt

� ϕm−1(p∗)
∫ ∫
QT

∣∣∇ϕε(pε)
∣∣2

dxdt + ϕ2m(p∗)
C∗

∫ ∫
QT

∣∣∇Gε(Sε)
∣∣2

dxdt.

We deduce (iii) from Lemma 3.4(i) and (ii).
(iv) Using (iii), it follows that

T∫
0

∫
Ωξ

(
K

(
ϕε

(
pε(x + ξ, t)

)
Sε(x + ξ, t)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))2
dxdt

=
T∫

0

∫
Ω

( 1∫
0

∇K
(
ϕε

(
pε(x + rξ, t)

)
Sε(x + rξ, t)

)
.ξ dr

)2

dxdt
ξ
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�
T∫

0

∫
Ωξ

( 1∫
0

(
∇K

(
ϕε

(
pε(x + ξ, t)

)
Sε(x + ξ, t)

))2
dr

)( 1∫
0

ξ2 dr

)
dxdt

� C4|ξ |2.
(v) We set

J0 =
T −τ∫
0

∫
Ω

(
K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))2
dxdt,

which by (3.1) implies that

J0 � A∗
T −τ∫
0

∫
Ω

(
K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))
× (

ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ) − ϕε

(
pε(x, t)

)
Sε(x, t)

)
dxdt

= A∗
T −τ∫
0

∫
Ω

(
K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))

×
τ∫

0

∂

∂t

(
ϕε

(
pε(x, t + r)

)
Sε(x, t + r)

)
dr dxdt,

with A∗ = (ϕ(p∗) + 1)m−1; hence, we deduce that

J0 � J1 +J2 +J3,

with

J1 =
τ∫

0

T −τ∫
0

∫
Ω

(
K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))
× �ψε

(
Sε(x, t + r)

)
dxdt dr,

J2 =
τ∫

0

T −τ∫
0

∫
Ω

(
K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))
× div

(
Sa

ε (x, t + r)∇pε(x, t + r)
)
dxdt dr,

J3 =
τ∫

0

T −τ∫
0

∫
Ω

(
K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) −K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))
× αε(x)

(
fw(S∗)a+

ε

(
pε(x) − pε(x, t + r)

)
− fw

(
Sε(x, t + r)

)
a−
ε

(
pε(x) − pε(x, t + r)

))
dxdt dr.

We integrate J1 and J2 by parts to obtain on the one hand
16



J1 = −
τ∫

0

T −τ∫
0

∫
Ω

(
∇K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) − ∇K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))
× ∇ψε

(
Sε(x, t + r)

)
dxdt dr

� 2

τ∫
0

T∫
0

∫
Ω

(
∇K

(
ϕε

(
pε(x, t)

)
Sε(x, t)

))2
dxdt dr +

τ∫
0

T∫
0

∫
Ω

(∇ψε

(
Sε(x, t)

))2
dxdt dr

� C1τ

and on the other hand

J2 = −
τ∫

0

T −τ∫
0

∫
Ω

Sa
ε (x, t + r)∇pε(x, t + r)

×
(
∇K

(
ϕε

(
pε(x, t + τ)

)
Sε(x, t + τ)

) − ∇K
(
ϕε

(
pε(x, t)

)
Sε(x, t)

))
dxdt dr.

Applying the Cauchy–Schwarz inequality we obtain

J2 � 2M∗
τ∫

0

T∫
0

∫
Ω

(
∇K

(
ϕε

(
pε(x, t)

)
Sε(x, t)

))2
dxdt dr

+ M∗
τ∫

0

T∫
0

∫
Ω

(∇pε(x, t)
)2

dxdt dr

� C2τ,

whereas we easily get that

J3 � C3τ, (3.37)

with C3 = 2
m

T |Ω| α∗(ϕ(p∗) + 1)m(p∗ − p∗). Collecting the previous estimates, we deduce that

J0 � Cτ. �
4. Convergence to a weak solution of Problem (P)

Theorem 4.1. There exists a weak solution (p,S) ∈ (L∞(QT ))2 of Problem (P).

Proof. Let (pε, Sε) be a classical solution pair of the regularized problem (Pε). We deduce from
Lemma 3.4(ii) and (iii) that the family of the functions {ϕε(pε)}ε is relatively compact in L2(QT )

[8]; consequently there exist a subsequence {ϕεn(pεn)}εn and a function η ∈ L2(QT ) such that

ϕεn(pεn) n→∞−−−−→ η in L2(QT ) and a.e. in QT . (4.1)

Further we deduce from the bound p∗ � p̂ε(x, t) � p∗ that there exists a function p ∈ L2(QT )

such that

pεn ⇀p. (4.2)

n→∞
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We have that∥∥ϕ(pεn) − η
∥∥

L2(QT )
�

∥∥ϕ(pεn) − ϕεn(pεn)
∥∥

L2(QT )
+ ∥∥ϕεn(pεn) − η

∥∥
L2(QT )

. (4.3)

Since ϕεn converge uniformly to ϕ in [p∗,p∗] deduce that∥∥ϕ(pεn) − ϕεn(pεn)
∥∥

L2(QT )
→ 0, (4.4)

so that

ϕ(pεn) n→∞−−−−→ η in L2(QT ). (4.5)

Finally, (4.2), (4.5) and [3, Lemma 6.1] imply that

ϕ(pεn) n→∞−−−−→ ϕ(p) in L2(QT ). (4.6)

We deduce that there exists a subsequence {pεn}n such that

pεn n→∞−−−−→ p in L2(QT ) and a.e. in QT . (4.7)

Moreover

p∗ � p � p∗ a.e. in QT , (4.8)

0 � S � 1 a.e. in QT , (4.9)

∇pεn ⇀
n→∞ ∇p in L2(QT ). (4.10)

Next we consider the sequence {Sεn}. In view of the estimates (iv)–(v) of Lemma 3.5, (3.12) and
(3.16), we can apply Fréchet–Kolmogorov theorem to show the compactness of the sequence
functions {K(ϕε(pε)Sε)}ε>0 and thus deduce that there exist a subsequence {K(ϕεn(pεn)Sεn)}n∈N

and a function χ ∈ L2(QT ) such that

K(ϕεn(pεn)Sεn) n→∞−−−−→ χ in L2(QT ) and a.e. in QT . (4.11)

We deduce from the strict monotony of the function K that,

ϕεn(pεn)Sεn n→∞−−−−→ K−1(χ) in L2(QT ) and a.e. in QT , (4.12)

where K−1 is the inverse of the function K. We deduce from (4.1), (4.6) and (4.12) that

Sεn n→∞−−−−→ K−1(χ)

ϕ(p)
a.e. in QT . (4.13)

Since 0 � Sε � 1, on the one hand there exists a function S in L2(QT ) such that

Sεn ⇀
n→∞ S in L2(QT ), (4.14)

and on the other hand we deduce from Lebesgue dominated convergence theorem that

Sεn n→∞−−−−→ K−1(χ)

ϕ(p)
in L2(QT ). (4.15)

We deduce that

Sεn n→∞−−−−→ S in L2(QT ) and a.e. in QT . (4.16)

Since
18



∥∥ψεn(Sεn) − ψ(S)
∥∥

L2(QT )
�

∥∥ψεn(Sεn) − ψ(Sεn)
∥∥

L2(QT )
+ ∥∥ψ(Sεn) − ψ(S)

∥∥
L2(QT )

n→∞−−−−→ 0,

it follows that

ψεn(Sεn) n→∞−−−−→ ψ(S) in L2(QT ), (4.17)

so that also by Lemma 3.5(ii)

∇ψεn(Sεn) ⇀
n→∞ ∇ψ(S) in L2(QT ). (4.18)

We will use below the uniform convergence of the sequences a+
ε and a−

ε to a+ and a− respec-
tively on the interval [p∗ − p∗,p∗ − p∗] and the estimates∥∥a+′

ε

∥∥
L∞(R)

� 1 and
∥∥a−′

ε

∥∥
L∞(R)

� 1.

It follows from the convergence property (3.3) that∥∥a+
ε (pε − pε) − (p − p)+

∥∥
L2(QT )

�
∥∥a+

ε (pε − pε) − (pε − pε)
+∥∥

L2(QT )
+ ∥∥(pε − pε)

+ − (p − p)+
∥∥

L2(QT )

n→∞−−−−→ 0 (4.19)

and similarly that∥∥a−
ε (pε − pε) − (p − p)−

∥∥
L2(QT )

�
∥∥a−

ε (pε − pε) − (pε − pε)
−∥∥

L2(QT )
+ ∥∥(pε − pε)

− − (p − p)−
∥∥

L2(QT )

n→∞−−−−→ 0. (4.20)

We multiply the first and second equation of system (3.26) by v ∈ V and integrate over QT . We
obtain∫ ∫

QT

ϕεn

(
pεn(x, t)

) ∂

∂t
v(x, t) dxdt

= k

∫ ∫
QT

M(Sεn)∇pεn∇v dxdt −
∫ ∫
QT

αεn(pεn − pεn)v dxdt

−
∫
Ω

ϕεn

(
p0,εn(x)

)
v(x,0) dx (4.21)

and

−
∫ ∫
QT

ϕεn(pεn)Sεn

∂

∂t
v dxdt

= −k

∫ ∫
QT

∇ψεn(Sεn)∇v dxdt − k

∫ ∫
QT

fw(Sεn)M(Sεn)∇pεn∇v dxdt

+
∫ ∫
QT

αεn

(
fw(S∗)a+

εn
(pεn − p) − fw(Sεn)a

−
εn

(pεn − p)
)
v dxdt

+
∫

ϕεn(p0,εn)S0,εnv(.,0) dx. (4.22)
Ω

19



Because of the convergence properties established above, we can easily pass to the limit in (4.21)
and (4.22) as εn → 0. We obtain∫ ∫

QT

ϕ(p)∂tv dxdt =
∫ ∫
QT

(
kM(S)∇p.∇v − α(p − p)v

)
dxdt −

∫
Ω

ϕ(p0)v(0) dx

and ∫ ∫
QT

ϕ(p)S∂tv dxdt =
∫ ∫
QT

(−kψ(S)�v + kfw(S)M(S)∇p.∇v

− α
(
fw(S∗)(p − p)+ − fw(S)(p − p)−

)
v
)
dxdt

−
∫
Ω

ϕ(p0)S0v(0) dx,

which completes the proof. �
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