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Abstract

In this paper, we extend the sequent calculus LKF [LMO09] into a calculus LK(7), allowing
calls to a decision procedure. We prove cut-elimination of LK(7).
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1 The sequent calculus LK(7)

The sequent calculus LK(7) manipulates the formulae of first-order logic, with the specificity
that every predicate symbol is classified as either positive or negative, and boolean connectives
come in two versions: positive and negative.

Definition 1 (Formulae) Literals are predicates (a predicate symbol applied to a list of
first-order terms) or negations of predicates. Literals are equipped with the obvious involutive
negation, and the negation of a literal [ is denoted I*.

Let P be the set of literals that are either predicates with positive predicate symbols, or
negations of predicates with negative predicate symbols.

Positive formulae =~ P = p| AANTB| AvTB | 324
Negative formulae NN w= p- | AN"B| AVTB|VzA
Formulae A,B == P|N

where p ranges over P.

Definition 2 (Negation) Negation is extended from literals to all formulae:

(p)* = pt )" = p
(ANtB)Y = AV Bt | (AAB)Y = AtvtB*
(AVtB)Y = A'ATBY | (AvTB)Y = AtATBt
(FzA)* = VoAt (Vo A)* = JzAt

Definition 3 (LK(7)) The sequent calculus LK?(7) manipulates two kinds of sequents:
Focused sequents T'Fr [P
Unfocused sequents I' 4+ A

where T is a multiset of negative formulae and positive literals, A is a multiset of formulae,
and P is said to be in the focus of the (focused) sequent. By lit(I') we denote the sub-multiset
of I consisting of its literals.

The rules of LKP(T), given in Figure 1, are of three kinds: synchronous rules, asynchronous
rules, and structural rules. These correspond to three alternating phases in the proof-search
process that is described by the rules.

If S is a set of literals, 7(S) is the call to the decision procedure on the conjunction of all
literals of S. It holds if the procedure returns UNSAT.

2 Admissible rules

Definition 4 (Assumptions on the procedure)
We assume that the procedure calls satisfy the following properties:

Weakening If 7(S) then T(S,5’).
Contraction If 7(S, A, A) then T(S, A).
Instantiation If 7°(S) then T({%}5).
Consistency If 7(S,p) and T(S,p™) then T(S).

where S is a set of literals.

Lemma 1 (Admissibility of weakening and contraction)
The following rules are admissible in LK(T ).

T+ [B] kA
IAF [B] LAFA
I'A A+ [B] LAJAE A
A [B] LAFA
Proof: By induction on the derivation of the premiss. O



Synchronous rules
I [4] I' [B] I F [A] I+ [{}A]

I+ [ANTB] [ F [AvTAg] I' F [3zA4]

T (lit(T), pt)

—— p positive literal ——— p positive literal
Lpt [p) '+ [p]
'EN

— N negative
Tk [N]

Aynchronous rules
' AA '+ B,A D'E A, As, A ' AA

T AN B,A I'H AV Ay, A Tk (VzA), A

LAY A

——— A positive or literal
- AA

x ¢ FV(IT,A)

Structural rules
T, P+ [P] T (lit(I'))
= " P positive —
Pt I+

Figure 1: System LK(T)

Lemma 2 (Admissibility of instantiation) The following rules are admissible in LK(T ).

'+ [B] 'k A
et [Pe)Bl {e)r e {4)a

Proof: By induction on the derivation of the premiss.

3 Invertibility of the asynchronous phase

Lemma 3 (Invertibility of asynchronous rules)
All asynchronous rules are invertible in LK(T ).

Proof: By induction on the derivation proving the conclusion of the asynchronous rule

considered.

e Inversion of AA™ B: by case analysis on the last rule actually used
I'- AN B,C,A’ T+ AN B,D,A’

'+ AN"B,CA D, A’
By induction hypothesis we get
'+ AC A '+ A,D, A dr FB,C,A T'FB,D,A
an
'+ A CA DA '+ B,CA D,A
'+ AN B,C,D, A’

' AN B,CVv™ D, A’

' AC,D,A ' B,C,D,A
By induction hypothesis we get and

' A Cv DA '+ B,Cv™D,A

'+ AN B,C, A
z ¢ FV(I,A', AN B)

'+ AN B, (VzC0), A’



By induction hypothesis we get
' ACA '+ B,C,A
— 2 ¢FV(I,AA)and ——— 1 ¢ FV(T, A, B)
Tk A, (VzC), A’ I'F B, (VzC), A’
[,0" F AN B, A
' AN B,C, A’
By induction hypothesis we get
[,CtF AN r,c*+ B,A
——— C positive or literal and ——— (C positive or literal
' ACA I'- B,C,A
e Inversion of AV™ B
I'- AV ™ B,C,A" TF AV B,D,A’

'+ AV™B,CA™ D, A’

C positive or literal

T'FABCA TFAB,DA
'+ A B,CAN DA

By induction hypothesis we get

I'+ AV~ B,C,D,A
'+ AV B,Cv D, A

'+ A B,C,D,A
' A B,Cv DA

By induction hypothesis we get

'+ AV™B,C, A
I'+ AV™B, (VzC), A

-z ¢ FV(T, A")

' AB,CA
By induction hypothesis we get xz ¢ FV(T,A")
'+ A, B, (VzC), A’

I,Ct+ AV B, A
'+ AV™B,C,A’

C positive or literal

I[,Ct+ A BA
By induction hypothesis we get ———— C positive or literal
'+ A,B,C,A
e Inversion of Vz A
'k (VzA),C,A" T F (VzA),D, A’

Tk (VzA),CA™D,A’

'+ AC A
By induction hypothesis we ggt —————— 2 ¢ FV(I', A’) and ' - A, D, A’
' ACA™ DA
I'F (VzA),C,D, A’

'+ (VzA),Cv™ D, A’

T'F A,C,D,A

By induction hypothesis we get ———M
' A Cv DA
I'F (VzA),D, A’
- x ¢ FV(T,A")
[+ (VzA),(VzD), A’

T ACA
By induction hypothesis we ggt ———— — x ¢ FV([', A')
I'F A, (Vz0), A’
[,C* F (VzA), A
- C' positive or literal
T+ (VzA),C, A’

[,Ct A A
By induction hypothesis we get — (' positive or literal
' ACA
e Inversion of literals and positive formulae (A)
I'FACA TFADA

' ACA DA

LAY+ C,A T,A%+F DA

By induction hypothesis we get
r,A*+Ccan™D,A




Tk A,C,D,A

' ACv DA
LAY+ C,D,A

LAY+ Cv DA

By induction hypothesis

T+ A DA
-—— 2 ¢ FV(T,A)
'+ A, (VzD), A’
LAY+ C A
By induction hypothesis we get x ¢ FV(T,A")
I, AN - (Vz0), A

I[,BT+ A A

——— B positive or literal

'+ A BA

_ _ ) [,AS, BT+ A

By induction hypothesis we get —_—— B positive or literal
AT+ B, A’

4 Cut-elimination

Theorem 4 (cut; and cutz) The following rules are admissible in LK(T ).

T(it(T),p") T,pF A T(lit(L),p") T,pF [B]
cuty cuts
rrA I'H 5l

Proof: By simultaneous induction on the derivation of the right premiss.
We reduce cutg by case analysis on the last rule used to prove the right premiss.
I''p- BA TI'pk C/A

T (lit(T), p) I'p+ BA™C,A
I'+ BA C,A

cuty

reduces to

T(lit(T),p") I,pF BA T(lit(T),p") I,pk C A
cuty cuty
L'+ B,A 'k C,A

'+ BATC, A
[,pF Bi, B2, A T(it(T),p") T,p+ Bi, Bz, A
T(Iit(l"),pl) T'pk BiV B3, A reduces to I'+ By, B2, A
I+ BV By, A et Tk Biv_ Ba, A
I,pt B,A T(lit(),p") I,pk B,A
T(it(T),p™) T,pt VaB,A reduces to ' B,A
T+ VzB, A cuh Tk VaB, A
I,p,B"F A T(lit(T, BX),p") T,p,B"F A
T(it(),p") TI,p+ B,A reduces to BT+ A
L'+ B,A o TFBA

We have T (lit(T'), p=, B*) as we assume the procedure to satisfy weakening.
If P+ e (I, p),

cuty

cuty

cuty

Lpk [P T(it(T),p") Tp~ F [P]
— cut
T (lit(T), p*) Ipk reduces to I'F [P] ?
cuty
I+ I+

as P~ e ().



T(Iit(T), p) (i)
T (lit(T), p™) Ipt wt reduces to —
'+ o

using the assumption of consistency.
We reduce cutz again by case analysis on the last rule used to prove the right premiss.
LpE[B] Tpk[C]

T (lie(T), p™) L,pk [BATC]
cuts
I [BATO]
reduces to
T(it(T),p") T.pk [B] T(it(T),p") T.p+ [C]
cuts cuts
I+ [B] 'k [C]
'+ [BATC]
T,pk [Bi] T(lit(T),p") T,pt [B]
. N — cuts
T(it(T),p~) D,pk [B1V' Bs] reduces to T+ [Bi]
cuts -
I'F [BiVT By) 'k [BiVT By
T,pk [{%}B] T(it(T),p™) T,pt [{%}B] .
S Sk cu
T (lit(T), pt) I',pF [3zB] reduces to T+ [{%}B] ’
cuts P ——
I+ [32B] I'+ [3zB]
I,pF N T(it(l),p") I,pk N
_ cut
T(it(r),p") T,pk [N] reduces to kN '
cuts
'+ [N] '+ [N]
Ifp' €T, p,
T(it(),p") T,pk [p] /
cuts reduces to e [p/] if p el
IFp]
T (lit(T), p™
reduces to w it p'=p
I+ p]
Finally,
T(lit(0), p,p"")
N T 7(it(),p")
7). p*) Lot o] reduces to ————
cuts rr [P,]
I+ p]
since weakening gives T(lit(F)7pL,p/l) and consistency then gives T(Iit(F),p/l)A O

Theorem 5 (cuts, cuty and cuts) The following rules are admissible in LK(T ).
I'H[A] TFASA

cuts
' A
'-N I,NFA I'N RNP[B]
cuty cuts
I'FA I'+ [B]

Proof: By simultaneous induction on the following lexicographical measure:
e the size of the cut-formula (A or N)

e the fact that the cut-formula (A or N) is positive or negative
(if of equal size, a positive formula is considered smaller than a negative formula)

e the height of the derivation of the right premiss



Weakenings and contractions (as they are admissible in the system) are implicitly used
throughout this proof.

In order to eliminate cuts, we analyse which rule is used to prove the left premiss. We
then use invertibility of the negative phase so that the last rule used in the right premiss is
its dual one.

L'+ [A] TF[B '+ A", B+ A I'+[A] TF A" BYA
cuts
T+ [AATB] ' AV B, A reduces to T [B] ' B A
cuts cuts
'+ A '-A
I [A] ' A7, A TF Ay, A N
I'k[A] TFAHA
'k [A1vT Ay T'F AN As A reduces to cuts
cuts A
'k A
I [ A] L'k AN A I'EAY A
— L e T ¢ FV(T, A)
I'F [3z4] 'k (VzAh), A reduces to Tk [{/,} A] I'E({L}Ah),A
cuts cuts
'k A 'k A
using the admissibility of instantiation.
I'FN I'NFA
- — 'FN T,NFA
'k [N] 'k (N7),A reduces to cuty
cuts A
' A
We will describe below how cuty is reduced.
Iippt A
— R Tp,pt A
L,pk [p] Tipk (p),A reduces to - —
cuts ''pk A
T,pk A
using the admissibility of contraction.
T(lit(T),p™) Ipk A N
— . T(lit(T),p™) ''pk A
'+ [p] L'k (p),A reduces to cut;
cuts A
'k A
In order to reduce cuts, we analyse which rule is used to prove the right premiss.
T (lit(T))
e T (lit(T))
'EN I''NF reduces to _
cuty '+
I'F
if N is not an literal (hence, it is not passed on to the procedure).
Tph T (lit(T), p™)
T n T(it(D),p™)  T,pk
T'kop L,p- + reduces to cuty
cuty I'+
'+
if p* is an literal passed on to the procedure.
I,N + [N*] N I,NF [N
e — cuts
r'eN I,N reduces to T+ [NY] I'-N
cuty cuts
'k 'k
I, P* N+ [P] I,P"FN TI,P" NF [P
- cuts
O,PYFN Pt NF reduces to I, Pt + [P
0 cuty —
I, Ptk I, Ptk



I'N+FBA I,NFC,A

I'HN I''NF BA C,A
cuty
' BATC, A
reduces to
'-N I',NF B,A 'HEN I',)NFC,A
cuty cuty
T+ B,A I'FCA
' BATC,A
I''NF B,C,A 'tN I''NF B,C,A
_ cuty
'tN TI''NF BV CA reduces to '+ B,C,A
cuty _
I'EBv CA ' Bv CA
I,NF B,A 'FN I,NFBA
_ cuty
'EN T ,NFVzB A reduces to ' BA
cuty _—
I'-VzB, A I'FVxB, A
IN,B*+ A I''B*FN TI,N,B*F A
B — cuty
N T,Nk BA reduces to I,B "+ A
cuty -
Ik B,A T'F B,A

using weakening, and if B is positive or a negative literal.
We have reduced all cases of cuts; we now reduce the cases for cuts (again, by case analysis
on the last rule used to prove the right premiss).

I''NF[B] T',NF|[C] I'N I,NF [B] I'N I,NF[C
cuts cuts
I'FN I,N + [BATC] reduces to '+ [B] 'k [C]
cuts
'+ [BATC] I'+ [BATC]
I,N + [Bi]
_— I'N TI,NF B
'HEN TI',NHk [Bl\/+Bg] reduces to cuts
cuts 'k [Bj]
I+ [B1V' Bs]
TN+ [{/2}B] N I,NF [{%}B]
b ts
'FN I, N + [3zB] reduces to I'k [{%}B]
cuts _
I'+ [3zB] I'+ [3zB]
N+ N '-N I,NFN
_ cuty
'N T,NFk [N reduces to I N
cuts _—
I+ [N I+ [N

N T,NF [p

reduces to

cuts I'+
I'F [p] v
since p has to be in T'.
T(lit(T), p*
M T(Iit(F),pl)
TN I,N + [p] reduces to _
cuts T'F [p]
I'F [p]



Theorem 6 (cutg, cutr, cuts, and cutg) The following rules are admissible in LK(T ).

'FNA T,NFA I'AA TFAYA
cutg cuty
A KA
DiFA ITEA Doy, B A T,(I5V ...V F A
cutg Cuty
A I+ A

Proof: cutg is proved admissible by induction on the multiset A: the base case is the
admissibility of cuts, and the other cases just require the inversion of the connectives in A.
For cutr, we can assume without loss of generality (swapping A and Al) that A is negative.
Applying inversion on I' - A+, A gives a proof of I', A - A, and cuty is then obtained by cuts:
T'HAA TAF A

'HA

cutg

cutg is obtained as follows:
"+ A IlFA

1A 'kt A
kA

cuty

cutg is obtained as follows:
Tly,...,ln A

D,V ...V FA TG, A
| Y N LE (v ...V, A
kA

cuty

5 Conclusion

It is worth noting that an instance of such a theory is the theory where 7(S) holds if and
only if there is a literal p € S such that p~ € S.

We proved the admissibility of cuts and cutg as they are used to simulate the DPLL(T)
procedure [NOTO06| as the proof-search mechanism of LK(7).

Further work will consist in using the cut-admissibility results to:

e show that changing the polarities of the connectives and predicates that are present in
a sequent, does not change the provability of that sequent in LK(7);

e prove the completeness of LK(7) with respect to the standard notion of provability
in first-order logic, working in a particular theory 7 for which we have a (sound and
complete) decision procedure;

o show how the DPLL(T") procedure can be simulated in LK(7) (with backtracking as well
as with backjumping and lemma learning).
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