A new approach to Liouville theorems for elliptic inequalities
Scott Armstrong, Boyan Sirakov

To cite this version:
Scott Armstrong, Boyan Sirakov. A new approach to Liouville theorems for elliptic inequalities. Progress in Variational Problems, Jun 2011, Kyoto, Japan. pp.64-73. hal-00687696

HAL Id: hal-00687696
https://hal.science/hal-00687696
Submitted on 16 Apr 2012

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
A NEW APPROACH TO LIOUVILLE THEOREMS FOR ELLIPTIC INEQUALITIES

SCOTT N. ARMSTRONG AND BOYAN SIRAKOV

1. Introduction

In this article we review a new method for proving the nonexistence of positive solutions of elliptic inequalities in unbounded domains in $\mathbb{R}^N$, $N \geq 2$, which was recently introduced by the authors [2]. For clarity and ease of exposition here we consider only domains which contain the infinite point of $\mathbb{R}^N$, that is, domains in the form $\mathbb{R}^N \setminus G$, where $G$ is an arbitrary bounded set. To further simplify the presentation we are going to state our results for the following simple but important and widely studied inequalities

(1) $-\Delta_p u \geq f(u)$ in $\mathbb{R}^N \setminus G,$

and

(2) $\mathcal{P}^{+}_{\lambda, \Lambda}(D^2 u) \geq f(u)$ in $\mathbb{R}^N \setminus G,$

where $f : (0, \infty) \to (0, \infty)$ is some continuous map. Our results, which are new even for the standard semilinear inequality $-\Delta u \geq f(u)$, provide sharp hypotheses on $f$ under which (1) and (2) have no positive solutions.

We first state the result we obtain on (1). The type of condition we impose on $f$ varies depending on how $p$ compares to $N$.

Theorem 1 ([2]). Denote

$$p_* := \frac{N(p-1)}{N-p} \quad \text{if } p \neq N.$$

Assume that $f : (0, \infty) \to (0, \infty)$ is continuous and satisfies

(i) if $p < N$, then $\lim_{t \to 0} t^{-p} f(t) > 0$;

(ii) if $p = N$, then $\lim_{t \to \infty} e^{at} f(t) > 0$ for each $a > 0$; and

(iii) if $p > N$, then $\lim_{t \to \infty} t^{p-1} f(t) > 0$.

Then the inequality (1) has no positive weak solution.

Date: November 16, 2011.

2000 Mathematics Subject Classification. Primary 35B53, 35J60, 35J92, 35J47.

Key words and phrases. Liouville theorem, semilinear equation, $p$-Laplace equation, Lane-Emden system.
This theorem is sharp: for instance the model inequalities $-\Delta_p u \geq u^{p^*+\varepsilon}$ have positive solutions in every exterior domain if $p < N$ and $\varepsilon > 0$, or if $p > N$ and $\varepsilon < 0$ (resp. $-\Delta_p u \geq e^{-au}$ has solutions if $p = N$, for each $a > 0$; see the end of the paper).

The study of the nonexistence of positive supersolutions of elliptic equations and systems has a rich literature. While we do not give extensive references here, referring instead to the more complete bibliography in our paper [2] as well as to [15, 10, 13, 9, 7], we do mention that special cases of Theorem 1 have been proved among other things by Gidas [8], Ni and Serrin [11], Bidaut-Veron [5], Bidaut-Veron and Pohozaev [4], Serrin and Zou [13] and more recently by d’Ambrosio and Mitidieri [7]. The previous methods for proving Liouville-type results like Theorem 1 have involved either assembling delicate integral identities using the integral formulation of the equation or, should the symmetries of the equation permit, ”radializing” the equation, that is, showing that the spherical mean of an eventual solution satisfies an ODE without solutions. Our technique, which will be developed below, is rather different and relies on some simple ideas related to the maximum principle.

What is striking about Theorem 1 at first glance is how little is required of the function $f$. Only local conditions are imposed on the behavior of $f$, in the sense that we demand only that $f(t)$ either grow fast enough near $t = 0$ or decay slowly enough near $t = \infty$, but allow arbitrary behavior elsewhere. In contrast, most of the previous papers considered the case $f(t) = t^q$, $q > 0$. To our knowledge, only the hypothesis (i) in Theorem 1 has appeared before, for the first time in [11] for decaying solutions, and recently in [7] for differential inequalities holding in the whole space $\mathbb{R}^N$. The possibility of allowing nonlinearities which decay at infinity in the case $p \geq N$ has not been observed (except for the trivial case of an inequality in $\mathbb{R}^N$ where $p$-superharmonic functions do not exist).

The conditions (i) - (iii) can be best explained if we remember the dilative scaling of the equation in the model case $f(t) = t^q$ for $q \neq p - 1$. As it is easy to check, if $u$ is a solution of (3)

$$-\Delta_p u \geq u^q \quad \text{in} \quad \mathbb{R}^N \setminus B_1,$$

then for any $s > 0$ the rescaled function $u_s(x) := s^q u(sx)$ is a supersolution of the same equation in the domain $\mathbb{R}^N \setminus B_{1/s}$, provided we set the scaling exponent to be

$$q^* := p/(q - p + 1).$$

The question of existence or nonexistence of positive supersolutions of (3) turns out to depend on the competition between this scaling exponent $q^*$ and the homogeneity

$$\alpha^* = (N - p)/(p - 1)$$

of the fundamental solution $\Phi = \Phi_p(x)$ of the $p$-Laplace equation, which we recall is given by

$$\Phi_p(x) = \pm |x|^{-\alpha^*} \quad \text{if} \quad \alpha^* \neq 0, \quad \Phi_p(x) = \pm \log |x| \quad \text{if} \quad \alpha^* = 0.$$

For example, for (3) if $q > p - 1$ and $p < N$ condition (i) is equivalent to the inequality $0 < \alpha^* \leq q^*$. Similarly if $q < p - 1$ and $p > N$ condition (iii) requires that $q^* \leq \alpha^* < 0$. This point of view also explains why the conditions in Theorem 1 are sharp: to find a supersolution (e.g., in the model case $f(t) = t^q$) one needs only to slightly modify the fundamental solution $\Phi_p$ by bending it in an appropriate way. A first discussion on the interplay between $\alpha^*$ and $q^*$ appeared in our earlier paper [1], where we used an argument based on a ”linearization” to study some particular inequalities in non-divergence form.
Let us now state the result we obtain on the inequality (2). Dividing the inequality by $\Lambda$ we can assume $\Lambda = 1$. We will also assume we are in the non-trivial case $\lambda < 1$ (the case $\lambda = 1$ is covered by Theorem 1 with $p = 2$).

Observe that a nonexistence result for (2) implies the rather strong assertion that all semilinear inequalities with fixed ellipticity constants and $L^\infty$-bounds for the coefficients have no solutions at infinity. So it should come as no surprise that in order to prove nonexistence of positive solutions of (2) we always have to make a hypothesis on the behavior of $f(t)$ at $t = 0$. It turns out that close to zero $f(t)$ should be no worse than a power $t^\sigma$, where

$$\sigma = \sigma(\lambda, N) \to \frac{N}{N - 1}$$

when $\lambda \to 1$, and $\sigma$ tends to 1 when $\lambda \to 0$. In addition, we discover that when the ellipticity is too bad (that is, $\lambda$ is too close to zero depending on $N$), we need to impose a condition on $f(t)$ at $t = \infty$ as well.

**Theorem 2** ([2]). Set $\lambda^* = \frac{N - 1 + \lambda}{N - 1 - \lambda}$ and suppose that

$$\liminf_{t \to 0} t^{-\lambda^*} f(t) > 0.$$

In addition, assume that

(i) if $\lambda = \frac{1}{N - 1}$, then $\liminf_{t \to 0} e^{-a} f(t) > 0$ for each $a > 0$; and

(ii) if $\lambda < \frac{1}{N - 1}$, then $\liminf_{t \to \infty} t^{\lambda^*} f(t) > 0$, where $\lambda^* = \frac{N - 1 + 1/\lambda}{N - 1 - 1/\lambda}$

Then the inequality (2) has no positive weak solution.

The second hypothesis in Theorem 2 is not very strong. It is needed only when $\lambda < \frac{1}{(N - 1)}$ and allows $f(t)$ to decay to zero when $t$ goes to infinity, but no worse than $t^{-|\lambda|}$.

Theorem 2 is again optimal, in the sense that we can construct a solution of (2), provided we take $f$ to be a model nonlinearity which does not satisfy one of the hypotheses of the theorem (see for instance [1]).

All previous papers on nonexistence for inequalities in non-divergence form concerned the nonlinearity $f(t) = t^q$ (with the exception of [1] where we imposed a more general but still global hypothesis on $f$). A list of references is given in [2]; we only mention here that it was proved by Cutri and Leoni [6] that the inequality $-P_{\lambda, \Lambda}^+(D^2 u) \geq u^q$ has no positive solutions in the whole space $\mathbb{R}^N$ provided $q \in (0, \lambda^*)$. It follows in particular from Theorem 2 that this inequality has no solutions even in any exterior domain of $\mathbb{R}^N$, for the larger range $q \in (-\infty, \lambda^*)$ if $\lambda(N - 1) \geq 1$, and $q \in [\lambda^*, \lambda^*]$ if $\lambda(N - 1) < 1$. Of course, Theorem 2 goes much further, by showing that only the behavior of $f(t)$ close to $t = 0$ and $t = \infty$ matters, and by describing with precision the behavior which may be allowed.

Theorems 1 and 2 are very particular cases of Corollary 4.2 in [2]. The proof of this result is based on a new argument which, in addition to yielding new and optimal results on nonexistence, has several advantages for proving these kinds of Liouville theorems. Above all, it is based entirely on very general maximum principle ideas, which renders it applicable to a great variety of elliptic equations and systems, set in various unbounded domains. We have shown in [2] how our method trivially extends to systems of elliptic inequalities in exterior domains, still giving optimal results for such systems. We also show in [2] and in our forthcoming work [3] that it yields new nonexistence results in conical domains, and explains the somewhat different phenomena which occur in such domains.
Next, besides its obvious simplicity, the argument makes very apparent the interplay between the scaling of the differential inequality and the scaling of any given subsolution of the differential operator. Optimal results are obtained when this subsolution is taken to be the fundamental solution of the operator. Finally, our method is independent of the nature of the equations considered, in divergence or non-divergence form, or of the nature of their weak solutions, as long as they satisfy a weak comparison principle. It is actually possible to axiomatize the properties of the elliptic operators involved, under which the method can be applied. We refer to [2] for a discussion; we expect variations of our method to apply to even larger classes of inequalities.

In the next section we describe the proof of Theorem 1, dividing it into three parts. We start by giving a list of its main ingredients, then prove some simple particular cases of the theorem which require only subsets of these ingredients, and finally we expose the full proof.

2. Proof of Theorem 1

In this section we give the proof of Theorem 1. The proof of Theorem 2 is practically the same, see the end of this section. To fix ideas, in the sequel we assume $G \subset B_1$ (for each $r > 0$ we denote with $B_r$ the ball of radius $r$) and set $\Phi_p(x) = |x|^{(p-N)/(p-1)}$ if $p \neq N$, and $\Phi_p(x) = \log(3|x|)$ if $p = N$.

The basic idea of the proof of Theorem 1 is very simple. The term $f(u)$ on the right side of (1) forces a hypothetical supersolution $u$ of (1) to be small. This is because, as for example in the case $f$ is superlinear near $t = 0$ and $p < N$, if $u$ were not small then the right-side would be too big for the left side of (1). On the other hand, by the comparison principle, the fundamental solution provides a lower bound for $u(x)$ for large $|x|$. This can be seen by “sliding” the fundamental solution $\Phi_p$ underneath $u$. These two forces are obviously in conflict, and we would like to understand when this conflict is fatal to the existence of $u$.

2.1. The ingredients of the proof. The key tool we use in estimating $u$ is the following growth lemma, which is a quantitative version of the strong maximum principle. For an easy proof we refer to [2, Theorem 3.3].

Lemma 3. Assume $h \in L^\infty(B_3 \setminus B_{1/2})$ is nonnegative, and $u \geq 0$ satisfies

$$-\Delta_p u \geq h(x) \quad \text{in } B_3 \setminus B_{1/2}.$$ 

(a) For each $A \subset B_3 \setminus B_{1/2}$ there exists a constant $c_0 > 0$ depending only on $N$ and $|A|$, such that

$$\inf_{B_2 \setminus B_1} u \geq c_0 \left( \inf_A h \right)^{1/(p-1)}.$$ 

(b) Suppose in addition that $u \geq k\Phi_p$ in $B_3 \setminus B_{1/2}$ for some $k > 0$. Then we have the estimate

$$\inf_{B_2 \setminus B_1} (u - k\Phi_p) \geq c_0 \left( \inf_A h \right)^{1/(p-1)}.$$
The fundamental solution $\Phi_p$ and its opposite $-\Phi_p$ give bounds on the decay (or growth) of any positive $p$-superharmonic function in an exterior domain. This is summarized in the next two lemmas which cause the hypothesis of Theorem 1 to break into the different cases it does. These lemmas are known, though not so often used; we refer to [2, Lemma 3.7] for simple proofs based on the comparison principle.

For each $r \geq 1$, we have $\Phi_p > 0$ in $\mathbb{R}^N \setminus B_r$, and so we may define

$$m(r) := \inf_{B_{2r} \setminus B_r} u, \quad \rho(r) := \inf_{B_{2r} \setminus B_r} \frac{u}{\Phi_p},$$

**Lemma 4.** Assume that $u \geq 0$ is $p$-superharmonic in $\mathbb{R}^N \setminus B_1$. Then

$$\begin{cases} r \mapsto \rho(r) \text{ is nondecreasing on } [1, \infty), & \text{if } p < N, \\ r \mapsto \rho(r) \text{ is bounded on } [2, \infty), & \text{if } p \geq N. \end{cases}$$

In particular $m(r) \geq cr^{(p-N)/(p-1)}$ if $p < N$, $m(r) \leq C \log r$ if $p = N$, and $m(r) \leq C r^{(p-N)/(p-1)}$ if $p > N$, where $c, C > 0$ are constants independent of $r$.

Lemma 4 is proved by sliding underneath $u$ functions of the type $A\Phi_p + B$, for suitably chosen constants $A > 0, B \in \mathbb{R}$.

**Lemma 5.** Assume that $u \geq 0$ is $p$-superharmonic in $\mathbb{R}^N \setminus B_1$. Then

$$\begin{cases} r \mapsto m(r) \text{ is bounded on } [2, \infty), & \text{if } p < N, \\ r \mapsto m(r) \text{ is nondecreasing on } (1, \infty), & \text{if } p \geq N. \end{cases}$$

To prove Lemma 5 we compare $u$ from below with functions of the type $A(-\Phi_p) + B$, for suitable chosen constants $A > 0, B \in \mathbb{R}$.

Even if we will not use it here, for completeness we recall the following simple property, which may be combined with the above lemma.

**Proposition 6.** Assume that $u \geq 0$ is $p$-superharmonic in $\mathbb{R}^N$ or that $p \leq N$ and $u \geq 0$ is $p$-superharmonic in $\mathbb{R}^N \setminus \{0\}$. Then $m(r)$ is nonincreasing in $r > 0$.

In order to get the optimal local behavior of the nonlinearity $f$, we will also need the following measure theoretic estimate.

**Lemma 7.** For every $0 < \nu < 1$, there exists a constant $\tilde{C} = \tilde{C}(N, \nu) > 1$ such that for any positive $p$-superharmonic function $u$ in $B_3 \setminus B_{1/2}$ and any $x_0 \in B_2 \setminus B_1$, we have

$$\left| \{ u \leq \tilde{C} u(x_0) \} \cap (B_2 \setminus B_1) \right| \geq \nu |B_2 \setminus B_1|.$$

We remark that Lemma 7 is easily seen to be weaker than the weak Harnack inequality proved for example in [12, 14]. See also [2, Remark 3.6].

We will next show how these ingredients can be combined to yield nonexistence results. Before giving the full proof of Theorem 1 which requires all lemmas above, we are going to prove several particular cases which are particularly simple (but still more general than what is usually encountered in the literature) and which need only a subset of these lemmas. We do this in order to, on one hand, better highlight the main points in the proofs, and on the other hand, facilitate eventual extensions of our method to situations in which not all of the above lemmas are available.
2.2. Some particular cases of Theorem 1. Let us first assume \( p < N \). In order to simplify the following proofs we will strengthen (i) and assume that
\[
\lim_{t \to 0} t^{-p^*} f(t) = \infty.
\]

1. First we are going to show that only Lemmas 3 and 4 are sufficient to prove that (1) has no positive solutions provided
\[
\liminf_{t \to \infty} \frac{f(t)}{t^{p-1}} > 0.
\]

**Proof.** For \( r \geq 2 \) we define the rescaled function \( u_r(x) := u(rx) \) and observe that (1) may be written in terms of \( u_r \) as
\[
-\Delta^p u_r \geq r^p f(u_r) \quad \text{in} \quad \mathbb{R}^N \setminus B_{1/r} \supset B_3 \setminus B_{1/2}.
\]
Since \( m(r) = \inf_{B_2 \setminus B_1} u_r \) we immediately obtain
\[
-\Delta^p u_r \geq r^p \left( \min_{t \in [m(r), \infty)} f(t) \right) \chi_{B_2 \setminus B_1} \quad \text{in} \quad B_3 \setminus B_{1/2},
\]
where \( \chi_Z \) denotes the characteristic function of a set \( Z \subset \mathbb{R}^N \). Applying Lemma 3 (a) with \( A = B_2 \setminus B_1 \) we deduce that
\[
m(r)^{p-1} \geq c_0 r^p \left( \min_{t \in [m(r), \infty)} f(t) \right),
\]
for some \( c_0 > 0 \) independent of \( r \). By (6) the minimum in the right-hand side of (7) is attained, say at a point \( \bar{m}(r) \in [m(r), \infty) \). So (7) implies
\[
\bar{m}(r)^{-1} f(\bar{m}(r)) \leq c_0^{-1} r^{-p},
\]
Sending \( r \to \infty \) in (8) we see that (6), the continuity of \( f \) and \( f(t) > 0 \) for \( t > 0 \) imply \( \bar{m}(r) \to 0 \) as \( r \to \infty \). Hence (5) implies that for sufficiently large \( r \) we have
\[
f(\bar{m}(r)) \geq C_r \bar{m}(r)^{p^*},
\]
where \( C_r \to \infty \) as \( r \to \infty \). Recalling the definition of \( p^* \) (which in particular implies that \( p - 1 - p^* = -p(p-1)/(N-p) \)) and combining (9) with (8) and the lower bound on \( m(r) \) in Lemma 4 yields
\[
C_r r^{-p} \leq C_r m(r)^{p^*-p+1} \leq C_r \bar{m}(r)^{p^*-p+1} \leq c_0^{-1} r^{-p},
\]
which is a contradiction, since \( C_r \to \infty \) as \( r \to \infty \).

2. We now observe that adding Lemma 5 to the above argument permits us to relax the hypothesis (6) to the following one
\[
\liminf_{t \to \infty} f(t) > 0.
\]

**Proof.** By Lemma 5 the left-hand side of (7) is bounded above, so the minimum in the right-hand side tends to zero as \( r \to \infty \). Again by (11) and \( f(t) > 0 \) for \( t > 0 \) this minimum is attained and we get \( \bar{m}(r) \to 0 \) as \( r \to \infty \), so (9)-(10) hold, yielding the same contradiction as above. \( \square \)
Suppose now that \( p \geq N \). Note we obtained (7) by using only Lemma 3, so this inequality is independent of the value of \( p > 1 \). In the case \( p \geq N \) Lemma 5 implies that \( m(r) \) is bounded below by a positive constant for large \( r \). Hence if we assume (11) we see that the minimum in the right-hand side of (7) is bounded below by a positive constant, by the continuity and positivity of \( f \). Then (7) implies that \( m(r) \geq c r^{p/(p-1)} \) which is a contradiction with the upper bound in Lemma 4, for all sufficiently large \( r \). We arrive at the same contradiction if we use only Lemma 3 and Lemma 4, but assume in addition to (11) that \( \lim \inf_{t \to 0} \frac{f(t)}{F^{1-}} > 0 \).

We remark that in the simple proofs above we used only the trivial particular case of Lemma 3 (a) with \( A = B_2 \setminus B_1 \).

Let us now move to the hard part of the proof of Theorem 1, the removal of any condition on \( f \) at infinity if \( p < N \), resp. allowing \( f \) to decay at infinity if \( p \geq N \). It is here that we need the very weak Harnack inequality (Lemma 7) as well as the growth lemma (Lemma 3) in its full strength.

2.3. Proof of Theorem 1. Let us suppose that \( u > 0 \) is a supersolution of (1) in \( \mathbb{R}^N \setminus B_1 \). We consider first the case that \( p < N \).

For \( r \geq 2 \) we again define the rescaled function \( u_r(x) := u(rx) \) and recall that (1) may be written in terms of \( u_r \) as
\[
-\Delta_p u_r \geq r^p f(u_r) \quad \text{in } \mathbb{R}^N \setminus B_{1/r} \supset B_3 \setminus B_{1/2}.
\]
Denote
\[
A_r := \{ x \in B_2 \setminus B_1 : m(r) \leq u_r(x) \leq \bar{C}m(r) \},
\]
where \( \bar{C} = \bar{C}(N, \frac{1}{2}) > 1 \) is as in Lemma 7, which yields that
\[
|A_r| \geq (1/2)|B_2 \setminus B_1| = c(N) > 0.
\]
Lemma 3 (a) with \( A = A_r \) and \( h(x) := r^p f(u_r(x)) \chi_{A_r}(x) \) yields the estimate
\[
m(r)^{p-1} \geq c_0 r^p \min \{ f(t) : m(r) \leq t \leq \bar{C}m(r) \} \quad \text{for each } r \geq 2,
\]
and some \( c_0 > 0 \) independent of \( r \). According to Lemma 5, the quantity \( m(r) \) is bounded above for \( r > 2 \), and so we have
\[
\min_{[m(r), \bar{C}m(r)]} f \leq Cr^{-p}m(r)^{p-1} \leq Cr^{-p} \to 0 \quad \text{as } r \to \infty.
\]
We deduce from \( m(r) \leq C \) that the interval over which this minimum is taken is bounded above. Since \( f \) is continuous and positive on \((0, \infty)\), \( m(r_n) \geq c > 0 \) for some sequence \( r_n \to \infty \) is clearly in contradiction with (13). Hence
\[
m(r) \to 0 \quad \text{as } r \to \infty.
\]
We remark that if instead of (i) we assumed the stronger hypothesis (5), at this stage we can deduce the inequalities (8)-(10) (with \( \bar{m}(r) \in [m(r), \bar{C}m(r)] \)) and hence a contradiction.

Let us continue with the proof of the Theorem assuming only (i). This assumption and (12) imply that for \( r > 2 \) sufficiently large,
\[
m(r)^{p-1} \geq cr^p m(r)^{p-1}.
\]
Since \( p - 1 - p_* = -p(p - 1)/(N - p) \), we can rearrange this inequality as

\[
m(r) \leq Cr^{-\alpha^*}
\]

for every sufficiently large \( r \geq 2 \).

where, as before, \( \alpha^* = (N - p)/(p - 1) \). Note (16) and the fact that \( \Phi_p \) is \(-\alpha^*\)-homogeneous imply that the quantity \( \rho(r) \) is bounded above for \( r > 2 \).

We recall that, according to Lemma 4, for some \( c > 0 \) we also have

\[
m(r) \geq cr^{-\alpha^*} \quad \text{for every } r > 2.
\]

Observe that by Lemma 4 \( \rho(r) \) is nondecreasing in \( r \), that is \( \rho(r) = \inf_{\mathbb{R}^N \setminus B_r} \frac{u}{\Phi_p} \). We are going to apply the second part of Lemma 3 to the function

\[
v_r(x) := r^{\alpha^*}u(rx),
\]

which satisfies \( v_r \geq \rho(r/2) r^{\alpha^*} \Phi_p(rx) = \rho(r/2) \Phi_p(x) \) on \( \mathbb{R}^N \setminus B_{1/2} \).

By (17) we have \( v_r \geq c > 0 \) on \( B_2 \setminus B_1 \), where \( c > 0 \) does not depend on \( r \). It also follows from the above argument (inequalities (12)-(17)) that

\[
-\Delta_p u \geq \frac{f(u)}{u^{p_*}} \geq \frac{c u^{p_*}}{r A_r} \quad \text{on } A_r.
\]

By the scaling invariance and the choice of \( p_* \) and \( \alpha^* \) (recall the discussion following (3)) we see that \( v_r \) then satisfies

\[
-\Delta_p v_r \geq c r^{p_*} \quad \text{on } A_r,
\]

hence

\[
-\Delta_p v_r \geq c \chi_{A_r} \quad \text{on } B_3 \setminus B_{1/2}.
\]

By Lemma 3 (b) this implies

\[
v_r \geq \rho(r/2) \Phi_p + c \geq (\rho(r/2) + c) \Phi_p \quad \text{on } B_2 \setminus B_1,
\]

where \( c > 0 \) does not depend on \( r \). The definition of \( \rho(r) \) and the last inequality yield

\[
\rho(r) \geq \rho(r/2) + c
\]

for each \( r > 2 \), and therefore \( \lim_{r \to \infty} \rho(r) = \infty \), which contradicts our inequality (16).

We next consider the case \( p \geq N \). As before, we arrive at the inequality (12). Now applying Lemma 5, we see that \( m(r) \) is bounded away from 0, in contrast to the previous case \( p < N \) above. Since \( f(t) \) is continuous and positive for \( t > 0 \) it follows from the first inequality in (13) that

\[
m(r) \to \infty \quad \text{as } r \to \infty.
\]

We split the remainder of the argument into the cases \( p = N \) and \( p > N \).

In the case \( p = N \), we deduce from (12) and (ii) that for every \( a > 0 \) there exist \( \varepsilon = \varepsilon(a) > 0 \) small enough and \( r_0 > 1 \) large enough that

\[
m(r)^{p-1} e^{a \varepsilon m(r)} \geq c \varepsilon r^p.
\]

for \( r > r_0 \). This inequality trivially implies that for each \( A > 0 \) there exists \( r_1 > r_0 \) large enough that

\[
m(r) \geq A \log r
\]

for \( r > r_1 \), which contradicts the upper bound in Lemma 4.
Finally, in the case that \( p > N \), from (12) and (iii) we obtain
\[
m(r) \geq cr^{(p-N)/(p-1)}
\]
for some constant \( c > 0 \) and large enough \( r \). Lemma 4 gives the reverse inequality, so that for large \( r \) we have the two-sided bound
\[
(19)\quad cr^{-\alpha^*} \leq m(r) \leq Cr^{-\alpha^*},
\]
that is, \( 0 < c \leq \rho(r) \leq C \) for all large \( r \). We set again \( v_r(x) := r^{\alpha^*}u(rx) \), note that \( 0 < c \leq v_r \leq C \) on the set \( A_r \), and argue exactly like in the case \( p < N \) to deduce \( \rho(r) \to +\infty \) as \( r \to \infty \), in contradiction to (19). The proof is complete. \( \square \)

Remark 8. In the case when \( p \neq N \) the function \((\Phi_p)^\tau\) is a solution of \(-\Delta_p u = u^g\) in \( \mathbb{R}^N \setminus \{0\} \), for a suitable chosen power \( \tau \), provided (i) or (iii) is not satisfied. By using a cut-off like argument it is possible to modify these functions to obtain solutions of \(-\Delta_p u \geq u^g\) in \( \mathbb{R}^N \) (see for instance the argument on page 11 in [1]). If \( p = N \) it is also easy to obtain solutions of \(-\Delta_p u = e^{au}, a > 0,\) in exterior domains. For instance
\[
u(x) := \frac{2}{a}(\log |x| + \log (\log |x|))
\]
is a positive solution of the equation \(-\Delta u = \frac{2}{a}e^{-au}\) in \( \mathbb{R}^2 \setminus B_3 \). Note that for \( p = N \) every positive solution of \(-\Delta_p u \geq 0\) in \( \mathbb{R}^N \setminus \{0\} \) is constant (by Lemma 5 and Proposition 6).

These remarks attest to the sharpness of Theorem 1.

Finally, we observe that the same argument leads to the proof of Theorem 2. We only need to replace the fundamental solution \([x]^{(N-p)/(p-1)}\) by \([x]^{\lambda-1(N-1)-1}\), and its opposite \(-[x]^{(N-p)/(p-1)}\) by \(-[x]^{\lambda(N-1)-1}\) (of course some care is needed about the different homogeneities of the functions \([x]^{\lambda-1(N-1)-1}, -[x]^{\lambda(N-1)-1}\), which both solve \(P_{\lambda,\Lambda}^+(u) = 0\) in the punctured space \( \mathbb{R}^N \setminus \{0\} \)).

Theorem 2 is also sharp, as adequate powers of these functions show.
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