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Controllability of two coupled wave equations on a compact
manifold

Belhassen Dehman? Jérome Le Rousseau! and Matthieu Léautaud?

April 11, 2012

Abstract

We consider the exact controllability problem on a compact manifold §2 for two coupled
wave equations, with a control function acting on one of them only. Action on the second wave
equation is obtained through a coupling term.

First, when the two waves propagate with the same speed, we introduce the time T,,_.o—., for
which all geodesics traveling in 2 went through the control region w, then through the coupling
region O, and finally came back in w. We prove that the system is controllable if and only if both
w and O satisfy the Geometric Control Condition and the control time is larger than T,,o—..

Second, we prove that the associated HUM control operator is a pseudodifferential operator
and we exhibit its principal symbol.

Finally, if the two waves propagate with different speeds, we give sharp sufficient controlla-
bility conditions on the functional spaces, the geometry of the sets w and O, and the minimal
time.
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1 Introduction and main result

1.1 Setting and motivation

Let (€2, g) be a ¥ compact connected n-dimensional Riemannian manifold without boundary. We
denote by A the (negative) Laplace-Beltrami operator on € for the metric g, and P = P(t, x, 04, 0,,) =
02 — A denotes the d’Alembert operator (or wave operator) on the manifold R x Q. We take two
smooth functions b,, and b on 2. We consider the controllability problem for the system of coupled
wave equations

. (1.1)
Pugy = b, (x) f in (0,T) x Q.

{Pu1 +b(x)ug =0 in (0,T) x Q,

Here, the state of the system is (w1, ug, Oiu1, yus) and f is our control function, with possible

action on the set {b,, # 0}. Taking zero initial data, together with a forcing term f € L?((0,T) x Q)),

the associated solution of (1.1) lies for any time in the space H?(Q) x H'(Q) x H'(Q2) x L*(Q) as

ug € L?(0,T; HY(Q)). Hence, there is a gain of regularity for the uncontrolled variable u; (see also
[ABO3, ABL11, ABL12]).

In this context, the adapted control problem is thus given by the following definition. Because of
the linearity and the reversibility of the system, the three statements are equivalent.

Definition 1.1. We say that System (1.1) is controllable in time 7" > 0 if one of the (equivalent)
assertions is satisfied:

e (Exact controllability) For any initial data (u,u3, ui,ul) € H3(Q) x H'(Q) x H(Q) x L*(Q)
and any target (@), a9, ai,us) € H2(Q) x HY(Q) x HY(Q) x L%(Q) there exists a control func-
tion f € L?((0,T) x Q) such that the solution of (1.1) issued from (u1,uz, yu1, Opuz)|i—0 =
(ud,uY, ut, ud), satisfies (u1, u, Ouy, Ous)|i=r = (@3, a9, ut, u3);

e (Null-controllability) For any initial data (ul,u3,ui,ul) € H3(Q) x H}(Q) x H(Q) x L*(Q),
there exists a control function f € L2((0,7T) x ) such that the solution of (1.1) associated
to the initial data (uq,us,dyu1, Opus)li—o = (ul,ud, ul, ud) satisfies (uy,uz, Opuy, Oyus)|i=r =

(0,0,0,0);

e (Controllability from zero) For any target (a9, a3, ai,us) € H2(Q2) x HY(Q) x H'(2) x L*(Q),
there exists a control function f € L?((0,T) x Q) such that the solution of (1.1) starting from
rest (uy,us, Opur, Opus)|i—o = (0,0,0,0) satisfies (uy, ua, sy, Opus)|i=r = (4,43, U, 4d);

For most results proved in this paper, we shall assume that the function b is non-negative on €2,
and denote by w = {b, # 0} the control set and by O = {b # 0} the coupling set (which is the
indirect control set for the first equation in (1.1)).

A natural necessary and sufficient condition to obtain controllability for wave equations is to
assume that the control set satisfies the Geometric Control Condition (GCC) defined in [RT74,



BLR92|. For w C Q and T > 0, we shall say that (w,T') satisfies GCC if every geodesic traveling at
speed one in € meets w in a time ¢ < T. We say that w satisfies GCC if there exists T' > 0 such that
(w,T) satisfies GCC. We also set T, = inf{T > 0, (w,T) satisfies GCC}.

Note that in the situation of System (1.1), a necessary condition is that both sets w and O satisfy
GCC (otherwise one of the two equations is not controllable). If w does not satisfy GCC, even the
second equation of (1.1) is not controllable (see [BLR92, Bur97a] for a single wave equation). If O
does not satisfy GCC, the first equation of (1.1) is not controllable for the same reason.

The controllability problem for systems like (1.1) has already been addressed in [ABL11, ABL12,
RAT11]. In the first two papers, and in the context of symmetric systems, it is proved that con-
trollability holds in large time under optimal geometric conditions on the sets w and O. However,
the minimal time given in these articles depends upon all parameters of the problem (i.e. b and b,,).
In the situation of System (1.1), it seems natural that the control time should depend only on the
geometry of the sets , w and O, as it is the case for a single wave equation. In [RdT11], the authors
study System (1.1) in the one dimensional torus. Following [D4g06], they obtain a sharper estimate
on the control time than in [ABL11, ABL12] (in particular, it depends only on the sets Q, w and O).
Yet, it is in general not optimal.

We provide some motivations for considering control systems like (1.1).

Controllability of physical systems. Several physical systems can be described by coupled
partial deifferential equations: Elasticity, Thermoelasticity, Elecromagnetism, plate systems,... The
property of exact controllability for those type of systems is not fully understood yet.

System (1.1) can be seen as a toy model for such systems. Its study is an attempt to understand
the phenomena governing the exact controllablity process.

Controllability of parabolic systems. The controllablity of parabolic systems has been inten-
sively studied in the last decade (see for instance the review article [AKBGBdT11]). One of the
challenging questions in this area is to understand the optimal geometric conditions on the control
set w and the coupling set O, needed for null-controllability. The first positive result concerns the
case where w N O # () (see [AKBGBdAT11] or [Léal0]). As for the case w N O = 0, little is known.
The idea of [ABL11, ABL12] was to make use of the transmutation method to reduce the parabolic
problem to a system of coupled wave equations. This allowed to establish null-controllability of
symmetric systems under the only condition that both w and O satisfy GCC. In particular, this
includes several situations where wN O = ) (see [ABL11, ABL12] and the figures therein). However,
in such results, w and O both need to satisfy GCC, whereas for parabolic systems we expect a null
controllability result to hold without any geometric assumptions on these two subsets. Concerning
cascade heat equations, the only result (to our knowledge) is proved in one space dimension with the
same strategy in [RdT11].

The results of the present work provide an extension of this result in general m-dimensional
compact manifolds under geometric conditions.

Insensitizing controls for the wave equation. The question of insensitizing control for a wave
equation, introduced by J.-L. Lions [Lio90] and addressed in [D&g06, Teb08] is the following. We
consider the controlled wave equation

Pu=b,(z) f in (0,7) x Q,
u|t:0 = Ug + ToZo in Q, (12)

6tu|t:0 =uy +721 inQ,
where the data (ug,u;) € H'(Q) x L%(Q) are fixed, and 792g, 7121 represent unknown noises, with

120l 1) = 21l 22(0) = 1, (1.3)



and 79,71 € R. A control function f € L2((0,T) x Q) is said to insensitize the cost functional

T
B(u) = % /0 /Q b(@)|ut, ) dz dt, (1.4)

if for any pair (2o, #1) satisfying (1.3), the corresponding solution of (1.2) satisfies

4 _ 4 _0
dro ro=m=0 dm e

D(u
( ) T0=71=0

This basically means that for this particular control function f, the cost functional (i.e. the local L?
norm of the solution on ©) is insensitive to small variations of the initial data. This problem can be
recast as a constrained coupled control problem of the form (1.1), to which our results will apply.

The main purposes of this paper are to prove controllability for System (1.1), to find an explicit
expression of the minimal control time in the simple situation where €2 is a compact manifold without
boundary, and to describe precisely the microlocal properties of the optimal control operator, that
is yielding the control function of minimal L?-norm.

1.2 Main results

Our main results are threefold. First, we give a necessary and sufficient condition for the controllabil-
ity of System (1.1). Second, we give a precise description of the optimal control operator associated
to System (1.1). Third, we give sharp sufficient conditions for the controllability of similar systems,
when the two waves propagate with different speeds.

1.2.1 Controllability of System (1.1)

To state our first main result, we introduce the adapted control time.

Definition 1.2. Given two sets w and O both satisfying GCC, we set T,,_.o_, to be the infimum
of times T > 0 for which the following assertion is satisfied:

every geodesic traveling at speed one in {2 meets w in a time ¢ty < T, meets O in a time t; € (to,T)
and meets w again in a time to € (¢1, 7).

Note that in general T, .o_.., # To—w—0, and that we have the estimate
maX(TOa Tw) <Too—w <21, + To.

We can now state our main controllability result (in the sense of Definition 1.1).

Theorem 1.3. Suppose thatb > 0 on Q, and that both sets w and O satisfy GCC. Then, System (1.1)
is controllable if T > T,,_o—, and is not controllable if T < T, o—..

In particular this result holds without any assumption on the smallness of the coupling coefficient
b as is done in [ABL11, ABL12].

According to the Hilbert Uniqueness Method (HUM) of J.-L. Lions [Lio88] (detailed in Section 5.1
for the system we consider), the controllability property of Theorem 1.3 is equivalent to an observ-
ability inequality for the adjoint system. More precisely, System (1.1) is exactly controllable in time
T if and only if the inequality

T
E_1(v1(0)) + Eo(v2(0)) < O/O / |bvo|*d dt (1.5)
holds for every (vy,ve) € €°([0,T); H=1(Q) x L*(Q)) N €°([0, T); H=2(2) x H~1(Q)) solutions of

{Pm =0 in (0,7) x Q, (1.6)

Pvy = —=b(z) v1 in (0,T) x Q.



In the observability inequality (1.5), we use the notation
Ex(v) = [[vll3e @) + 100 ]5-10y, Kk € Z,
where the space H*(Q2) is endowed with the norm
lollzrs@) = (1 = A)2v]lr2(), s €R,

and the associated inner product.

The proof of the observability inequality (1.5) is based on a contradiction argument, inspired
by that of [Leb96]. Similarly, the key tools involved are microlocal defect measures introduced by
P. Gérard [Gér91] and L. Tartar [Tar90], and used to solve control problems in [Leb96, Bur97a, BG97].

1.2.2 Hilbert Uniqueness Method and description of the control

An important feature of the Hilbert Uniqueness Method, as presented by Lions [Lio88], lays in the
following two facts: the control one obtains, fgpas minimizes the cost functional ||f ”%2((O,T)><Q)
among all f € L2((0,T) x Q) realizing a control for System (1.1) (see Section 5): it is the optimal
L2-control. Moreover, it is itself a solution of the adjoint system (for instance System (2.6) in our
situation) for appropriate initial data, say W©.

The Gramian operator G associated to Systems (1.1)-(1.6) is given by

T
/ / bova|*da dt = (GV, V) g-1(Q)x L2 () x H-2(Q) x H-1()
0 w

where vy is the solution of (1.6) associated to the initial data (vq,va, Opv1, Ova)|t=o = V. If the
observability inequality (1.5) is satisfied, then, the HUM control operator is the inverse of the mapping
G. To the initial data V to be controlled, the HUM operator maps the associated initial data W©°
for the adjoint system, giving rise to the control function fryyas.

The second main goal of this paper is to give an explicit representation of the HUM operator.
We prove the following result (see Theorem 5.4 and Corollary 5.5).

1. The Gramian operator is a matrix of pseudodifferential operators of order zero. The determi-
nant of its principal symbol takes essentially the following form

to

T T 9
/ / (b?u © @tl)(bi o @tz)( bo @gdU) dtldtg,
0 0 t1

where ¢, denotes the geodesic flow on S*Q2.

2. This operator is elliptic if and only if T' > T, .»_.. By the way, this property provides a
second proof of Theorem 1.3.

3. For T > T, .o_., the HUM control operator is also a matrix of pseudodifferential operators
of order zero.

A precise statement needs the introduction of some notation and will be given in Section 5.2. In
particular, this result holds without any sign assumption on the function b. As a consequence,
this method also provides a necessary and sufficient condition of (high-frequency) controllability for
System 1.1 for any real-valued b, stated in Corollary 5.7.

The proof of this result is in the spirit of [DL09], and uses in an essential way the Egorov
theorem. The information carried by microlocal defect measures is not sufficient to prove such
a strong property of the HUM operator. Note that the third item above has several important
consequences, as described in [DL09].

For the proof of these results we shall follow the program elaborated in [DL09] in the case of the
wave equation.



1.2.3 The case of different speeds

It appears also natural to consider the control problem for two coupled wave equations with different
speeds:
Puy +b(x) ug =0 in (0,T) x Q, (17)
Pyug = by(x) f in (0,T) x Q, ’

with P = 87 — A and P, = 97 — y?A for some v > 0, v # 1. In this case, we shall say that
System (1.7) is controllable in the space H**t! x H* in time T > 0 if for any target (a9, a9, 41, 43) €
H Q) x HY(Q) x H*(Q) x L*(Q), there exists a control function f € L2((0,T)x ) such that the so-
lution of (1.7) starting from rest (uq, u2, du1, pus)|t=o = (0,0, 0, 0) satisfies (u1, ug, Opu1, pus)|t=1 =
(@9, @3, @i, u3). Again, this notion is equivalent to exact and null-controllability.

Definition 1.4. For a subset U C Q satisfying GCC and v > 0, we define Ty () to be the infimum
of times T such that every geodesic traveling at speed v in €2 meets U in a time ¢t < T'.

In particular, with the notation above, we have Ty = Ty (1) the usual GCC time of the subset U.
With this definition, we have the following result.

Theorem 1.5. 1. For any s < 2 any T > 0, any open sets w and O, System (1.7) is not
controllable in H*' x H* in time T.

2. Suppose that wN O does not satisfy GCC. Then for any s € R and any T > 0, System (1.7) is
not controllable in H*' x H* in time T.

3. Suppose that w N O satisfies GCC. Then, System (1.7) is controllable in H® x H? for T >
max{T,no(1),T,(v)} and is not controllable for T < max{T,no(1),T,(v)}.

Remark 1.6. An extension of these results should be possible in the case of different Riemannian
metrics yielding (partially or totally) non-intersecting characteristic sets of the two wave operators.

In some sense, our results show that the most interesting problem concerns the case where the
two waves propagate with the same speed.

1.3 Comments and outline
1.3.1 Regarding the time T, .0_.,

The time T, _.o_.,, might be surprising at first sight. It can be interpreted in the following way: to
be able to detect the energy of both components of System (1.6) from the observation on w of the
second one only, the polarization of the state along each ray of geometric optics has to change its
direction between two passages in the control region w. This change of polarization arises only when
this ray enters the coupling set O.

A description of the notion of polarization, as well as an insight on this geometrical interpretation
may be found in the seminal work [BLO1].

A comparable geometric condition already appears in the study of the decay rates for the ther-
moelasticity system, see [LZ99] and [BLO1].

1.3.2 Comparing the different methods of proofs of Theorem 1.3

In the case of a scalar wave equation, there exist, to our knowledge, three different methods for
proving the (high-frequency) observability on a compact manifold, with optimal conditions on the
geometry and the control time. The first one, introduced by Rauch and Taylor [RT74], and further
developped by Bardos, Lebeau and Rauch [BLR92] deals with the wavefront sets propagation and
uses in a crucial way the Hormander theorem on propagation of singularities.

The second method, introduced by Lebeau [Leb96], further used by Burq [Bur97a], Burq and
Gérard [BG97] is based on microlocal defect measures and the propagation of their support.



The last method relies on the use of the Egorov theorem (i.e., the theory of Fourier integral
operators) and was recently proposed by Dehman and Lebeau [DL09]. Note on the one hand that
the first two methods also apply (with considerable additional difficulties) in the case of a manifold
with boundary. On the other hand, there is no analogue of the Egorov theorem in such case, and
the last method fails to apply. However, in [DL09], the authors show that the FIO Egorov approach
provides additional insight on the control problem. In particular, they prove that the HUM operator
(the optimal control operator) is (essentially) a pseudodifferential operator and they exhibit its
principal symbol.

Here, we provide two different proofs of Theorem 1.3. The first one (using microlocal defect
measures) has the advantage of working with limited smoothness (we basically only have to assume
that b, € €°(Q) and b € W1>°(Q)). Moreover, this method could be extended to boundary value
problems.

The second proof, using the Egorov theorem has the advantage of working as well with coupling
functions b changing signs. Moreover, this method not only provides the observability inequality, but
also several additional informations on the microlocal nature of the HUM control operator.

Note finally that a proof based on wavefront sets might be possible, with the use of the polarization
wavefront set of Dencker [Den82].

1.3.3 The case of an open domain 2 C R"”

Naturally, the same problem can also be adressed on a bounded smooth open set @ C R" (or a
manifold with boundary), with (for instance) Dirichlet conditions on the boundary. The method of
proof using microlocal defect measures may also work in this setting. However, one of its key points
is a propagation result of the microlocal defect measures (analogous of Lemma 3.3 of the present
paper) up to the boundary (see [Leb96, Bur97a, BG97] for scalar equations and [BLO01] for systems).
This technical point needs more care, and is the goal of an ongoing work.

1.3.4 Application to parabolic systems

The “transmutation strategy” used in [ABL11, ABL12| can also be followed here. As a corollary of
Theorem 1.3, it furnishes several null-controllability results for cascade parabolic (or Schrodinger)
systems (for all positive time), in cases where the control region w and the coupling region O do not
intersect. However, in such results, w and O have to satisfy GCC, whereas for parabolic systems we
expect a null-controllability result to hold without any geometric assumptions on these two subsets.
Note that a similar result has been recently obtained in [AB12], with a completely different method.

1.3.5 Application to insensitizing controls

We first recall that the problem of insensitizing controls is equivalent (see [Ddg06] or [Teb08]) to the
fact that the observability inequality

T
E_1(v1(0)) < C/ /|bwv2|2dx dt,
0 w
holds for every (vy,v2) € €°([0,T); H-1(Q) x L2(Q)) N €°([0,T); H-2(Q) x H~1(2)) solutions of

Pvy =0 in (0,7) x Q,
Puy = b(z) v in (0,7) x Q,
(v2, 0v2)|t=7 = (0,0) in .

Since Theorem 1.3 also holds for b < 0, O = {b < 0} (changing v; in —v1), we directly obtain the
following result.

Corollary 1.7. Suppose that both w and O satisfy GCC, and that T > T, 0—.. Then for all
(ug,u1) € HY(Q) x L*(Q), there exist a control function for System (1.2) that insensitizes the func-
tional ® defined in (1.4).



Since GCC is necessary for both sets w and O, the geometric conditions obtained here are optimal.
Note that the only known results to our knowledge are the one dimensional case, see [Dag06], and
the case where O Nw satisfies the multiplier condition of Lions, see [Teb08].

1.3.6 Outline.

The outline of this article is the following. In Section 2, we give some notation, define the tools used
in the main part of the paper and recall some basic well-posedness results.

In Section 3, we prove that the observability inequality holds if T" > T, _.o_.. Conversely, we
prove in Section 4 that the observability inequality does not hold in the case T < T, .o -

In Section 5, we develop the Hilbert Uniqueness Method. We first prove the equivalence between
controllability and observability in Section 5.1. Then, we give the explicit characterization of the
HUM operator in Section 5.2.

Finally, in Section 6, we provide proofs for the positive and negative results concerning the case
of coupled waves with different speeds.

2 Preliminary remarks, definitions and notation

We define the manifold M = R x Q and its restriction to (0,7): Mr = (0,T) x Q = {(t,z) €
M such that ¢t € (0,7)}. We also write T* M the restriction of the cotangent bundle of M to (0,T),
ie. T*Mr = {(t,z,7,n) € T*M,t € (0,T)}. Setting |n|2 = g.(n,n) the Riemannian norm in the
cotangent space of ) at x, we define

S*M = {(t,z,7,n) € T"M, |7 +[nl3 = 1},

the cosphere bundle of M, and similarly S* My its restriction to (0,7"). We denote by 7 : S*M — M
the natural projection, which also maps S*Mp onto M. We shall also use the associated cosphere
bundle in the spatial avariables only,

S*Q = {(z,n) € T*Q, InfZ = 1/2}.

2.1 Symbols, operators and measures on the cosphere bundle

Here, we follow [Bur97b, Section 1.1] for the notation. We denote by H*(X;C’) or Hf (X;C7),
with j =1 or 2 and X = Q, M, or My, the usual Sobolev space for functions valued in C7, endowed
with the natural inner product and norm. In particular, the L?(X;C?) inner product is denoted by
() r2(x;ci)- o

We define ;’flg(T*MT;(CJXJ ), with 7 = 1 or 2 as the set of matrix valued polyhomogeneous
symbols of order m on My with compact support in M. We recall that symbols in the class
Sg}lg(T*R”; C7*7) behave well with respect to changes of variables, up to symbols in Sgﬁgl (T*R™; CI*7)
(see [Hor85, Theorem 18.1.17 and Lemma 18.1.18]).

For any m, the restriction to the sphere

1g’}’]g(T*MT;(Cij) — EX(S*Mp; C7*9), a — als- g, (2.1)
is onto. This will allow us to identify an homogeneous symbol with a smooth function on the sphere.

We denote by \I/;'flg(MT; C7*9), with j = 1 or 2 the space of polyhomogeneous pseudodifferential
operators of order m on My, with a compactly supported kernel in My x Myp: one says that A €
\I/g}lg(MT; C) if

1. its kernel K(z,y) € 2'(Mr x Mr) is such that supp(K) is compact in Mr;

2. K(z,y) is smooth away from the diagonal Az, = {(t, z;¢,2); (¢,x) € Mr};



3. for every coordinate patch My, C My with coordinates My, > (¢,x) — k(t,z) € MTW -
R and all ¢g, ¢1 € €>°(Mr,,) the map

w6 (57) AR (G0u)

is in Op(S™,

he (RTH-I % R7z+1 ) ) .

For A € \I/gilg(MT;Cij), we denote by o,,(A) € SpL, (1™ Mr; C7*7) the principal symbol of A
(see [Hor85, Chapter 18.1]). Note that the principal symbol is uniquely defined in S7; (T Mp; C/*7)
because of the polyhomogeneous structure (see the remark following Definition 18.1.20 in [H6r85]).
The application o, enjoys the following properties

o o, YT

Mg (Mp; C*7) — Sm (T* Mrp; C7*V) is onto.

e Forall A€ WP (Mp;C/*9), 0,,,(A) = 0 if and only if A € Wt (Mqp; C7*Y).

e Forall A c U7} (Mr;C/*), 0, (A*) = torn(A).

e For all 4; € \I/ng(MT;(Cij) and A, € \I'gfg(MT;Cij), we have 414, € \Ilglng“mQ (Mr; CI¥9)
with

Ty +ms (A1A2) = 0,y (A1) m, (Az).

e For all A, € \I]Zillg(MT’C) and Ay € \I/ng(MT?(C)’ we have [Al,AQ] = A1A; — A5A; €

it (Myp; C) with

1
Tm+ma—1([A1, A2]) = —{om, (A1), oy (A2) }-
Here, {a1,as} denotes the Poisson bracket, given in local charts by

{ah GQ} = 0ra10sa9 — Oya10,as + Z(@glal&rlag — 89;1@185[ ag).
l

o If A € W} (Mp;C7*), then A maps continuously H*(Mr;C/) into H*~"(Mrp;C) (resp.

HE (M7;C) into HE.™(Mzp;C7)). In particular, for m < 0, A is compact on L?(Mrp;C/).

loc

Given an operator A € Ut (Mr;C), we define Char(A) = {p € T*M, 0,,(A)(p) = 0}.

At places we shall need to consider pseudodifferential operators acting on €2 yet depending upon
the parameter ¢t € (0,7') with some smoothness with respect to t. Let k € N U {oo}, we say that
A € €%((0,T),0p(Si (R™ x R™))) if A; = Op(a;) with a; € €%((0,T), Spj,(R™ x R™)). Next we

say that A; € €%((0,7), U () if

1. its kernel Ky(z,y) is in €%((0,T),Q x Q\ Aq) where Aq = {(z,z); = € Q};
2. for every coordinate patch Q, C Q with coordinates Q,; > r +— r(x) € Q. C R and all ¢,
1 € () the map
w1 (k1) Ak*(gou)

is in €% ((0,T), Op(S™._(R™ x R™))).

phg

In particular we shall use the following form of the Egorov theorem.

Theorem 2.1. Let A; € %m((O,T),\Péhg(Q)) with real principal symbol a1, and P € V3 (),

m € R. Define S(s', s) as the solution operator for the Cauchy problem

Oyu +1Au =0, Ulp=s = o,



i.e., u(s') = S(s', s)ug. Then there ezists Q, € €>((0,T), ¥™()) such that, for all o, N € R, we
have
S(t,0)PS(0,t) — Q: € € ((0,T), L(H (Q), H* N (Q))),

and the principal symbol of Qq is given by q; € <50"((0,T),,S’éhg(T*Q)) with ¢, = p o Xxo,.+ where

p(s,t) = xs,t(po) is given by the flow of the Hamiltonian vector field associated with a1 ;:

L p(s,0) = Hay (pls. 1)), plt,1) = o

The proof can be adapted for instance from that given in [Tay91, Theorem 0.9.A]. The notion
of smoothing operators appearing in the statement of the above theorem is precised in following
definition.

Definition 2.2 (Smoothing operators). Let A : 2/(Q) — 2'(2) be a linear operator and k > 0.
We say that A is k-smoothing if A € L(H*(Q); H**#(Q)) for all s € R. We say that A is infinitely
smoothing if A is k-smoothing for all k£ > 0.

Moreover, we say that A € R¥(Q) if A € L(H*(Q) : H**F) for all s > 0. We set R™(Q) =

nk>0 Rk (Q)

Note in particular that k-smoothing operators are in R*(£2). Moreover, for k > 0, operators in

\Il;fg(Q) are k-smoothing.

We recall that —A denotes the Laplace operator on 2, and that we have

A€W (Q), with  oa(=A)(z,n) = |n2.

It will also be useful to define a function A € €°°(T*M) such that

Mer) = (P +nf)E  for (brm) € T°M. with (f + )2 o
5\ .

(t,z,7,n) >C >0 for (t,x,7,7) € T*M, with (|7|> +|n[2)z < 1.

This gives YA™ € Shhe(T*M;C) if m € Z and x € €°(M).

Finally, we define M(S*Mp;R) to be the set of real valued measures on S* My, M (S*Mr)
the set of positive measures on S* Mz, and M (S*Mrp;C?2*?) the set of measures with values in
non-negative hermitian 2 x 2 matrices. For u € M(S*Mrp;R) (resp. p € M (S*Mrp;C?**?)) and
a € €2(S*Mr;R) (resp. a € €0(S* Mz; C?*2)), we shall write

t)sensy = [ atomntde). (s Gnhgens, = [ ntalohntan}).

S* My
for the duality bracket. The same notation will also be used for a € Sghg(T *Mrp;R) (resp. a €
Spyg (T Mp; C**?)) according to the identification map (2.1).

Observe that the Laplace operator is not coercive since —A(1) = 0. This can be cumbersome
at places. As a remedy, we introduce more convenient spaces and scalar product. Let (e;);en be a
Hilbert basis of eigenfunctions of —A, associated to the eigenvalues (x;);en. In particular, we have
#o = 0 and ey = 1/4/]Q]. Following the notation of [DL09], we set

@) = { L ajes (o) € ) = {7 € 22, [ flapdr =0} =220,
with

Oy f = (\/%/Qf(x)d@@o = (f,eo)r2(@)e0, and Il f=f—Tof.

10



Note that we have

Iy € \I/;hO; (Q),
since IIp maps 2'(Q2) into €°°(Q), i.e. has a ¥ kernel (this is true in fact in a more general setting

of functional calculus, see [Tay81, Chapter 12]). Hence

Iy =Id—T, € V), (Q), with oo(Ily) = 1.

We also define H5 (Q) = 11 H*(2) for s € R, and in particular HS () = H*(Q) N L2 (Q) if s > 0.
We shall often use the selfadjoint operator A = v/—A, classically defined by

AfZZW(fvej)L2(Q)6j» D(\) = H'(Q).

jEN

In particular, we have Aeg = 0 and \ is an isomorphism from H$(Q) onto H3 (). We shall denote
by A71 € L(H3(Q); HET(Q)) its inverse. Moreover, according to [See67] (or [Shu01, Theorem 11.2]),
we have
AWl (Q), with o1(N)(z,n) =nle, (x,7) € T*Q\0.
We denote by (e"**);cr the group on H*(Q) generated by i\. Note that e’** preserves the spaces
The decomposition (splitting) of the operator P into P = —L L_, with

1 1
L+ = fat — XA and L_= fat + )\,
7 7

will also be useful in the following. Even though L. is not a pseudodifferential operator on M*, we
shall write
€+:Ul(L+):T_|77|I7 0 :Ul(L*) :T+|77|w7

and refer to these functions as “the principal symbol of L, and L_".

2.2 Some geometric facts

In local coordinates, we write g;; for the metric g on the tangent bundle 7M. As a metric on the
cotangent bundle T*M, g is given by ¢ in local coordinates.
The principal symbol of the operator P(t,x, d;, ;) is given by

oo(P)(t,z,7,m) = p(t,x,7,n) = =72 + |2, for (t,x,7,n) ERX AXRXTIQCT*M. (2.3)

We denote by H,, the associated Hamiltonian vector field. In local coordinates, we have

p=—ITP+> ¢"nm; and H,=(Vyup,—Vip).
(2]
Note that for a € ST}, (1" M; C), we have Hya = {p,a}. We shall make use of the Hamiltonian flow
map ¢, i.e. the maximal solutions of

L ou(p) = Hy(0s(0)). dolp) =p € T'M\0. (24

Let T be an integral curve of (2.4). First notice that p is constant along I' since Hy,p = 0. In
particular, the flow ¢ preserves Char(P). Moreover, as g is independant of time ¢, (2.4) also gives
Oip = 0. Writing ¢s(p) = (¢(s), z(s),7(s),n(s)), this implies that 7 is constant along I". As is done
classically, we call bicharacteristics the integral curves for which p = 0. Then |n|2 = |7|? is also
constant along bicharacteristics. Observe then that (2.4) defines a flow on the manifold

Char(P)NS*M = {(t,z,7,£),|7|*> = 1/2 and |n|2 = 1/2}.

Now, we can rewrite the geometric condition given in Definition 1.2 in terms of bicharacteristics
of the operator P.

LObserve that £1 and £_ do not satisfy the proper estimate in the cone |7| > C|n|s.

11



Definition 2.3. The time T,,_.»_.,, is the infimum of times T' > 0 for which the following assertion
is satisfied:

for any p. = (0, 4, T, nx) € Char(P) N S*M, there exists 0 < tg < t; < to < T such that we have
7T(¢to (p*)) € (OvT) X w, 7T(¢t1 (p*)) € (OvT) X Oa 7T(¢t2 (p*)) € (OvT) X w.

We remark that Char(P) N S*M has two connected components given by
Char(P) N S*M = (Char(L*) N S*M) U (Char(L™) N S*M)
— {r =1/VZ and [yl = 1/V2}U {7 = —1/V3 and [y, = 1/V2}.

We shall denote by qb;t the bicharacteristic flow associated with f4, i.e., the maximal solutions of

d *
205 (p) = Heo (63(p), 65(p) =p €T M\ 0.
As we have 9,1 = 0 and 9.4+ = 1, the flow ¢F can be written under the form

OT(t,mm,m) = (t+5,7,0% (2,7)),
where

o) = (6 (@m), () = (e.m) € T°0\ 0. (25)

Note that 7 is the Hamiltonian flow associated with the operator FA. In particular, notice that one
has ¢~ (z,n) = ¢f (x,n). With this notation, we define now the adapted minimal time for waves
with positive/negative frequencies, T;—;OHW, and we provide a new definition of the minimal control
time T, .o _.o-

Definition 2.4. The time T+

O 18 the infimum of times 7' > 0 for which the following assertion
is satisfied:

for any (z,n) € S*Q, there exists 0 < ty < t; < to < T such that we have
bo ooy (w,m) #0,  boFogy(z,m) >0,  b,oFopy(z,1)#0,
where 7 : S*) — Q is the natural projection. Moreover, we have T, .o_.,, = max(TJr T ).

w—0—-w) Tw—0—w

In what follows, for the sake of concision, we shall omit the projection 7 when composing functions
on  with the flows ¥, i.e., we shall write b o cptil (z,m) in place of bo 7 o gotil (z,m).

2.3 Reformulation of the system in symmetric spaces

As one can see, work in asymmetric spaces can be awkward. We thus set w; = (1— A)_%vl, Wo = Va.
Having (v, v2) solution to (1.6) is then equivalent to having (wy,ws) solution of

{Pw1 =0 in (0,T) x Q, 26)

Pwy = —b(z) (1—-A)7w; i (0,T) x Q,

as P and (1 — A)~2 commute. Hence, System (1.1) is exactly controllable in time 7' if and only if
the inequality

Eo(w1(0)) + Ep(we(0)) < C/OT/ |bows|?dx dt (2.7)
is satisfied for all (wy,wq) € €°([0, T); L2(Q; C2)) N ([0, T); H=1(; C?)) solutions of System (2.6).
To prove the well-posedness of System (2.6), we introduce the space
H = L*(;C?) x HH(Q;C?),

endowed with the natural inner product.
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Proposition 2.5. For any (w9, w3, w},w}) € 7 and any T > 0, System (2.6) with

(w1, wg, Opwr, Opwa)|i—o = (w%wg,w%,wé),

has a unique solution (wy,ws) € €°(=T,T; L*(;C?)) N (~T,T; H1(Q;C?)), depending contin-
uously on (w?,wd, wi, wl), i.e.

) (Su%)T){Eo(wl(t))+Eo(W2(t))} < C(T) (lwd 20 +lwillF - o) +1wdlIEe @) HlwsllF - () (2:8)
e(—1,

System (2.6) can be written as the first-order system
oW + AW =0, (2.9)

where ¥ = t(wy, wy, yw1, Oyws) and the operator & is given by

0 0 —Id 0
0 0 0 -Id
o = A o o o | D) =H(%C) X L@, (2.10)
b1—A)z —A 0 0

The Lumer-Phillips Theorem [Paz83] can be applied to (2.9) for positive and negative times ¢ since
the operators Ag Id 47 are maximal monotone for \g sufficiently large (due to the cascade structure
of the system). Hence —./ generates a strongly continuous group that we shall denote by (e 7% );cg.

At places, we shall also write System (2.6) in the form
PW = 0, W= (wla wQ)Ta
with
P=( L % )ew (M;c>?), and B=b()(1-A)
- B P € phg( ’ )’ an - (m)( - ) :

According to [See67] or [Shu0l, Theorem 11.2], we have B € \If%)hg(Q;(C), with principal symbol
o1(B)(z,n) = bl -

3 Observability for T'> T, .»_.,

In this section, we prove the following theorem.

Proposition 3.1. Suppose that T > T, _,0—.. Then, the observability inequality (2.7) holds for any
€°(0,T; L2(2;C?)) N €10, T; H1(Q; C?))-solution of (2.6).

The positive controllability result of Theorem 1.3 is then a direct consequence of Theorem 3.1.

To prove Proposition 3.1, we follow the compactness-uniqueness method of [RT74, BLR92,
Bur97a], which consists in two steps. First we prove the observability inequality (2.7) in a weaker
form, with an additional compact terms on the right hand-side. This allows one to handle high
frequencies. Second, we use a uniqueness argument to handle low frequencies and conclude the proof
of the observability inequality (2.7).

3.1 A relaxed observability inequality
We shall prove the following result.

Proposition 3.2. Suppose that T > T,_.0—.. Then, the observability inequality

T
Eo(w:(0)) + Eo(ws(0)) < o(/o /|bww2|2dx dt+ By (wn (0)) + B (w(0))) (3)

holds for any €°(0,T; L*(Q; C?)) N €1 (0, T; H~1(Q; C?))-solution of (2.6).
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Proof. We proceed by contradiction and suppose that the observability inequality (3.1) is not sat-
isfied. Thus, there exists a sequence (wf,w§)ren of €°(0,T;L3(Q)) N €1(0,T; H=1(Q))-solutions
of

Puwl =0 in (0,T) x €,
{Pw’g +Bwi =0 in(0,T)xQ, (3.2)
such that
Eo(wf(0)) + Eo(w(0)) = 1, (3.3)
/T/ bowh 2z dt — 0, k — oo, )
E(il(l:lf(o)) + E_1(w§(0)) -0, k— oo. (3.5)

According to (3.3) and the continuity of the solution with respect to the initial data, the sequence
(w¥, wk) is bounded in L?(Mz;C?). According to (3.5), we have (w¥(0), w5 (0), 9wt (0), d;wk (0)) —
(0,0,0,0) in L2(Q;C?) x H~1(Q;C?). The continuity of the solution with respect to the initial data
yields

(wf, w§) = (0,0) in L*(Myp;C?).

As a consequence of [Gér91, Theorem 1], there exists a subsequence of (W¥)en = (wh, wh)pen (still
denoted (W*)ren = (wF, wh)ren in what follows) and a microlocal defect measure

= ( ﬁl H12 ) €M+(5*MT;C2X2),
Hiz  H2

(according to [Tar90, Gér91], see also [Bur97b, Proposition 5], this measure is intrinsically defined
on S*My) such that for any A € \prhg(MT; C?%2) (recall that symbols are compactly supported in
time ¢ here, see Section 2.1),

Jm (AW W) ey = [ tr{onA)(phuldp)). (3.6)
—0 S* M

Testing the measure p on different operators A, the limit equation (3.6) can be equivalently written
as

klggo(Awuwlf)L?(MT ©) = (#1,00(A)) g pr, >
klggo(Aw%wé)L%MT;C) = (p2, UO(A»S*MT y (3.7)
klln;o(Aw’f,w’g)L2(MT;C) = <:U‘12700(A)>S*MT7

for any A € \Ilphg(MT; C) .
The following lemma gives the properties of the three measures p1, ps and p12, and is a key point
in the proof of Proposition 3.2.

Lemma 3.3 (Properties of the measure i). 1. Suppose that the sequence (W*)cn satisfies (3.2)
and (3.5). Then, we have py, pio € M (S*Mr), supp(p1) C Char(P), supp(pe) C Char(P).
Moreover, supp(u12) C supp(p1) Nsupp(pz) C Char(P). Finally these three measures satisfy
the equations

Im(plz) >S*MT <M17b‘n|wa>S*MT )

(
(12, pa>s My = <Im(M12) 2b|n|oa) g pgy »
(
(Re(p12), Hpa) g py, =0,

foranya €S hg(T*MT,(C)
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2. If moreover the sequence (W*) ey satisfies (3.4), then we also have supp(p2) N1 ((0,T) xw) =
0 and supp(p12) N7 1((0,T) x w) = 0.

The proof of this lemma is given in Appendix B.1.

We shall prove below that the first and the last equations in (3.8) yield a “free” propagation
result for the measures p; and Re(ui2). In particular, since p12 = 0 on 7 1((0,7) x w), and
T>Ty—-0-w >T,, this will give Re(p12) = 0.

The most important equation in (3.8) is the third one, that is to be viewed as a transport equation
for the measure Im(f12).

We already know that the supports of the three measures are subsets of Char(P) N S*My. Let
us pick p. = (t«, Tx, 7w, mx) € Char(P) N S*Myp. According to Definition 2.3, there exist 0 < ¢y <
t1 < tg < T such that

Pto—t.(p4) €TH(0,T) x W), Gry—e.(px) €77 ((0,T) X O), bry—r.(ps) €7 ((0,T) x w).

We take three open subsets 6, 61,0: C S* My, satisfying

Pj = ¢tj—t* (p*) € 9_] fOI‘j = 07 1a25

7(60) C (0,T) x w, 7(61) C (0,T) x O, w(62) C (0,T) x w. (3.9)
This geometrical situation is illustrated in Figure 1.
T
Tu—>0—>w
ty
2 to —ty
t1 -
to — t1
to
O o (ps) w Q
Figure 1: Geometrical situation in the case T' > T, .o —-
We now choose a function e € €2°(S*Mr) such that
supp(e) C ¢y, —1,(00) N1 NPy —1,(02), e>0, and e(p1)=1. (3.10)

Note that the set ¢g, 1, (00) N1 N Pr,—1,(02) is open since ¢y : S*Mp — S* My is bicontinuous and
is nonempty since it contains p;, according to (3.9).

Now, we apply the third identity of (3.8) to a = e o ¢y € €°(S*Mr) (which can be extended
as a symbol, namely \ta(t,z,7/\ n/\) € Sp_hlg(T*MT;R), where A is defined in (2.2)) for s €
(t1 — ta,t1 — to), as a consequence of (3.9)-(3.10). ;From the third equation in (3.8) we obtain

- </’[’17 b|77|$ €0 ¢S>S*MT = <Im(u12),Hp(e o ¢S)>S*MT )

S (Im(ju12),€.0 Ba) -
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Integrating this equation on the interval (t1 — to,t1 — tg) gives

t1—to
- / </J/1, b|77|$ €0 ¢S>S*MT dS = <Im(/’(‘12)) €0 ¢t1—t0>S*MT - <Im(/'[/12)7 €0 ¢t1—t2>S*MT . (311)
t

1—12

Moreover, from (3.10), we have supp(e o ¢, —+,) C 02 and supp(eo ¢4, —¢,) C bp. Since w(0y), 7(02) C
(0,T) x w and m(supp(pt12)) N (0,T) X w = ) from Lemma 3.3, the right hand-side of (3.11) vanishes,
and we obtain

t1—1o
/ (1, b[nls €0 ¢s) g ppy, ds = 0.
t

1—t2
In this expression, the measure p; and the functions |n|,, b and eo ¢, are non-negative on the interval
(t1 —to,t1 — to). We thus obtain, for any s € (tl —to,t] — to),

(11,0[n]s €0 Bs) g pp. = 0,
and in particular for s =0 € (¢; — ta,t1 — to) we find
(11,002 €) gepp,, = 0.
We have b(m(p1)) > 0 since 7(p1) € (0,T) x O, and e(p1) = 1. We hence have
11 vanishes in a neighborhood of p;. (3.12)

We can now prove that pq is identically zero on this bicharacteristic. This is a direct consequence of
the first equation of (3.8): applied to a o ¢ in place of a as long as supp(a o ¢s) C S* My, it yields

d d
0= H s/ g% = y 1 s = 5 ’ s/ S* .
</J'17 paod) >S M <u1 dSaO(b >S*MT ds <M1 G/O(b >S M
This direclty gives

(11,00 ¢s) g pp, = (H1,0) 5oy, , foralla e ,S’;hlg(T*MT;(C)7

3.13
for all s € R such that supp(a o ¢;) C S*Mr. (3.13)

;From the argument above, there exists a € Sghlg(T*MT; C) with a small support in a neighborhood

of p1 and a(p1) = 1, such that (u1,a)g.,, = 0. Taking s =, —t, in (3.13) then yields

(B1,00 Q1 —1,) gepry

with a o ¢y, —¢, (p«) = 1. This implies that p; vanishes in a neighborhood of p.. Here p. was chosen
arbitrary in S*Mp. We thus have p; =0 on S*Mrp.

The third equation of (3.8) then becomes (Im(p12), Hypa)g.,,, = 0 for all a € Sghlg(T*MT;C).
The same analysis direcly yields the propagation of the measure Im(uq2). This, together with
supp(Im(p12)) N7 1((0,T) x w) = 0 gives Im(p12) =0 on S*Mrp, as T > T, .o— > T,,. Similarly,
we obtain Re(u12) = 0 on S* My with the last equation of (3.8). Finally, the second equation of (3.8)
now reads (u2, Hpa)g.,, = 0foralla € S;hlg(T*MT; C). This implies o = 0 on S* My as we already
know that supp(u2) N7~ 1((0,T) x w) = () from Lemma 3.3.

Since p = 0, we have
(wh, wk) — (0,0)  strongly in L2 .(Mry;C?). (3.14)

Let us take y € €>°(0,T;C), multiply the second equation in (3.2) by x(1 — A)~!'w} and integrate
on (0,7) x €. After an integration by parts in time, this gives

T T
/ / x|(1 — A)_%&gwlgﬁ dxdt +/ / DexOwh (1 — A) 1wk dadt
0o Ja o Jo

T T
+/ / YAw (1 — A) " wh daedt = / / xBw?F(1 — A)"rwh dzdt.
0 Q 0 Q
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In this expression, we have

T
/ / DixOws (1 — A)"twh — 0 since yxd:(1 — A)~ € \Ilphg(MT, 0),
0o Jo

/ / xBwh(1 — A)"twh — 0 since x(1—A)"'Be \prhg(MT;(C),

T
/ /Q xAwh(L — A) " wk — (3, X)geps,, = 0.
0

As a consequence, we obtain, for all x € €>°(0,T;C)

/ /X|1— 28tw2| — 0.

This, together with (3.14) yields, for all 0 < &7 < ey < T,

and

/  Bo(wh(t)) dt — 0.

The same method with the first equation of (3.2) also gives f;lz Eo(w¥(t)) dt — 0. Hence, Eo(wh(t))+

Eo(wk(t)) — 0 for almost every t € (e1,e2). Picking such a time, say t3, the (backward) well-
posedness result of Proposition 2.5 for the Cauchy problem (3.2) with data given at ¢35 gives

Eo(wi(0)) + Eo(w5(0)) < C(Eo(wh (t3)) + Eo(w (t3))).

This yields Eo(w¥(0)) + Eo(wk(0)) — 0, gives a contradiction with (3.3), and concludes the proof of
the proposition. O

3.2 End of the proof of Proposition 3.1

With the relaxed observability inequality of Proposition 3.2, we are now able to handle the low-
frequencies and conlude the proof Theorem 3.1. The main point here is a unique continuation result
for solutions of the elliptic problem associated with System (2.6). The idea of reducing the observ-
ability for the low frequencies to an elliptic unique continuation result, and associated technology
are due to [BLR92]. Here we follow the expository lectures [BG02].

We first define for any 7" > 0 the set of invisible solutions (see [BLR92]) from (0,T) x w

N(T) ={# = (v, w,w}, wl) € H# such that the associated solution of (2.6)
satisfies wa(t,2) = 0 for all (¢,2) € (0,T) X w},

We have the following key lemma, which is proved at the end of this section.
Lemma 3.4. For T > T, 0., we have N (T) = {0}.

As for the proof of the relaxed observability inequality of Proposition 3.2 we proceed by contradic-
tion. We suppose that the result of Theorem 3.1 is false. Thus, there exists a sequence (W}, w!)ren
of €°(0,T; L*(2)) N €0, T; H1(2))-solutions of (2.6) such that

Eo(wy(0) + Eo(ws(0)) =1, (3.15)
/ /\b wE2dz dt — 0. (3.16)

Equation (3.15) and Proposition 2.5 imply that the sequence (wf, w5)xen is bounded in L?(Mrp; C?).
Hence, there exists a subsequence (also denoted (w?,w5)rey in what follows) weakly converging
in L?(Mr;C?), towards (wy,ws) € L?(Mp;C?). From (3.16), this limit satisfies, for all t € (0,T),
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ws|, = 0 and is moreover a solution of (2.6). Hence, we have (w; (0), w2(0), dyw1(0), dw2(0)) € N (T
According to Lemma 3.4, this yields (w1, ws) = (0,0). Besides, the imbedding # — H~1(Q)?
H~2(Q)? is compact. This yields

).
X

E_1(wy(0)) + B_1(w5(0)) = E_1(w1(0)) + E_1(w3(0)).
The relaxed observability inequality (3.1) hence yields
1 < C(E-1(w1(0)) + E—1(w2(0))),

which contradicts the fact that (wq,ws2) = (0,0), and concludes the proof of the Proposition 3.1. [
It only remains to prove Lemma 3.4.

Proof of Lemma 8.4. First, Proposition 2.5 implies that A (T) is a closed subspace of . Second,
applying the relaxed observability inequality (3.1) to an element of N (T') gives

|7 || = Eo(wi(0)) + Eo(ws(0)) < C(E_1(wi(0)) + E_1(w2(0))). (3.17)

Using the compact imbedding 7 — H~1(2)? x H=2(Q)2, this implies that AN (T) has a finite
dimension, and is thus complete for any norm. Moreover, setting 6 = %(T —To—o0—w) > 0, we
remark that (3.17) is also satisfied by all # € N (T — ). Taking # € N(T') implies that, for
all ¢ € (0,0), we have e =% € N(T — §). We also have, for )\ sufficiently large, according to
Section 2.3,

1 1
(Mo + %)‘1E(Id —e =YY = —(1d —e NN+ )W =, Ao+ )W in A,

as (Ao+) "' € D(«/). As a consequence, the sequence (1 (Id —e‘e“z{)yﬂ)oo
in N(T — §), endowed with the norm ||(Ag + /)~1 - || . As all norms are equivalent, the sequence
(1(d 76’”{)7/)90 is thus also a Cauchy sequence in N (T — §), endowed with the norm || - || s,

which yields &/ # € . Hence, we have N'(T) C D(&). Denoting by # (t) the solution of

is a Cauchy sequence

N +dW =0, Wli—o=W, with # e € (0,T];¢)N€°(0,T]; D(=)),
from semigroup theory, we remark that we have
AW =W |i—o e N(T) if W e N(T).

In fact, as wa(t,z) = 0 for all (¢,z) € (0,T) X w, the same holds for d,w,. Consequently &/ N (T) C
N(T).

Since N (T') is a finite dimensional subspace of D(/), stable by the action of the operator <7, it
contains an eigenfunction of <. There exist 1 € C and #}, € N(T) such that &/ #,, = p#,,. Writing
W, = H(w), wd, wi,w3), this is equivalent to having

1 _ 0
—Ww; = pwy,

1 _ 0
—wy E :U'w271
—Aw) = pwy,

—AwY + b(z)(1 — A)zw? = pawd.
This system implies

“Aw® = — 2w
{ 1= (3.18)

—Awd + b(z)(1 — A) 2w = —p2ul.

The first equation gives u = i/k with £ € Sp(—A) C R, and w? is an eigenfunction of —A associated
to k. Hence, taking the L2(Q)-inner product of the first line of (3.18) with (1 — A)zw, and that of
the second line of (3.18) with (1 — A)2w?, we obtain

/ b(z)|(1 — A)2w?|*dz = 0.
Q
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Since b > 0 and b does not vanish identically, this proves that (1—A)zw? =0 on O. As (1 — A)z2w?
is an eigenfunction of the Laplace operator vanishing on O, a unique continuation result (see for
instance the classical reference [Aro57, AKS62], the book [Zui83] or the exposition article [LL11])
yields (1 — A)zw? = 0 on Q. Hence w9 = 0 on Q.

Moreover, # € N(T) yields w3 = 0 on w. This proves that w§ = 0 on ©, as wJ is an eigenfunction
of the Laplace operator as a consequence of (3.18). This concludes the proof of the Lemma 3.4. 0O

Remark 3.5. Note that elliptic unique continuation properties as those used here are not known
in general for 2 x 2 elliptic systems. For these types of general systems, such a result holds if
wN O # ) [Léal0, Proposition 5.1]. However the case w N O = () remains open in general.

Here, the cascade structure of System (2.6) allows us to bypass a more involved unique continu-
ation theorem. We use that the eigenvalues and eigenfunctions of the operator

(waan 2)

are (r,%(0,¢;)) en, where (k;,¢;)jen are the eigenvalues and eigenfunctions of —A. This is a very
particular feature of cascade systems with twice the same elliptic operator on the diagonal.

4 Lack of observability for T'< T, _.0_..
In this section, we prove the following theorem.

Theorem 4.1. Suppose that T < T,,_.o_..,. Then, there exists a bounded sequence (w¥, w§)ren of
€00, T; LA()2) N€ (0, T; H1(Q)?)-solutions of (2.6) satisfying

lim infj, oo (Eo(wf(0)) + Eo(w5(0))) > 1, (4.1)
(wf, w§) — 0 in L*(Mr; C?), '
such that the sequence (wk)ren is pure and its microlocal defect measure o satisfies
<,LL2, X2|bw|2>S*MT = Oa (42)

for any x € €>(0,T).

We refer to [Gér91, Definition 1.3] for the definition of a pure sequence. As a direct consequence
of this theorem, we have the following non-observability result.

Corollary 4.2. If T < T, _.o—., the observability inequality (2.7) does not hold.

The negative controllability result of Theorem 7?7 is then a direct consequence of Corollary 4.2
and HUM.

Proof of Corollary 4.2. Suppose that the observability inequality (2.7) holds for some constant C' >
0, for all solutions of (2.6). Then, for the sequence (w}, wk)ren given by Theorem 4.1, we have, for
k sufficiently large,

1 T
3< Eo(w}(0)) + Eo(wh(0)) < K/o / lbowh 2dx dt, K > 0. (4.3)
w
The sequence (wf,wk)ren being bounded in the energy space, we have in particular

/ b,wh (t,2)|?de < Cy,  for some Cy > 0, and all k € N, ¢ € [0,T].
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This yields, for any ¢ € (0, Z),

T € T—e¢ T
/ /|bww§|2dx dt:/ /|bww’§\2daz dt+/ /|bww§|2dx dt+/ |bowh|?da dt
0 w 0 Jw € w T—eJw
T—e¢ T
< 2eCy —|—/ / |bows 2da dt < 2eCy —|—/ / |xbowh|?dz dt,
€ w 0 w

with x € €°(0,T) such that y =1 on (e, T —€). We fix e such that 26Cy = gk and obtain

T 1 T
/ / |bowh|2de dt < — +/ / |xbowh | dz dt.
0 w 8K 0 w

According to (4.2), this gives
T
1
bowh dx dt < —
A L | w2 | €T —_ 4K7

for k sufficiently large. This yields a contradiction with (4.3), and concludes the proof of the corollary.
O

We shall use the following lemma in the proof of Theorem 4.1. A proof is given in Appendix B.2.
Lemma 4.3. For any bicharacteristic curve T' of the d’Alembert operator P, there exists a pure

sequence (w*)en of €°(0,T; L?()) N €10, T; H-1(Q))-solutions of Pw* = 0 such that

{lim inf), 0o Eo(w*(0)) > 1, (4.4)

wk — 0 in L?(My;C),
and the microlocal defect measure of (W*)nen is supported in T.
We now prove Theorem 4.1.

Proof of Theorem 4.1. Since T < T,,_,0—w, Definition 2.3 gives the existence of p. = (0, s, T, 7x) €
Char(P) N S*M such that the following condition holds:

For any 0 < tg < t; < to <T, we have
(Pt (px)) ¢ (0,T) X w, or 7(¢r,(p«)) ¢ (0,T) x O, or 7(¢e,(ps)) ¢ (0,T) X w.

We set

(4.5)

I'= {¢S(p*),s € [OvT]}'

We now construct the sequence (wf, wh)ien.

First, if 7(T') N ((0,T) x w) = 0 (which only occurs if T' < T,,), we take wf = 0 for all k € N and
(w§)ren as given by Lemma 4.3. In this case, (4.2) is clear as supp(p2) C I and 7(I)N((0,T) xw) = @
(this is a classical non-observability result for a single wave equation [BLR92, Bur97a, BG97)).

Second, if w(I') N ((0,T) x w) # @, we choose (w})gen as given by Lemma 4.3. In particular,
according to Lemma 4.3, this gives lim infy_, o (Eo(wf(0))+ Eo(w5(0))) > 1 for all €°(0, T; L*(2)) N
€10, T; H1(Q))-sequence (wh)ren. We also pick some to € (0,T) such that 7(¢¢, (p«)) € (0,T) x w.
The geometrical situation is sketched on Figure 2.

We choose w5 to be the unique (forward and backward) solution of

{ Pwk = —Buw¥ in (0,7) x Q, (4.6)

(w0, Oywh)|i=, = (0,0) on Q.
In particular, the well-posedness of the wave equation yields w’g € €°(0,T; L2(Q))NE(0,T; H1(Q))

and
Wl r2(aery < CIBW| p20. 1100 < Clwi |l 2(ary),
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Figure 2: Geometrical situation in the case T < T,,—,o—. with 7(I') N ((0,T) x w) # 0.

as B = b(1—A)z. Since (w}) ey is bounded in L2(Mg; C) from Lemma 4.3, the sequence (w¥, wh)pen
is bounded in L?(M7; C?). Moreover, the well-posedness of the wave equation in €°(0,7; H=1(Q))N
€1(0,T; H-2(Q)) also gives

Wi | zr-1 vy < CllBwE || p20,m:m-2(0)) < Clwillz-1(ag) — 0,

since w¥ — 0 in L?(M7;C). Finally, the sequence (w¥, wk)ren satisfies all the conditions (4.1).

Since (w¥,w%) — 0 in L?(M7;C?), and according to [Gér91, Theorem 1], there exists a subse-
quence (still denoted (W¥),en = (w¥, w5)ren) and a microlocal defect measure

§= ( ﬁ1 H12 ) €M+(S*MT;(C2X2),
iz H2

such that for any A € U9, (Mr; C**?),

leH;O(AWk, Wk)L2(MT;(C2) = <p“a O-O(A»S*MT .

Moreover, j; is the microlocal defect measure associated with the sequence (w¥)ren. As this sequence
is (a subsequence of a sequence) choosen by means of Lemma 4.3, we have supp(p;) C I'. Observe
now that the sequence (W¥),cn satisfies all the assumptions of the first part of Lemma 3.3, which
gives pos € M (S*Mr), supp(ue) C Char(P), and supp(p12) C supp(p1) C T'. Finally these three
measures satisfy the equations

<U1a Hpa>s*MT =0,
<:U‘21Hpa>S*MT = <Im(u12)52b|n‘xa>S*MT 5 (47)
<Im(,u12), Hpa>s*MT = - <H1a blnlma>s*MT s

for any a € Sp_hlg(T*MT; C).

We denote by C the connected component of I'\ 771((0, T') x O) that contains 'N7~((0,T) X w)
(indicated by a thick line in Figure 2). We have ¢¢,(p.) € C. In the present case, Condition (4.5)
gives

7(T) N ((0,T) xw) N ((0,T) x O) = 0. (4.8)
Moreover, Condition (4.5) yields the uniqueness of such a connected component.

The end of the proof consists in showing that supp(u2) C T’ and that C Nsupp(us) = (0. For this,
we first prove that u, vanishes identically on 7! ((to —2¢e,tp+ 2¢) x Q)) for € > 0 sufficiently small.
Then, a propagation argument with (4.7) gives supp(us) C I' and that po vanishes on C.
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Let us take € > 0 with 2¢ < min(¢g, T — tp), to be chosen below. The well-posedness for the wave
equation (4.6) gives

||w]2€||L2((to—s,to+€)><Q) S CHBw]lC||L2(t0—8,t0+5;H—1(Q))
< Of(1 = A)"2b(1 — AV 2wk || 12 (0 —ertoe) <)
< OIx(1 = A)"Eb(1 — A)Zwf || L2020 10420 x02) (4.9)

for some x € €>°(tg — 2e,t9 + 2¢) satisfying 0 < x < 1and x =1 on (tg — &,t9p + €). In this last

expression, we have x(1— A)_%b(l — A)% € \I/ghg(MT; C), with principal symbol oq (X(l — A)_%b(l —
1

A)f) = xb. As a consequence, we have

(1= A)72b(1 = A) 2wk 321y —2e 10 420y x) = (B0 X2 o ns (4.10)
Since 771((0,T) x w) is an open set in S* Mz, containing ¢y, (ps«), there exists € > 0 such that
bs(ps) €710, T) x w), forall s € (tg — 2¢,tg + 2¢). (4.11)
For this choice of ¢, we have
supp(p) N~ ((to—2¢,to+2e) x Q) C TN~ ((to—2¢,to+26) x Q) = {¢s(ps), s € (to—2¢, to+2¢)}.
According to (4.11), this last set is contained in T N7~ ((0,T) x w), i.e.
supp(p) N ((to — 26,80 +26) x Q) CcTNa ' ((0,T) x w).
;From (4.8), we then obtain supp(p1) N7~ ((to — 2¢,t0 +2¢) x Q) N7~ ((0,T) x O) = 0, which gives
supp(p1) Nt (supp(x)) N7~ " (supp(b)) = 0.
This, together with (4.10) gives
(1 = A)72b(1 = A) 2w L2 ((ty—2e 0 +20)x52) — 0.
Using (4.9), we now obtain [[w§||2((t9—c,to+e)x2) — 0, and thus
supp(p2) N7 ((to — &,t0 + ) x Q)) = 0. (4.12)
As supp(u12) C T, the second equation of (4.7) yields
(2, Hpa) gy, =0 (4.13)

for any a € S;hlg (T*Mr; C) such that @ = 0 in a neighborhood of T'. As in the proof of Proposition 3.2,
this gives the invariance of the measure pus along the flow ¢s away from I'. Together with (4.12), this
also yields
supp(pe) C T. (4.14)
The second equation of (4.7) also gives (4.13) for any a € S;hlg(T*MT; C) such that a =0 in a
neighborhood of W’l((O,T ) X (9), as b is supported in O. Once again, this gives the invariance of
the measure yi; along the flow ¢, on S* My \ 7=1((0,T) x O). Together with Equation (4.12), this
gives, with a propagation argument,
supp(u2) NC = 0. (4.15)

Finally, Equations (4.14) and (4.15) together with the definition of C give
supp(pz) N7~ ' ((0,7) x w) = 0.

This implies (4.2) as b, is supported in @, and concludes the proof of Theorem 4.1. O]
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5 The Hilbert Uniqueness Method and the HUM operator

5.1 The Hilbert Uniqueness Method for cascade Systems

In this section, we prove the equivalence between controllability and observability for the systems
under view. This result is classical for waves [DR77] and further developed by Lions [Lio88] who
coined the name HUM. For completeness, we expose this result in the case of our cascade wave
system. To fit also the setting of Section 6 below, where waves with different speeds are studied, we
give this equivalence for the control system (1.7) with v > 0.

Proposition 5.1. Assume that System (1.7) is well-posed in the space H*T1(Q) x H*(Q) x H*(Q) x
L?(2), that is

(w1, uz, Ouy, Opuz) € €0([0,T); HSTH(Q) x HY(Q) x H¥(Q) x L*(Q)).

Then, it is controllable in time T > 0 in this space if and only if the observability inequality

T
E_y(01(0)) + Eo(v5(0)) < C / 160213yt (5.1)

holds for all solutions (v1,vs) to

(5.2)

Pv; =0 in (0,T) x Q,
Pows+b(x) vi=0 in(0,T)xQ,

assumed to be well-posed in H=*(Q) x H*(Q) x H~*71(Q) x L*(Q), that is
(v1, v, Opv1, Opvg) € €00, T); H () x HY(Q) x H571(Q) x L*(Q)).

Note that we have s = 1 in the duality between Systems (1.1) and (1.6).

Proof. Duality.

According to Definition 1.1, it suffices to consider controllability starting from zero initial data:

(u1(0), uz(0), Oyuq (0), Orusz(0)) = (0,0,0,0). In a first step we suppose that the data (v1(0), v2(0), Opv1(0), Orv2(0))
for System (5.2) and the control function f in (1.7) are smooth. Taking the inner product of the first

line of (1.7) with vy, we obtain

—(buz,v1)2(np) = (Pu,v1) L2 (M)
= (u1, Pv1) 2y + (Opun(T),v1(T)) L2(0) — (ui(T), 01 (T)) 205

after an integration by parts. Similarly, taking the inner product of the second line of (1.7) with va,
we find

(b frv2) L2 (Mpy = (Pyti2,v2) 12 (0ig)
= (u2, Pyv2)r2(ay) + (Orua(T), v2(T)) p2() — (u2(T), 0pv2(T)) L2 (-

Summing the last two identities and recalling that (vq,vs) satisfies (5.2), we obtain the duality
identity

(fs bwv2) 2 (arpy = (Opur (T),v1(T)) L2() — (ui(T), Opv1(T)) L2
+ (Qruz(T), v2(T)) r2(0) — (u2(T), Ov2(T)) L2(0).-

Now, using a density argument, together with the well-posedness assumptions, we see that we have

(f, bov2) 2 (apy = (Oeur (T), v1(T)) ey, 12 (0) — (wi(T), 001 (T)) got1(Q),H—+-1(2)
+ (Opua(T),v2(T)) 2(0) — (u2(T), Ov2(T)) 1 (). H-1(0)- (5.3)
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We introduce the following continuous map

S L*(Mr) — HTHQ) x HY(Q) x H*(R2) x L*(Q),
[ (ur,uz, Opur, Opuz) |t=1-
Controllability = observability.

We start by assuming controllability, i.e. that S is onto. The open mapping theorem then yields
thatS(Br2(a,(0,1)) is a neighborhood of (0,0,0,0). Then, for some 1 > 0 we have

Bstixmixmsxr2(0,1m) € S(Brz(a,)(0,1)),

where By (0,r) denotes the open ball of radius r centered at 0 in the space H. By linearity, this
yields
Byevixmismexr2(0,2) C S(Brap(0,2n71).

Now, take V = (v9,v9,v1,v3) € H=35(Q) x H*(Q) x H—*71(Q2) x L?*(Q). With the Riesz represen-
tation theorem, we choose U = (u,u$,ul,ul) € HTL(Q) x HY(Q) x H*(2) x L?(Q), such that
U zrs+1 (@) x 11 (@) x 12 (@) x L2(0) = 1 and

<uiav?>HS(Q),H—S(Q) - <U(1)7U}>HS+1(Q),H—S—1(Q) + (ué,vg)m(n) - <U87U§>H1(Q),H—1(Q)

= \Vllg—s @ xa (@) x H—s—1(Q)x L2(Q)-

Then, take f such that S(f) = U and || f||L2(amz) < 277" By (5.3), have

(E—s(v1(T)) 4 Eo(v2(T))) * = [Vl 5-=()x 9y x -~ (@) x 22(2) = (f+bwv2) 12 (0z)

< Ifllz2arry Ibwv2llzaare) < 20~ HlbwvallLe ().

where (v1, v2) is the backward solution of System (5.2), associated with the final data (vy, ve, Orv1, Opve)|t=T =
V. This yields the observability inequality

E_s(v1(T)) + Eo(v2(T)) < Cllboval|Z2(ary)-
for all backward solutions of (5.2). Changing ¢ in 7' — ¢ in System (5.2) yields Inequality (5.1).

Observability = controllability.
Given U = (u?,u3, ul,ud) € HST1(Q) x HY(Q) x H*(Q) x L*(Q), we define the following functional

1
J(V) = §||bwv2|‘%2(MT) — ((ug, W) e (@), -2 () — (U3, 01) gt (), H——1(0)
+ (U%wg)w(m - <u37U%>H1(Q),H*1(Q))a

where (v1,v2)(t, ) is the backward solution of (5.2) with the data V = (v9,09,v{,v1) at time t = T..
This quadratic functional is continuous, strictly convex and the observability inequality (5.1) (after
having changed ¢ in 7' — ¢ in System (5.2)) implies that it is coercive. Hence, J admits a unique
minimizer V. = (v9,09, v1,v1), satisfying the Euler equation

0= (boa, boti2) 2 (arry — ((ut, 02) s (@), -+ () — (U1, 21) o1 (@) m-+-1(0)
+ (ug,09) r2(0) — (U3, 03) (), H-1())-
where (v;,v5)(t, x) is the backward solution of (5.2) with the data V. at time ¢ = T. In view of (5.3),
this means exactly that fryas(t) := byv,(t) realizes a control for System 1.7.

Moreover, fgya minimizes the cost functional Hf||%2(MT) among all f € L?>(My) realizing a

control for System (1.7).
O
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5.2 Microlocal characterization of the HUM operator

In this section, we develop a precise analysis of the Gramian operator associated to the observation
system (2.6). More precisely, we prove that this operator is a matrix of pseudodifferential operators
of order zero. We also analyze its ellipticity properties, providing a second proof of Theorem 1.3,
together with additional microlocal properties.

Actually, this follows the program developed by Dehman-Lebeau [DL09]. The reader can find
very nice illustrations of the results of this paper in [LN10].

We shall make an intensive use of the Egorov theorem as given in Theorem 2.1. We shall also use
smoothing properties of some very particular Fourier integral operators, collected in Appendix A.

5.2.1 A simplified model: a system of coupled half-wave equations

In this section, we consider the control problem for two coupled half-wave equations

{<at —iNur = gibu =0 in (0,7) x &, (54)

(0 — iNua = by f in (0,T) x Q.

This system is much simpler than System (1.1). Yet, this section will help the reader to understand
the key aspects of the microlocal characterization of the HUM operator, without the additional tech-
nical difficulties that one faces when addressing the full wave system 1.1. This analysis is postponed
in the next section. Note that the coefficient 5+ is chosen here to fit the setting of System (1.1) (see
Section 5.2.2 below) and has no importance here.

This first-order system is well-posed for initial data (uy(0),u2(0)) € H*(£;C?) and a right hand-
side f € L'(R; H*(R)), giving rise to a unique solution (uy,us) € €°(R; H*(; C?))NE (R; H*~1(Q; C?))
(see for instance [H6r85, Chapter 23.1]). Note that there is here no gain of regularity in the state
space (as opposed to the full wave-system (1.1)). The associated observation problem is the following

(O —iN)vy =0 in (0,7) x Q,
(0 — iN)va + £bvy =0 in (0,T) x Q, (5.5)
(v1(0),01(0)) = (g, h) € L*(©;C?)

together with the observability inequality

T
lglZae) + I1hlZ20) < C/O bsv2172 () dt- (5.6)

Again, in this setting, the controllability of System (5.4) is equivalent to estimate (5.6) for all (g, h) €
L?(Q;C?) and (v1,v7) associated solutions of (5.5).
We recall that the flow (o] )icr, used in the statement of Theorem 5.2 is defined by (2.5).

Theorem 5.2. We have

T
A wavQH%Q(Q)dt: (g;(g7h)v(gah))L2(Q;(cz)-

where G € L(L%(;C?)) is the Gramian operator of (5.4).
Moreover, there exists G+ \Ifghg(ﬂ; C?*2), and Rr an infinitely smoothing operator on § such
that
git = G; + RT7

where the principal symbol of G} 18

ifOTbiogo;r(fobogoad0'> dt %fOTbQOLPZL(fObogoU ) t

O’()(GJF) =
DT\ ki g (Rroa)a [TRoy

€ 50, (T0,C272).
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In particular, we have
to
det(oo(GF)) / / 200 )( owi)(/ b0g0+da) dtidty € Sphg( Q).
t1

The next corollary both proves the observability of (5.5) and characterizes the HUM operator.
Recall that the time T/ is defined in Definition 2.4.

w—0—w

Corollary 5.3. Assume that both w and O satisfy GCC and that T > T Then, we have the

w—0—w"
following properties:

1. The operator GF € WO, (Q,C?*?) is elliptic.

phg

2. The operator G is coercive on L*(€;C?):

T
/0 ||bwU2H%2(Q)dt = (g;(% h)7 (97 h))L?(Q;(C?) 2 CH(Q? h)”i?(ﬂ;(:?)a (5~7)

for all (g,h) € L?(;C?) and (v1,v2) associated solutions of (5.5).

3. The operator G is invertible in L(L*(Q)). Its inverse (G1)~', the HUM operator, can be
decomposed as (G£)™' = AL + Ry where Ry € R®(Q) and Af € Sghg(T*QCzXQ), with
principal symbol

fOT b2 o i dt % fOT b2 o gp?’(fo bo cp*do)dt

O'Q(AJF) = det(O'()(GJr))_l
' ! _%ifoTbio¢j<fob°@+dg>dt %foTbiOQO?_(fobOgO‘Lda) dt

4. In particular, (GF)~! is an isomorphism of H*(Q;C?) for all s > 0 and we have
WE*((G7)71(f,9)) = WF*(f,9).
Recall that the notation R° was introduced in Definition 2.2. The definition of WF*(u), for

u € 2'(Q) is for instance given in [Lerl0, Definition 1.2.21]. The wavefront set of a couple, or, more
generally a k-tuple (f1, fo, ..., fr) € 2'(Q; CF), is defined by (see for instance [Den82]).

k
WE*(f1, far- - fr) = U (5.8)

Corollary 5.3 is proved at the end of this section.

Proof of Theorem 5.2. Let us recall that the group e is defined at the end of Section 2.1. The
Duhamel formula in (5.5) gives the explicit representations

v1(t) = "l g + Mg,
) 1 [t
va(t) = eI h + Tgh — R / (e'=MI buy (o) + Tobvs (o)) do.
tJo

Developping this last expression, we have in particular,

. 1 [t ,
vy(t) = eI h — %/ eI, be' M, gdo + Ry(g, h),
0

where

1 1 , 1 .
Ri(g,h) = oh — 57 TobIog + ixl(e“A — DIL, bTlg + 5Hobxl(em — DI, g.
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Recall that A\=! € L(H$(Q); HT(Q)) is defined at the end of Section 2.1.

Hence, R; is a continuous family of infinitely smoothing operators, since IIy € L(H?(Q2);C) for
all s € R and b and e preserve the regularity.

Now, let us compute the observation

2

dt.
L2(Q)

(5.9)

T T t
3 1 ] —1i0 10
/ ||bwv2||§2(mdt:/ wae”)‘HJrh—wae”’\HJr/ e~ 1NpeioA g H+g+Rt(g,h)‘
0 0 0

According to the Egorov theorem (see Theorem 2.1), we have e~"7*be’? ¢ (R, \I/ghg(Q)) with prin-
cipal symbol b o ¢ (x,n). Hence, the operator
t . .
B = / e A bel N o (5.10)
0

is in €° (R PO

phg(Q))7 and we have

t
oo(B ) (z,n) = /0 bot(z,n)do, (z,n) € T*Q.

Coming back to (5.9) and developping the inner product, we obtain

T T T
/O 1bval| 72 0yt = /O (ILye " b2 e I, h)Lz(Q)dt—% /0 (I e~ 0% e Ly B Iy g, h) 5 g dt
1 T ) )
t3 ; (H+(B;r)*HJreﬂt/\bieltAHJrh’9)L2(Q)dt
1 [T o e
. /0 (L (B TL e 2, BT g, )+ /O (Bulg. 1), (9. 1)) 1o gyt

where R, is a continuous family of infinitely smoothing operators.
Setting

ot fo H+ B+) T e B2 L B T dt 42 [ H+ (B;F)* Iy e~ M b2 e I, dt
T fO I, efzt)\b2 zt)\H+B+H+dt f I, efzt)\bQ zt)\H dt ’

we find Gf. € W9 (Q,C?*?), since, according to the Egorov theorem, e~ #b2e/ € WO (Q) with
principal symbol b2 o o} (x, 7). The pseudodifferential calculus directly yields the principal symbol

lfoT b2 owf(fo bo<p+d0> dt %IOT b2 ogpj‘(fo bocp*da)dt

00(G+) =
’ fo b2 o ] (fo bongrda)dt fOT b2 o i dt

€ S (THQ, C*2).

Computnig det(oo(G5)), we find

det (00 G+ </ b2 otp?‘dlﬁ)( b2 o / bo<p+d0' )
1 2 +
- — b owt( bocp dU)dt
ta 2
[ teios [ oot
t1 ta
_,/ / ogpt O(pz;)(/o bo<p0d0')(/0 bo<pada)dt1dt2
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Given a function f(t1,t2) defined on the square [0, T2, we notice that its mean value is equal to that
of its symmetric part with respect to the diagonal:

/ / f tl,tg dtldtg —/ / tl,tQ + f(tg,tl))dtldtg.

2
Applying this remark to the function (t1,t2) — (b2 o @i )(b2 o cpz;)( *bo <p+da) , we obtain

1 2 t2
4det(oo(GF)) / / 20w )( ogoj;){(/o bogpada) + (/0 bogoad(r) ]dtldtg
t1 to
/ / O‘Pt ocpj;)(/o bogojda)(/o bogpido)dtldtQ
to
/ / o<pt owtt)(/t bo<p+d(7) dtqdts.

This concludes the proof of Theorem 5.2. O

Proof of Corollary 5.3. Let us first prove Item 1. Take p = (z,n) € S*Q. Since T > T there

w—0O—w?
exists 0 < t1(p) < t1.2(p) < t2(p) < T such that
W_I(WZ(p) (p)) € w, W_1(¢Z,2(p)(P)) €0, 7_1(‘»0;;@)(9)) cw.
Since the functions b and b,, are continuous this yields
2 " 2
det(oo(GF)) / / 2 ool () (b2 0 pf (p))(/ bo (pj(p)dd) dtidty > 0.
ty

The manifold S*Q being compact, we have det(oo(G7)) > C > 0 on S*Q. The matrix oo(G7) has
a non-negative trace and positive determinant, and is hence positive definite. Hence, G} is elliptic.

To prove Item 2, we first prove the following weak observability inequality,

T
/O Ibwv2llZ2 @yt = (97 (9, 1), (9,1)) 1202y = Cllg W72 (e2) = Ol (g, IFr-1(oue2y, (5:11)

for all (g,h) € L?(€;C?) and (v, v2) associated solutions of (5.5).
Using the Garding inequality for the operator G; € \I/ghg(Q) (see for instance [Tay81, Chapter 2]
or [CP82, Chapter 4]), this gives the existence of C,C’ > 0 such that, for all (g, h) € L?(Q;C?),

(G}_(97h’)a (9, h))L?(Q;@) > C||(g, h)||%2(9;<c2) - C'”(QW)H%{A(Q;C?)-

Recalling that Ry is 1-smoothing, i.e. in particular Ry € £(H ~1(Q; C?); L?(Q; C?)), we have for all
e >0,

C//
[(Rr(g,h), (9. h)) r2c2)| < 7||(9ah)”%171(sz;«:2) +ell(g, M2 ez

and hence

(gj—t(g7 h)a (gv h’))L2(Q;C2) = (G¥(ga h’)v (97 h))LQ(Q;CQ) + (RT(g7 h)7 (97 h’))LQ(Q;(CQ)

C//
> (C =) (g W72 ey — (C" + ?)H( W% 1(@;02)-
Taking e sufficiently small concludes the proof of (5.11).

The proof of Item 2 consists in two steps (using a compactness-uniqueness argument as in Section 3
for the proof of Theorem 1.3). The first one is the high-frequency observability estimate (5.11) we
just proved. Then, the second step follows Section 3.2. We consider

N(T) = {(g,h) € L?>(Q; C?) such that the associated solution of (5.5)
satisfies va(t,z) = 0 for all (¢,z) € (0,T) x w},
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and prove that N'(T) = {0} for T > T." . Indeed, a proof similar to that of Lemma 3.4 yields

that NV(T) is a finite dimensional subspace of H!(Q;C?), stable by the action of the operator

< —iA 0 >

1 . .
Zb —i\
Hence, it contains an eigenfunction of this operator, (¢1, ¢2):

{ —bz/\% = ML (5.12)
21 — 1Ap2 = pps.

In particular, p is then an eigenvalue of the antiadjoint operator —iA and thus p € iR. Taking the
L?(Q)-inner product of the first line of (5.12) with s, and that of the second line of (5.12) with ¢y,
we obtain
{ i(Ap2, 1) 12(0) = —p(P2; 1) L2(0)
2 (1, 01)12(0) — (A2, 01) 12(0) = 12, 01)L2(0)-
Adding these two lines yields
(bp1,¢1)12(0) = 0.

Since b > 0 and b does not vanish identically, this proves that o1 = 0 on O. As the first equation
of (5.12) gives —A¢p; = p?p1, o1 is an eigenfunction of the Laplace operator vanishing on O, a
unique continuation result (see for instance the classical reference [Aro57, AKS62], the book [Zui83]
or the exposition article [LL11]) yields ¢3 =0 on €.

Moreover, (g,h) € N(T) yields g2 = 0 on w. This proves that o = 0 on ), as @5 is then also an
eigenfunction of the Laplace operator. This is similar to Remark 3.5. We then obtain N'(T') = {0}.

Inequality (5.11) is the analogue to the weak observability inequality of Proposition (3.2). Using
the same contradiction argument as in Section 3.2 concludes the proof of the observability inequal-
ity (5.7).

The proof of Item 3 is inspired by [DL09, Theorem 4.1]. First, Q; is a bounded selfadjoint
and coercive operator and is hence invertible according to the Riesz Theorem. Second, since G; €

W91 (€2, C*?) is elliptic, there exists (see for instance [Hor85, Theorem 18.1.24]) a parametrix AT €

\Ilghg (€2,C2*2) such that

AFGH =Td+R, with ReU;2(Q,C7?%) and og(Af) = oo(GH) " (5.13)

Hence, using the decomposition G- = G + Ry, with Ry infinitely smoothing, we have
ALGr = AL (GF + Rr) =1d+R + AL Ry,

where AJ Ry is infinitely smoothing. Applying the operator (GF)~! € £(L%*(Q2)) to this identity, we
obtain

(GF)" = A7 = (R+ A Rr)(GF) "

Observing that the operator (R+ A% Rr)(G}) ! is in R> concludes with (5.13) the proof of Item 3.

Finally, Item 4 is a direct consequence of Item 3. [

5.2.2 Characterization of the HUM operator for coupled wave equations

The method used in this section follows that of Section 5.2.1. Yet the proof is more involved. In fact,
here, there is a possible interaction between waves with positive and negative frequencies. For the
same reason, the remainders that we shall obtain will only be 1-smoothing in this case, whereas we
obtained infinitely smoothing remainder terms in Section 5.2.1. Note that for a scalar wave equation,
such remainder terms are also 1-smoothing only. This can be improved by taking a time dependent
control function b, (¢, z) vanishing at all orders at times 0 and T (see [DL09, Theorem 4.1]). Due to
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the the coupling of two waves in System (1.1) we shall see that the remainder terms that we shall
obtain could not be better than 1-smoothing, even if b, were time dependent.

Recall that proving the observability inequality (1.5) for the adjoint system (1.6) is equivalent
to proving the L? — L? observability inequality (2.7) for solutions of System (2.6). The symmetric
setting of (2.6) is, once again, simpler to handle, and we shall therefore work with L? — L? data.

Given the following initial data

(w1(0),w2(0), w1 (0), Dws(0)) = (wy, wy, wi, wy) € L*(C?) x HH(2C?)

for System (2.6), we shall split them into their positive and negative part following [DL09]. Con-
cerning the state wy, we set

g+ = - (Mpw) Fix 'Hiwi) € L3(Q), go = Mow? € C, g1 = How; € C, (5.14)

[\D\r—l

so that
w1(0) = w) = g4 + g— + go, dyw1(0) = wi = iX(g4 — g-) + g1.

In this splitting, the expression of the solution of System (2.6) is particularly simple:
w (t) = gy + e Mg +tg1 + go. (5.15)

We proceed to the same decomposition for we and set
1
hy = §(H+w2 Fix'iwy) € LE(Q), ho = MywY € C, hy = Tlow; € C, (5.16)

so that
IUQ(O)ngzh++h_+ho, 8tw2(0)=w%:i)\(h+—h_)+h1.

In this splitting, the expression of the solution of System (2.6) through the Duhamel formula is
t
wo(t) = e hy + e " h_ 4 thy + hg — A1 / sin((t — o) MILLb(1 — A) 2wy (0)do
0

- /0 t(t — o)ob(1 — A) 2w (0)do. (5.17)

We denote by >, the linear mapping

Sy H5(C%) x H7HQ;C?) —  Hi(;CY)
(w(l)ﬂw2awlv %) = (g+ah+ag—ah—)a
corresponding to the splitting (5.14)-(5.16). Note that this mapping is onto but not injective since
constants are lost. Note also that the order in (g, hy,g—,h_) is important since we collect together

data corresponding to the same wave frequencies. We also denote by > the linear mapping associated
with constant functions

Yo: H(QC?) x H-Y(Q;C?) — 4
(w?’w%wh %) = (gO?hO’glahl)a

corresponding to the splitting (5.14)-(5.16). Finally we denote by ¥ the isomorphism corresponding
to the splitting (5.14)-(5.16):

S HH(Q;C2) x HL(Q;C?) —  H3(Q;C4) x C4
WO (wlvwng%vw%) = (E+W0720W0) = (g+vh+,g*7h73907h07glvh1)~

We can now state the analogue of Theorem 5.2 for full wave systems, providing a characterization
of the HUM operator.
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Theorem 5.4. Denoting by W° = (w9, w9, wi, wl) the initial data for System (2.7), we have

T
2 0 0
/0 ”bww2”L2(Q)dt = (gTZW XV )Li(Q;C‘l)xC‘l)’

where X*GrY € L(L?(Q;C?) x H™(Q; C?); H(Q; C?) x L*(Q; C?)) is the Gramian operator of (5.4),
and Gr € L(L%(;C*) x C*) is its representation in the splitting (5.14)-(5.16).
Moreover, there exist G € W9 (Q;C™*) N ﬂ L(HS(9Q;CY), Ry € m L(HS(CY) a 1-

seR seR
smoothing operator, R%. € L(C*), and Ry € ﬂ L(C* HE (% CY) such that Gr on L2 (Q;C*) x C*
seR
is given by (a 8 x 8 operator matriz)
Gr + Rr RT
= ~ . .].
o (T ) -
The principal symbol of G is (a 4 x 4 symbol matriz)
_( o(Gz) 0
UO(GT) - ( 0 UO(G;) ) (519)
with
1 T2 + + 1 (T2 + +
T s bZ o boprdo +5 [ b0 boy=do)d
O'()(G%) _ 4 fO w © Pt (f() Yo ) 24 fO w © Pt (fO Yo ) c Sphg(T*Q7C2X2)'

:FQ% fOT b2 oy (fo bogpida)dt fOT b2 o<p2[dt
(5.20)
In particular, we have
det(0o(Gr)) = det(00(G7)) det(00(G7)),
with

to 2
det(o0(G)) / / 200 )( wi)(/ bogp;tda) dtydty € Sy, (T*).

t1
Corollary 5.5. Assume that w and O satisfy GCC and that T > T, .0_,. Then, we have the
following properties:

1. The operator Gp € \I/phg(Q,C4X4) is elliptic.

2. The operator Gr is coercive on L% (€;C*) x C*:

T
[ Mhtealfaayde = (GrEW*. 200 1 gy
> C||EWO||L§(Q-,C4)X(C4
> C' WV 72(ucay x -1 (@sc2) (5.21)
for all WO € L2(9;C%) x H=1(Q;C?) and (w1, ws) associated solutions of System (2.6).

3. The operator Gr is invertible on L(L3 (Q; C*)xC*). The HUM operator (in the splitting (5.14)-
(5.16)) is its inverse Gy' and can be decomposed on L2 (€;C*) x C* as (the 8 x 8 operator

matrix) )

_1 Ar+Sr Sr

= ~ . 22

' = (57T %) 22

where Sy € RY, §% € L(CY), Sy € [ L(CHHL(XCY) and Ap €SP, (T7Q,CY4) N
seR
ﬂ L(HE(;CY)), with principal symbol
seR
_ 1 oo(Gp)! 0
Uo(AT) = Uo(GT) = ( 0 Uo(G;)il .
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4. In particular, Gr is an isomorphism of H? (£ C*) x C* for all s > 0 and we have
WEF*((Gr) 7 '2W0) = WF*(SWY).
Recall that the definition of the H®-wavefront set of a k-tuple is given in (5.8).

Note that in Theorem 5.4, we do not use any sign assumption on the coupling term b, but only
that b is real valued. As a consequence, we can state in this more general case a criterium for the
high-frequency controllability of System (1.1). Compare with Theorem 1.3.

Definition 5.6. We say that (w, b, T') satisfies the Polarization Control Condition (PCC) if, for any
p € 5*Q, there exists 0 < tf < t2i < T such that

ta
plp)€w, gl €w,  and / bo @y (p)da # 0.
t1

In particular, this requires that both w and the set {b # 0} satisfy GCC. Note that if b > 0,
we have that (w,b,T) satisfies PCC if and only if w and O := {b > 0} both satisfy GCC and
T>T, .0—w- With this definition, we have the following result.

Corollary 5.7. 1. The weak observability inequality

T
/O 1bows|72(ydt > CIWVO |22 (quc2yx r-1@ic) — IV lTr-1(0sc2) x -2 (002
holds for all W° € L?(Q;C?) x H=1(2;C?) and (wy,ws) associated solutions of System (2.6),
if and only if (w,b,T) satisfies PCC.

2. Suppose that (w,b,T) satisfies PCC and that no eigenfunction (¢1,p2) of the operator

< b(1_—AA)% —OA >

satisfy 2], = 0. Then, we have the observability inequality

T
/0 b2yt > CIWIa oy -1 crc

for all W° € L?(9;C?) x H=1(;C?) and (wy,ws) associated solutions of System (2.6) (i.e.
System (1.1) is controllable).

Note that the additional unique continuation assumption is valid in the following two particular
cases

e b>0o0n Qand {b> 0} #0 (see Section 3.2 and Remark 3.5);
o wN{b#0}#0 (see [Léall, Proposition 5.1]).
The question seems to be open in the general case.

Proof of Theorem 5.4. Here, we mostly follow the proof of Theorem 5.2. In fact, several additional
terms appear in the calculations that we have to deal with.

In the matrix Gr, given in (5.22), each one of the four blocks is a 4 x 4 matrix of operators (or
simply scalars numbers). In a first step, we check that all blocks have the announced form, excluding
the first block. In a second step, we shall focus on this first block, that contains all the high-frequency
of QT.

Focusing on (5.15)-(5.17), we first remark that (Ilowa(t),e0)r2(q) € €°°(R;C). Hence, for all
t € R, the map

H = (ho, h1,9+,9-, 90, 91) — (Howa(t), e0) 12(q)
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is an infinitely smoothing operator. As a consequence, it suffices to study
t
I, wy(t) = e hy + e ™ h_ — A1 / sin((t — o) A\)I14b(1 — A)% (ew/\ng +e g tog + go)do.
0
In this expression, the term
¢ 1
At / sin((t — o) \)ILpb(1 — A)2 (0g1 + go)do,
0

is in €° (R x Q) since the functions g1 = giep and gg = goeg are obviously smooth. As a consequence,
we have

T T
/0 ||bww2||%2(g)dt:+/0 (RtH,H)Lz(Q)dt+/()

t
— b At / sin((t — o) \)I110(1 — A)% (e gy + e_i"’\g,)do’
0

T
boe™hy + bye " h_

2

dt.
L*(Q)

(5.23)

Now, we focus on the first block of Gr, i.e. a 4 x 4 matrix of operators on 2, that yields the
bilinear form applied to (g4, hy,g9—,h_) = S (w, w), wi, w}). It is associated with the last term in
the expression (5.23), given by

2

dt.

T 1 gt
, . A . . L .
itA —itA _ i(t—o)X _ —i(t—o)A _ (G0 —iocA
/0 wa (e hy+e " h_ 57 /0 (e e JILb(1— A)2 (e 7hgy +e g,)da)‘ .

We only compute the first two lines of this matrix (as operating on (g+,hy,g—,h_)) and denote by
Gr(-,-) the associated term in this matrix. The computation of the last two ones is similar and is
left to the reader.

Let us start with the (simpler) second line. we have

Gr(hy, hy) = /O ' (boe™h buc™hy) g dt = ( /0 ' e~ IAp2 ¢itA gt h+,h+>L2(Q). (5.24)
Next, we compute
T T
Gr(hy h) = /0 (bt b bue™ R g dt = ( /0 eIA2 It g h+,h_)L2(Q)
= (Rrhy,h Yo, (5.25)

for some 1-smoothing operator R, according to Lemma A.1 (see Appendix A). Similarly, we compute
T ' Aot ' .
—Gr(hy,gy) = /0 (bwe’”th,wa—i/O (eit=A — emi =DM b(1 — A)2e" 7o 9+) L2yt
T . 1 [, , ,
= /O (bwe™ Ay b /0 (e — e INIL be' o g4 + Regs) oo dt,

for some continuous family of 1-smoothing operator Ry, since (1 —A)z — X € \Ifghg(Q). We obtain

T t
1 4 A . ,
Grhy,gs) = / (f_m( / e*mbemda>H+e*“*bie”*h+,g+) dt
0 0 L2(Q)

T t
( QoA _wAd ) zt)\bZ 1t>\h , ) dt + (R h ,9+)02(0)5
/0 (21’ /0 7 ‘ ‘ i L3 (Q) (Br ) @
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where R is again a continuous family of 1-smoothing operator. In the central term of the right hand-
side, we notice that fot e~ e~ 9N o is a continuous family of 1-smoothing operators according to
Lemma A.1l. Defining as in (5.10) the pseudodifferential operators

t
Bf = / eF A be N o € WY, (), (5.26)
0

with principal symbol

t
o0(BE) (z,) = / bopE(z,n)do, (z,1) € T*Q,

we now have

LT —i i
Gr(hi,g4) = (27/ Iy B/ TLye™ " b2 e’ dt h+79+) + (Rrhi, 1) r2(0), (5.27)
0

L2()

where Rp is a continuous family of 1-smoothing operator. Similarly, we compute

T t
i 1 i(t—o —i(t—o —io
gT(h+7 g—) = - /() (bwen)\h-'ra bw277/ A (el(t > — € (¢ ))\)H+b€ /\g— + Rtg—)Lz(Q)dt

1 [T L . , ,
_ I ( ZU)\b zo’>\d )H —zt)\bQ Zt)\dt h , 7)
(2i/o " /0 ©ore )T e 97 12

1 T t ) ) ) )
— (—/ H_,.(/ 6+7'0>\b67“7/\d0'> I, " b2 et h+,g_)
0 0

2i + (Rrhy,9-)12(0)-

L2(Q)
According to Lemma A.1, the operator f(f e e’ o is a continuous family of 1-smoothing oper-
ators, and so is the first term in the right hand-side of this expression. The second term is also a
continuous family of 1-smoothing operators, using Lemma A.2. We thus obtain

gT(h+ag*) = (RTh+7g*)L2(Q)7 (528)

where Ry is 1-smoothing.
We have already computed the second line of the first block of the matrix Gp. Let us now compute
the first line. First, we have

1 2

T t
gT(g+,g+):/ Hb“%/ (ez(t—o)A_e—Z(t—a)A)H+bew>\g+_|_Rtg+‘
0 0

dt,
L2(Q)

and we notice that, according to Lemma A.1, bw% fot e =9I be'" do is a continuous family of
1-smoothing operators. Hence, we have

1 2

T t
Gr(g+,9+) =/ wag/ e“t“’”H+be“’*g++Rtg+‘
0 0

dt,
L2(9)

1 T * —1 g
= Z(H-‘r/o (Bt+) H+6 t)\bi'e tAH+B:_dtH+g+ag+)L2(Q) + (RTg+7g+)L2(Q)a (529)
as in the proof of Theorem 5.2.

Then, the operator arising in the term Gr(g+,hs) is the adjoint of that of Gr(hy,g+), given

by (5.27).
Next
T A i(t—0) A i(t—0) X L oA
_ i N i(t—o)\ _ —i(t—o _ % jio
QT(ng,h,)—/O (e b, 5 /0 (e e NLb(1 — A)2e' Mo g+,h,)L2(Q)dt
e a2 ita [ iox i\
— Z i (6” bwezt /O el H+b620 do g+ + Rtg+7 h_>L2(Q)dt
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since fg e~ =9I, be'"*do is a continuous family of 1-smoothing operators according to Lemma A.1.

Lemma A.2 then yields

Gr(g+,h-) = (Rrg+,h-)r2(0) (5.30)

for R some 1-smoothing operator.
It only remains to compute

T )\71 t ) N ) \ Lo
Gr(g+,9-) = 7/0 (b”Ti/o (et — T E=IN T p(1 — A)2eNdo g,

ALt ; ) L
N (t—o)\ _ —i(t—o)X I.b(1 — A)z2 —za)\d 7) dt
w5 O(e e )L b( )Ze 79-) oo
T o oA L[* o oA
= [ (bog: [ €PN gy by [ e b e g ) d
/0 ( 22’/06 +oe 7 9+ 22/06 e 79 L2(Q)
+ (Rrg+,9-)r2(0),
after having used twice Lemma A.1. This can be rewritten as
Gr(9+.9 )=/T <b lemiﬁg b l.e—i”B*g ) dt
I o VY2 AR t 97 ) 2 @)
— 1(/T(B—)*eitAb2 ieit)‘Bert )
- 4 0 t w9, t 9+,9- L2(Q).
Using Lemma A.2, we finally obtain
Gr(9+,9-) = (Rrg+,9-)12(2), (5.31)

for Ry some 1-smoothing operator.

Finally, combining (5.24),(5.25), (5.27), (5.28), (5.29), (5.30) and (5.31), we obtain the first two
lines of the first block in (5.22) (i.e. the term G+ Rr), with symbols according to (5.19)-(5.20). The
last two lines can be computed similarly. The determinant of oq(Gr) is then given by Theorem 5.2.
This concludes the proof of Theorem 5.4. O

Proof of Corollary 5.5. The proof of Corollary 5.5 is very similar to that of Corollary 5.3. The proof
of Item 1 is the same as that of Item 1 in Corollary 5.3.

Then, the observability inequality of Item 2 is again proved in two steps. The ellipticity of G
together with the Garding inequality first yield the weak observability estimate

T
/0 ||bww2||%2(g)dt = (gTZW07 2WO>L1(SZ;C4)XC4 2 C'HEVVO||%§r(Q;fC4)><(C4 - C/HZWO”iI;l(Q;C‘l)XC“

(5.32)
for all WY € L?(Q;C?) x H1(Q;C?) and (wy,ws) associated solutions of System (2.6). Then,
the proof of the observability inequality (5.21) assuming the weak observability inequality (5.32) is
already done in Section 3.2.

Finally, the proofs of Items 3 and 4 follows exactly those of Items 3 and 4 in Corollary 5.3 (except
that, in this case, the remainder term Rr is in R! in place of R>°). O

Proof of Corollary 5.7. The key point here is that Condition PCC is equivalent to the fact that
p — det(oo(Gr))(p) does not vanish for p € S*Q. If PCC is satisfied, then the operator Gr is elliptic
and we can follow the proof of Corollary 5.3. Similarly Item 2 only concerns the low-frequency
problem and its proof follows Section 3.2, or the proof of Corollary 5.3.

Conversely, if PCC is not satisfied, there exists vy € S*{2 such that det(oo(Gr)(vp)) = 0. Hence,
there exists a vector v € C*\ {0} such that

00(Gr)(v)v = 0. (5.33)
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After a linear change of coordinates in C*, we may assume that v = (1,0,0,0). Consider now the
sequence (w§)ren defined by (B.5), such that

klim ||w§||L2(Q) =1, wh — 0 in L*(£;C),

and (wk)ren is pure and admits the microlocal defect measure O(wm)=vy- The vectorial sequence
(uF)ren given by u* = I whv = (I, wk,0,0,0) satisfies

Jim ¥ r2uey =1,  w*F = 0in L*(Q;CY), (5.34)

is also pure, and admits the microlocal defect measure

5, 0 0 0
| o 0 o0 o0
=1 0 0 0 o0

0 0 0 0

We compute

ut u ko k
li =1
kl—>H;o (gT ( Oct /7 \ Ocs L2 (@;C4)xC4 k1—>H;o ((GT + Rr)u®,u )Li((l;&)

= lim (GTUk, uk)Lz(Q;@;),

k—o0

since Ry is 1-smoothing. This yields

(Gru®,uF) 2 ey — : QtT{UO(GT)(P)H(dP)},

Writing 0o(G1)(p) = 045(p), for i,j € {1,2,3,4}, this yields
(GruF, u") 2.0ty = (0uy, 011) g = 011(10).

Besides, Condition (5.33) then gives o1;(1vp) = 0 for j € {1,2, 3,4}, so that

k k
(gT(u >7<u >> — 0, ask— oo
Ocs Ocs L2 (C)xC4

In view of (5.34), this disproves the observability inequality
(GrH, H)Li<ﬂ;<c4>x<c4 > C||H|Zz caywess  forall H € L3 (Q;C*) x C*,

and concludes the proof of Corollary 5.7. O

6 Coupled waves with different speeds
Here we consider a constant coefficient v > 0, v # 1 and the following system

{Pm +b(z) ug =0 in (0,T) x Q, (6.1)

Piuy = by (z) f in (0,7) x Q,
with P = 02 — A as in the previous sections and P, = 87 — v2A.

Our first result is a microlocal “hidden regularity” result. We prove that the uncontrolled solution
up of (6.1) enjoys more smoothness than expected.
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Theorem 6.1. Lets € R. Assume that we have (u,ul) € H*T3(Q)x HT2(Q), (ud,ud) € HSF1(Q)x
H*(Q) and F € L*(0,T; H*(2)). Then, the solution to System

Puy +b(x) us =0 inRxQ, 6.2)
Py =F in R x Q, ’
with the initial conditions,
(uh 8tu1)|t:0 = (u(l)7 U%), (u27 8tu2)|t:0 = (u(2)7 U%),
3
satisfies the additional reqularity uy € ﬂ EF(R; H*T37%(Q)). Moreover, for all T > 0 there exists a
k=0
constant C' > 0 such that
3
> 10Fus || oo 0,757+ 3k () + 1l oo 0,751 () + 10sti2l| L= 0,751 ()
k=0

< C(lluflo+se) + lutllme+e) + llusll gori @) + lluzllas @) + 1F|Lio.r:m0 @) (6-3)
As a consequence, starting for instance from rest at time ¢ = 0 and using L? controls, we cannot
hope to reach any target in (u1(T), dyu1 (T), uz(T), Oyus(T)) € (H*(Q)\H?(Q)) x (H'(Q)\ H*(Q)) x
HY(Q) x L*(Q).
Proof. First, we split System (6.2) into

P Il u; =1L F in R x €,
(H+U2,3tH+U2)|t:0 = (H+U(2)7H+U%) € HiH(Q) X Hj_(Q),

and the null-frequency part

P,YH()’U,Q = HQF in R x Q,
(Iousz, Oy Igus)|t—o = (Iou$, Houj) € C2.

Since P, Ilgus = O?TMyus, we have explicitely
t
Mous(t) = Toud + TTeub + / (t — $)TTo F(s)ds, (6.4)
0

and hence Ilgug € <50(]1%; C). Similarly, we decompose uy as u; = Houy + M1u;. We have

PHQUl = —Hob’u,g in R x Q,
(Iouy, O gus ) [i—o = (Touf, Houj) € C2.

We obtain 97 lgu; = —Ilpbus € €1 (R;C), and hence Ilyu; € €3(R;C) as in (6.4). We split again
II4u; into I uy = vy + wy, with

Pvl = 7H+bH0U2 in R x Q,
(01, 001)1=0 = (L1}, Myuf) € HI(Q) x HIF(Q),

and

{Pw1 = T, bI1, us in R x Q, ©5)

(w1, Opwy)|i=0 = (0,0).
We directly have v; € €0(R; Hi™(Q)) N €1 (R; HT2(2)), since I bllgus € €°(R; HE(Q)) for all

k € N, according to (6.4).
Now, we can focus on wy = I w;.
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Regularity of wi. Again, we use the splitting
1 1
hy = 5(H+ug —iAT'Iud) € HETYQ),  ho= §(H+ug +iA T I uy) € HETH(Q),
so that we have the explicit Duhamel formula for IT; uy

. . 1 s .
H+u2(s) _ ezs'y/\h+ + efzs'y)\h_ + ?(7)\)71\/ (ez(sfa)'y)\ _ efz(sfa)'y/\)H_FF(a)dJ
? 0

=" (hy + Fi(s)) + e "M ho + F_(s)),

where
1 5
Fi(s) = Z(’V\)_l/o e P F(o)do € €°(R; HITH(Q)),
1 s
F,(s):—ﬂ(v)\)_l/o e I F(o)do € €°(R; HSTH(Q)).

The Duhamel formula in (6.5) now gives

t
2w (1) = _/ (=% _ ==V BIT, ug(s)ds
0

t
= —e [ 7ML b (e by + Fi(s)) + e ™Mb + F_(s)))ds
0

t
+ e_i“‘/ e MILb(e" 7 (hy + Fi(s)) + e " (he + F_(s)))ds
0

t t
_ 7elt)\ €7ZSAH+ beZS’y)\ds h+ o ezt)\ / efzs)\H_i_bezS’y)\F_i_ (s)ds
0 0

t t
_ eit)\/ e—z’s)\Here—iS’y/\ds h — eit/\/ e_iS)\H+be_is'y)\F, (s)ds
0 0

+ t
+ efit)\/ eis)\H+beiS"/)\dS h+ + e*it)\‘/ eiS)\H_‘_beisv)\F_i_(S)dS
O 0

+ t
+ e—i“\/ e I be " ds h_ + e_”’\/ e MILbe A F_(s)ds. (6.6)
0 0

The data h4 are in Hj_“(Q), therefore, using Lemma A.1 (with II.b € \Ilghg(Q))7 all the correspond-
ing terms above belong to ¢°(R; Hi"*(Q)). Similarly, using Lemma A.3, all terms including F.
above also belong to ¢°(R; H5™2(2)). As a consequence, we have w; € €°(R; H;?(Q)). Derivat-
ing with respect to time the expression (6.6) and using again lemmata A.1 and A.3, we obtain
dywy € €O(R; HEM(Q)).
Recalling that u; = Igu; + v1 + w; and using the regularity properties of each of these three
terms, we obtain u; € €°(R; H573(Q)) N €1 (R; H*2(Q2)). Coming back to the equation
OPuy = Aug — b ug € €°(R; HTH(Q)) N CH(R; H(Q)),
3
we finally obtain u; € ﬂ EF(R; HST37F(Q)).
k=0
Estimate (6.3) comes from the estimates of lemmata A.1 and A.3 applied to all terms in (6.6). O

The next result shows that the situation is even worst if @ N O does not satisfy GCC. In this case
one cannot hope to control in any Sobolev space.

Theorem 6.2. Assume that NO does not satisfy GCC. Then, for all s > 0, there exists (u,u}) €
HTYHQ) x H*(2), such that the solution to System (6.1) for all T > 0 and all f € L*((0,T) x Q),
along with the following initial conditions,

(ula atu1)|t:0 - (u(l)v u%)v (UQv atu2)|t:0 = (Oa O)
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satisfies
(ul(T), 8tu1(T), U2 (T)7 6tu2 (T)) 75 (07 0, 0, 0)

Remark 6.3. The result stated above can be improved in many ways. The case of two different
metrics, g and g2 can also be addressed with the ideas of the proof, assuming only that n —
(91 — 92)=(n,7n) is a nondegenerate quadratic form everywhere on ). Here we restrict ourselves to
the simple situation g» = v2g1, v # 1 for the sake of exposition.

Proof of Theorem 6.2. We recall that the operators denote by L, L_... are defined in Section 2.1.
As @ N O does not satisfy GCC there exists a bicharacterisitics I’ that never meets 7—(@ N O)
in T* M. Without any loss of generality let us assume that I' C Char L, .
We have

P’yu2 = bw(m) fa (u23 atu2)|t:0 = (Oa O)
For uY and ui to be defined below we introduce w and v in the following way:

Pv = —b(x) ug, (v, 0¢v)|t=0 = (0,0),
Pw =0, (w, Oyw)|i=0 = (u(l),ul).

The linearity of the equations yields u; = v 4+ w.

Study of w. Since P is elliptic at (¢,z,1,0) we have
(t,2,1,0) ¢ WF(w) V¢, z. (6.7)

Let po = (0,20,70,m0) € I' N {t = 0}. We choose? u) € H*"(Q) such that {(z¢,R%no)} =
WF(u?). We then set ul =i ud € H*(Q).
We set z = Liw and we observe that z|;—9 = 0. It follows that

L z=—-—Pw=0, Z|4=0 =0,
which gives z = 0 (see e.g. Theorem 23.1.2 in [H6r85]) and
Liw=0, Wli—o = uf.

In a local chart we consider x(7,7) a symbol of order 0 with support in V' and equal to one in V’,
for V! € V neighborhoods of {n = 0}. Then (1 —op(x))L is a pseudo-differential operator of order
one in all variables [H6r85, Theorem 18.1.35].

We have (1 —op(x))Lrw = 0 which, by (6.7) and choosing V sufficiently small, implies

WF(w) C Char(Ly).

Since (zg,m0) € WF(w|i=9), by Theorem 8.2.4 in [H6r90] we have that (0,zo,7,10) € WF(w) for
some 7 € R and necessarily 7 = 79, that is, pg € WF(w). Since Pw = 0, the singularity propagation
theorem of Hormander [Hor94, Theorem 26.1.1] implies that

I c WF(w). (6.8)

2To choose “(1) we can invoque the constructive approach of Theorem 8.1.4 in [H6r94] that yields at first a distribution

with {(zo,R% 7o)} for wavefront set. Since Q2 is compact, this distribution has finite order and belongs to H7(Q2) for
some o € R, by the Paley-Wiener theorem. Finally, we can apply an appropriate power of the Laplace operator, an
elliptic pseudo-differential operator on Q (according to [See67] or [Shu01, Theorem 11.2]) that preserves the wavefront
set, to yield the proper function in the Sobolev space H*t1(Q).
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Study of v. As supp(bug) C {t > 0} we have
v=01n {t <0}. (6.9)

From P,us = b, () f, we have WF (uz) C Char(P,) U WF (b, () f) by Theorem 18.1.28 in [Hor85].
As T does not meet 7~1(@ N O) and I' N Char(P,) = 0 we find

I NWF(bup) cTNa Y (O) Nt (@) = 0. (6.10)

The singularity propagation theorem of Hormander [Hér94, Theorem 26.1.1] implies that WF(v) \
WEF (bus) is invariant by the hamiltonian vector field H,. Since I' is invariant by H, and with (6.10)
and (6.9) we obtain that

I'NWF(v) = 0. (6.11)

Conclusion. From (6.8) and (6.11) we find that I' C WF(uy). It follows that (u1, Opui,us, Oruz)
cannot vanish at the final control time 7. In fact it would first imply us = 0 in {¢t > T} where it
satisfies Pyus = 0. Second, we would have Pu; = 0 in {t > T’} implying u; = 0 in {¢t > T}, which
obviously does not hold. O

To conclude the study of System (6.1), we prove an “almost converse” of the last two Theorems 6.1
and 6.2. We prove the controllability of System (6.1) in the space (H3(Q)x H2(Q2)) x (H'(Q)x L?(£)),
if wN O satisties GCC.

Theorem 6.4. Assume that w N O satisfies GCC and that T > max{T,no(1),T,(v)}. Then,
System (6.1) is controllable in the space (H3(2) x H%(Q)) x (H*(Q) x L?(Q)) in time T. More
precisely, for any initial data (uf,u3,ul,ud) € H3(Q) x HY(Q) x H?(Q) x L*(Q) and any target
(@, a3, at,ul) € H3(Q) x HY(Q) x H%(Q) x L%(Q) there exists a control function f € L?((0,T) x Q)
such that the solution of System (6.1) issued from (uy,us, Opur, Opuz)|i—o = (u,uy, ui,ud), satisfies
(u1, uz, Qur, Opuz) =7 = (4, 43, a1, U}).

Remark that T,,(7) is the time needed to control the second component of System (6.1), which is
directly controlled, whereas T,,no (1) is the time needed to control the first component of System (6.1).

Note also that for T' < T,(y), the second equation is not controllable. Similarly, the proof of

Theorem 6.2 shows that for T' < T,,no(1), the first equation is not controllable. Hence, the minimal
control time T' = max{T,,no(1),T,(7)} is sharp.

Proof. According to Proposition 5.1 and Theorem 6.1, this is equivalent to proving the observability
inequality

E_5(v1(0)) + Eo(v2(0)) < C/O 1beval|72 0yt (6.12)

for all (vi,v2) € (€°(R; H2(Q)) N €1 (R; H3(Q))) x (¢°(R; L2(Q)) N €1 (R; H~1())) solutions
of (5.2). Setting w; = (1 — A)~1vy, wy = vy, this observability inequality is equivalent to proving

T
Eo(w1(0)) + Eo(wa(0)) £ C [ [ouualf et (6.13)
0
for all (wy,ws) € €O(R; L2(;C?)) N €H(R; H~1(2; C?)) solutions to

{Pw1 =0 in (0,7) x Q, (6.14)

Pywy = —b(z)(1 — A)wy  in (0,T) x .

40



Recall that System (6.14) is well-posed in this space, according to Theorem 6.1. As in Section 3,
we prove (6.13) in two steps with a compactness-uniqueness strategy. The first step is to prove the
relaxed observability inequality

Eo(wr(0)) + Eo(ws(0)) < c(/o / buwaPdz dt -+ E_y(un (0)) + B (wa(0))). (6.15)

for all (wy,ws) € €O(R; L2(2;C?)) N €1 (R; H~1(2;C?)) solutions to (6.14).

We proceed by contradiction and suppose that the observability inequality (6.15) is not satisfied.
Thus, there exists a sequence (w, w5 )ren of €°(0,T; L2(Q)) N€*(0,T; H~(2))-solutions of (6.14)
such that

Eo(wy(0) + Eo(w5(0)) =1, (6.16)

/T/ lbowh 2dx dt — 0, k — oo, (6.17)
0 w

E_1(wk(0)) + E_1(w5(0)) = 0, k — oo. (6.18)

According to (6.16) and to (6.18), together with the continuity of the solution with respect to the

initial data given by Theorem 6.1, the sequence (wf,w}) is bounded in L?(Mz;C?), and converges

to zero in H—*(Mp;C?). Tt follows that
(wr,wy) = (0,0) in L*(Mr; C?).

As a consequence of [Gér91, Theorem 1], there exists a subsequence of (wf,w5)ren (still denoted
(w¥, wh)ren in what follows) and two associated microlocal defect measures

p € My (S"Mr),  p2 € My (S"Mr),

such that for any A € W9, (Mr),

kliH;O(Awlfvwlf)L%MT;c) = (1,00(A)) 5 p1y > kli_}H;O(Awlzcvwlzﬁ)H(MT;(c) = (2, 00(A)) g« p1y. -

Note that in this case (as opposed to the case v = 1 treated in Section 3) the two equations are
not really coupled (in particular, the two characteristic manifolds are transversal) and we do not use
the coupling measure 1 (which in fact vanishes identically).

The first equation of (6.14) yields, as in Lemma 3.3 that

supp(p1) C Char(P), and  (u1, Hpa) gy =0, (6.19)

for any a € S;hlg(T*MT; C). Moreover, (6.17) gives

supp(p) N7 1((0,T) x w) = 0.
This gives, for any x € €>°((0,7) x O Nw),
(1= A)2xPwh, xPwh) p2(aapicy — (12, 07105 *X?) g ps, = O-
Using the second equation of (6.14), we now have

0= kEIfoo((l - A)72Xb(1 - A)w’f,xb(l - A)wlf)L2(MT;C) = <'u’1’X2b2>S*MT .

As a consequence, we have
supp(u1) N7 1((0,T) x ONw) = 0.

This, together with the free propagation of p1 given in (6.19), and the assumption that O Nw satisfies
GCC, implies that p; vanishes identically on (0,7) x Q, as soon as T > T,~no(1). Hence, we have
wf — 0 in L2 _(Mr).
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It remains to study wh. We first remark that supp(u2) C Char(Py). To provide a self-contained
proof, we detail this fact. Indeed, recalling that the symbol )\ € S}o(T*M;C) is defined in (2.2),
and taking A_, € ¥ hg(M C) that satisfies _o(A_3) = A~2, we have, for any a € Sghg(T*MT),
and associated operator A € \prhg(MT)

(AR_o Pyws, wh) 12 (arpic) = —(AR_2b(1 — A)wf, wh) 12 (aryp0)-

Since wf — 0 in L2 (Mr), we have AA_b(1 — A)wh — 0 in L?(Mr), and hence

0= lim (A/N\,ngwg,wlg)Lz(MT;Q = <,ug,a5\_2p7>

k—oo

S* My - </¢L2’ap’y>s*f\/fT .

Since this holds for all a € SJ, (T Mr), we obtain supp(u2) C Char(P,).
Now, take x € Sghg(MT), 0 < x, such that
e x =1 on Char(FP,),
e x =0 in a neighborhood of Char(P),

and let = € \I/ghg(MT) an operator such that o¢(Z) = x. There exists a parametrix Q) € \Ilphg(MT)
such that (see for instance [H6r85, Theorem 18.1.24]),

QP=E+R, ReU;X(Myp). (6.20)
Applying this parametrix to the first equation of (6.14) gives
Zwf + Ruwf = 0.

In particular, we have Zw} — 0 in HE (Mr) for all s € R.

Writing w§ = (1 — Z)wk + Zwk, we directly have (1 — Z)ws — 0 in L2(Q). It only remains to
prove that Zw§ — 0 in L2(1).

For any a € Sphg(T*MT) and associated operator A € \I/phg(MT), we have on one hand

. 1
lim ([P, A]~w2a~wl2€)L2(MT,(C) <M27X2pra>S*MT .

k—o0
On the other hand, we have
([Py, AIEwS, Ews) 2 (apie) = (AEWS, PyEwS) 12 (agic) — (AP, EwS, Ewd) L2 (arp ). (6.21)
In this expression, we have
P,Ew = —Eb(1 — A)wy + [Py, EJws
= —b(1 — A)Ewy — [£,0(1 — A)w} + [Py, EJws,

where —b(1 — A)Zwy — 0 in Hj (Mr) for all s € R, [Z,b(1 — A)] € U}, (Mr) and [P,,E] €
Ul (Mr). Coming back to (6.21), this yields

A[E,b(1 — A)Jwh — 0, in L*(Q),
so that

1 1
7 (2 Hy, )y = 5 (20 X, 0)

kETM([P AZwh, Ewh) 2 (vrc)

= kEIfw(AEw§7 [P’W E]wS)LQ(Z\/[T;C) - (A[P’Ya E]wlga EwS)LQ(MT;(C)

2
_; </’(‘27GXHp~,X>S*MT = 07
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since  is constant in a neighborhood of Char(P,) and supp(us) C Char(P,). Hence, the measure o
satisfies a free propagation relation along the bicharacteristic flow of P,. Since supp(u1)N7~1((0,T) x
w) = 0, the peasure ps vanishes identically on S*Mr as soon as T > T,(v). This proves that
(w¥, wh) — (0,0) in LE _(Mp;C?), and, following the end of the proof of Proposition 3.2, that

loc

Eo(w¥(0)) + Eo(wk(0)) — 0. This yields a contradiction with (6.16), and concludes the proof of the
relaxed observability inequality (6.15).

We conclude the proof of (6.13) as in Section 3.2. We define the set of invisible solutions

N(T) ={# = (W), w9, wi,wl) € H# such that the associated solution of (6.14)
satisfies wa(t,z) = 0 for all (¢,z) € (0,T) x w},

As in Section 3.2, proving that N (T') = {0} implies that (6.13) is true. Again, proving that N (T') =
{0} is equivalent to proving that there is no eigenfunction (¢1, ¢2) of the operator

—-A 0
b(z)(1-A4) —°A
such that @a|, = 0. Indeed, letting p be the associated eigenvalue, we have
—7*Aps +b(x)(1 = A)pr = pps,  and  pafone = 0. (6.22)

This yields in particular (1 — A)pi|lone = 0. As —Ap1 = i, the function (1 — A)yp; is an
eigenfunction of —A, vanishing on the nonempty open set O Nw, and thus vanishes identically (see
for instance [Aro57, AKS62, LL11]). Hence, we have ¢; = 0. Coming back to (6.22), and using the
same argument, we obtain ¢o = 0. Finally, this proves that N'(T') = {0}.

Note that a quantitative version of this unique continuation result is proved in [Léal0, Proposi-
tion 5.1]. This concludes the proof of the observability inequality (6.13), and hence that of Theo-
rem 6.4. O

A 1-smoothing properties

In this section, we state and prove three lemmata concerning the 1-smoothing properties of some
families of operators. These properties are used in a crucial way in the proofs of Theorems 5.2, 5.4
and 6.1.

The proofs given in this section are elementary and are inspired by [DL09]. These properties
however deeply rely on the Fourier integral operator property of propagators of type e**.

Lemma A.1l. Let se R, v #£45, b€ \Ilghg(Q). Then, the operator defined by

t
A(t):/ e P pe*0N 2,
0

satisfies A € €°(R; L(H®(Q), H*T1(Q))). In particular, for all t € R, A(t) is 1-smoothing.

Lemma A.1 can be seen as a corollary of Lemma A.2, and we hence omit its proof. We chose
to state Lemma A.1 separately since in the main part of the paper, regularizing properties are most
often used under this simpler form.

Lemma A.2. Letse R, v#46, b€ \I'ghg(Q) and consider m,m € €°(R, \I/ghg(Q)) two continuous
families of operators. Then, the operator defined by

A(t) = /0 t ( /0 Zm(g)da)e*imbem( /O Zm(ama)dz,

satisfies A € €°(R; L(H*(Q), H*T1(Q))). In particular, for all t € R, A(t) is 1-smoothing.
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The next lemma is only used in the proof of Theorem 6.1 and is proved at the end of this section.

Lemma A.3. Let s € R, T >0 vy #4, b€ W9, (), and suppose that F € L'(0,T; H*(2)). Then,

the function defined by
t ) ) z
F(t) :/ e*”'y)‘be“‘w(/ F(a)da)dz,
0 0
satisfies F € €°(0,T; H*T1(Q)), and

|- Z |Le< 0,715 +1) < ClIF || L2 0,13 m%), (A1)
for some C = C(s,T,,6,b) > 0.

Proof of Lemma A.2. We first notice that A(t) € €°(R; L(H?*(Q))) since all operators in A(t) pre-
serve the regularity. It suffices to prove that AA(t) € €°(R; L(H*(S))). For this, we compute

—iyAA(t) :—w)\/ /m da ﬂz”be”‘”‘ /m do dz

_ /O /0 m(a)da)(—m)e*imbem /O m(a)da)dz
+ /O t [(—m), ( /O i m(J)do)}e_iZ”\be”‘S/\( /O Zﬁl(o)do>dz,

and we notice that the last term

t (—iy ), Zm(o)do e Apei2OA an(a)do dz € €°(R; L(H* (), H*(2))),
0 0

0

since [ —iyA), (fo )] = —iv [y [\ m(o)]do € €°(R, Y, .
write, for some R; € cKO(R, L(H*(£))),

—iyAA(t) / / m(o dO’ ﬂ”’\)beiz‘”\(/ fn(a)da) dz + R;.
0

After an integration by parts, this gives

—iyAA(t) / /m do e~ 9, (e /m do
—/ m(z)e_iz'y’\beiz‘s’\ /m(a)da)dz—/ /m(o)da)e_iz'y’\beiz‘s’\m(z)dz
0 0 0o “Jo
z z t
+ [(/ m(o_)da_)e—iz’y)\beizéx\(/ Th((j)d/(j):| + Ry.
0 0 0

Except the first term in the right hand-side of this expression, all terms are in ¢°(R; L(H*(£2))), so
that we can write, for some R; € €°(R; L(H*(2))),

—iyAA() / /m da b 9, (e 125’\ /m da z+ R,

/t</ m(o )eﬂﬂ)‘b (i0A\)e wé}‘ / o)do dZ+Rt
0
= —/ (/ m(o do) (i6N\)e ZZ'Y’\be”M / da dz
0
—/U (/ m( da)eﬂ’”)‘ (i6) ]e”‘”‘(/o m(o )dU)dZ+Rt
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Again, we notice that the central term in the right hand-side of this expression is in CO(R; L(H*())),

since [b, (i6A)] € W), (9). As a consequence, we can write, for some R, € €°(R; L(H*(Q))),

CiAA(t) = — /0 t ( /O zm(a)do) (icu)e—izﬂbem( /0 Zm(a)d0>dz + R,
— iSAA() — /O t ( /O zm(a)da), (i3)] e~ = e ( /O ’ (0)do )dz + R,
This gives
06— VAA(t) = — /O [( /0 m(g)da),(iaA)}e*m*beizM( /0 m(a)da)dz+ét,

and in particular (§ —y)AA(t) € €°(R; L(H*(R))). This concludes the proof of Lemma A.2. O

Proof of Lemma A.3. The definition of . directly gives .Z# € €°(0,T; H*(2)) (with the associated
estimate). We hence only have to check that A% € €°(0,T; H*(Q2)). For this, we compute

t z
—IAF(t) = / (—iv)\)e’i”)‘beiz‘”‘( / F(o)da)dz
0 0

_ [ei”}‘beiz‘”‘( /0 ZF(a)dcr)y - /0 t e, [eim( /U ’ F(a)da)}dz (A.2)

after an integration by parts. Furthermore

- /0 L, [e“‘”( /O ZF(a)da)}dz — s /O t e*”%bxe”‘”( /0 ZF(U)dcr)dz

t
_/ e—iz'yz\beizékF(z)dZ
0

0

t z
= —iA\F(t) — i6/ e~ b, )\]eiz‘”‘(/ F(U)do) dz
0 0
¢
—/ e~ pe PN (2)d (A.3)
0
Putting (A.2) in (A.3), we obtain

t t z
—i(y — OANF(t) = e*imbeim( / F(a)do) —id / e~ b, A]ew”( / F(a)dcr)dz
0 0 0
t
—/ e e NE (2)dz (A.4)
0

The first and the last terms in (A.4) are in € €°(0,T; H*(Q)) as z — e** € €O(R; L(H*(Q))).
Finally the second term in (A.4) is also in ¢°(0,T; H*(Q)) since [b,A] € U9, (Q2). Estimate (A.1)
comes from the L*>(0,T; H*(2)) estimate of (A.4).

O

B Proofs of some technical results

B.1 Proof of Lemma 3.3

The fact that the measures p; and uo are real and non-negative is a direct consequence of the first
two equations of (3.7), tested on selfadjoint non-negative operators. Note also that the measures
w1 and g are microlocal defect measures associated with the scalar sequences (w¥)zeny and (w5)ren
respectively.
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Let us prove that supp(u2) C Char(P). Proving that supp(p1) C Char(P) follows the same steps.
Recalling that the symbol A € Slhg(T*M C) is defined in (2.2), there exists A_5 € \I/phg(M; C) that

satisfies 0_o(A_p) = A72. Take a € Sghg(T*MT,(C) and A € W0 (Myp;C) an associated operator.
The second equation of (3.2) gives

phg

(A[\,QPU}QC, w’;)Lz(MT;C) = —(A[\,ng’f, U)IQC)LZ(MT;(C) .
Since AA_,B € ‘I’phg(MT§ C), we have AA_yBw¥ — 0 in L?(M7;C) so that we obtain
(AA,QP’LUS, ’LUIQC)L2(MT;(C) — 0.

The second equation of (3.7) then gives

0= </1/23 G/S\_2p> = <M27 ap>S*MT )

§* M
which is satisfied for all @ € D, (T*Mr; C) if and only if supp(uz) C Char(P).
Now, let a € Sghg(T*MT; C) and take A € \I/phg(MT;(C) such that og(A) = a. Then, we have

(Aw1 ) AwQ)L2(MT ;C) = (A Aw1 ) wlg)LQ(MT ;C) <M12, |a|2>S*MT .

Similarly, the Cauchy-Schwarz inequality gives

N|=
N|=

|(Awlf7Aw§)L2(MT;C)| < ||Awlf||L2(MT;<C)\\Aw§||L2(MT;C) — ({1, |a‘2>S*MT) ((u2, |a‘2>S*MT) :

This finally yields for all a € Sghg(T*MT; C),
2
| </14127 |a|2>S*MT | S </1417 ‘a|2>S*MT </1'17 ‘a|2>S*MT )
and hence supp(p2) C supp(u1) N supp(pa).

Next, we define the operator

P B*
Q: ( 0 P ) € \ijhg(M7C2X2)7

where, B* denotes the adjoint of the operator B. Remark that, for all

A— ( A A > c ‘I’phg( My, C>2),

A1 Ago
we have
B _( [A1n, Pl + A1aB — B*Ay [A12, P] — B* Ay 22
(AP Q.A) = ( [A217P] t ApB [A227P] S \prhg( Mr,C ) (B.l)

Hence, we have

(AP — QAW € L?(M7;C?),

together with
APW* =0.
In particular, these last two identities yield
QAW* € L*(My; C?). (B.2)
For smooth data W¥|;_y, we can integrate by parts and have
(QAWk WH) = (AW, PWH) =0,

L2(Mp;C2) — L2(MT;C?)
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since the operator A has a kernel with compact support (and hence the boundary terms at times 0

and T vanish). A density argument together with (B.2) then gives (QAW’“, Wk)L2(MT~(c2) = 0 for
all W* € L?(Mr; C?). Hence, we have
k yirk
0= ((AP — QA)W"* W )LZ(MT;@). (B.3)

As a consequence of (3.6), (B.3) and (B.1), we obtain
0— / o {< i{a11,p} +blnla(a12 — az1)  ${a12,p} — blnlsaz ) < p1 Hi2 > (dp)}
5+ My +{ag1, p} + blnlaz 1{azse, p} H12 2 ’

with aj; = 0-1(4;1), j,! = 1,2. Since the application A — o_1(A) is from \Il;hlg(MT) onto
S L (T*Mry; C), this is equivalent to

phg

</J’17 %{all’p}>S*MT = Oa

<#2, %{a22’p}>S*MT + (20 Im(p12), b\77|ra22>s*MT =0, (B.4)

<M17 b|77|a:(a12 - a21)>S*MT + </1412u %{GQI’p}>S*MT + <ﬁ127 %{a127p}>5*MT = 07
for any ai1, ase, a2, as1 € S};hlg(T*MT; C). Taking successively as; = aj2 and as1 = —aj2 in the last
identity of (B.4) yields

1
Re(p12), g{al%p} =0 and  (u1,bn]za12)gepp, — (Im(p12), {@12, p}) g ps, = 0.
S* My

These equations together with the first two identities of (B.4) give (3.8), which concludes the proof
of the first part of the lemma.

Moreover, (3.4) yields
0= klllgo(|bw|2w§,w§)L2(MT;c) = (2, ‘bw|2>s*MT '

which directly gives 7(supp(u2)) N ((0,7) x w) =0 as ps > 0 and {b,, > 0} = w. This concludes the
proof of the second part of the lemma as supp(u12) C supp(us).

B.2 Proof of Lemma 4.3

A proof of this lemma can be found in the semiclassical setting in [Bur97a, Section 4.2] (see also
[BGIT]). We can parametrize the bicharacteristic " as

T Na Y (Mp) = {¢s(po), s € (0,T)},
with
PO = (051‘037_05770) el'n {t = O}
We have Tg = |770|i. Let us assume that 75 > 0. The case 79 < 0 can be treated similarly. We set

vo = (w0, —‘gj ) € S*Q.
T

There exists a local chart (U, ) of Q such that zg € U,. We denote by (yo,&o) the coordinates of
1o in this chart.

We choose ¢ € €>°(R"™) such that supp(y)) C k(Uy), and ¢» = 1 in a neighborhood of yo. Next
we define

Uk(y) = Cok%eik‘p(y)w(y), with o(y) =y - & +i(y — yo)2 and Cy > 0.
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Now, we set
wh = K vk € €2(Q). (B.5)

We have w§ — 0 in L2(2), limy_ ||w(’§||Lz(Q) = 1 for an appropriate choice of Cy. Moreover,

a classical computation on (v¥)en shows that (wh)ren is pure and admits the microlocal defect
measure m = 6(z )=y, -

We set wf = idwh € and let w” be the solution of

{ Puw* =0 in (0,7) x Q, (B.6)

(w", Opw*)|s=o = (wf,w}) on Q.

For the sequence (w*)ien, (4.4) is satisfied. We recall that Ly, L_, \... are defined in Section 2.1.
Setting z¥ = L, w"*, we have L_z¥ = 0 and

1 1
2®|i=0 = (;&wk —2wk)|ymo = ;w’f —\wg =0.
Therefore, 2F = 0 in Rt x €, i.e. w* solves the first-order equation

k. _ .
{ Liwk=0  in(0,T)xQ, (B.7)

w*|;—o = wf on Q.

System (B.7) is well-posed, and the sequence (w*)rey is bounded in L?(Mz) (see [Hor85, Sec-
tion 23.1]), weakly converging to zero and hence admits a microlocal defect measure u (up to a
subsequence).

Now, we prove that supp(u) C I'. Since w” solves (B.6), the measure u is preserved along I'
which is also a bicharacteristic curve of 1 = 7 — |n|,. Hence, it suffices to prove that any point
(0,21,71,m) € Char(P) N S*M different from (0, zo, 70,70) is not in supp(u).

Let a € Sghg(T*Q; C) be a zero-order homogeneous symbol, with compact support near x, such
that @ = 1 in a conic neighborhood of (x1,71) and a = 0 in a conic neighborhood of (xg, 7). Taking

Ae \I/ghg(Q; C) such that o¢(A) = a, we have

Awl — 0 in L*(Q),
since m = §(5,;)=y,- We shall now use the flows ¢ and ¢, defined in Section 2.2.

We define the tangential polyhomogeneous symbol®
q(t,z,n) = alpLy(z,m) € S7((-T,T) x T*%C),

which satisfies

{ H2+q =0,
q(0,z,m) = a(x,n).

We denote by UZ((=T,T) x ;C) the set of tangential operators of order m. We take Q €
VI ((=T,T) x Q;C) such a tangential operator satisfying 0o(Q) = ¢. The commutator [L., Q]
satisfies [L, Q] € W ((—T, T) x €; C) with principal symbol +{¢.,¢} = 1 H,, ¢ = 0. Hence, we have
[Ly,Q] € ' ((—T,T) x ©;C). Now, we compute

LyQu* =[Ly,Qlw* — 0 in L?(Mr7),
QuF|i—o = Awf — 0 in L2(Q).

Applying then the hyperbolic energy inequality, to this first-order system, we obtain

Q" || Lo 0,7:22(0)) < C (AW || L2y + II[L+, Q1w | 110,722 (Mr))) — O

3For tangential symbols SZ*((—T,T) x T*Q;C) and associated operators W2 ((—=T,T) x €;C), we refer to [H6r85,
page 94 (bottom)]. Here, ¢ stands for the parameter upon which the symbols depend.
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Finally, let » € S _(T*M;C) be such that 7 = 1 in a neighborhood of (0,21,71,m), r = 0 for

phg
Nl < %, and r has a compact support in the time variable ¢, included in (—%, %) Taking R €
W91 (M; C) such that oo(R) = r the operator RQ is in the class ), (M;C), according to [Hor85,

Theorem 18.1.35]. Moreover, RQ is elliptic at (0,z1,71,71) since r(0,x1,71,71)q(0,21,71) = 1 and
we have

IRQW" || 22 (atz) < CllQW* || 12(asz) — O

As a consequence, (0, x1,71,71) ¢ supp(u). The invariance of p along the bicharacteristic flow finally
gives supp(u) C I', which concludes the proof of Lemma 4.3. O
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