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#### Abstract

Mesoscopic density functional theory for inhomogeneous mixtures of spherical particles is developed in terms of mesoscopic volume fractions by a systematic coarse-graining procedure starting form microscopic theory. Approximate expressions for the correlation functions and for the grand potential are obtained for weak ordering on mesoscopic length scales. Stability analysis of the disordered phase is performed in mean-field approximation (MF) and beyond. MF shows existence of either a spinodal or a $\lambda$-surface on the volume-fractions - temperature phase diagram. Separation into homogeneous phases or formation of inhomogeneous distribution of particles occurs on the low-temperature side of the former or the latter surface respectively, depending on both the interaction potentials and the size ratios between particles of different species. Beyond MF the spinodal surface is shifted, and the instability at the $\lambda$-surface is suppressed by fluctuations. We interpret the $\lambda$-surface as a borderline between homogeneous and inhomogeneous (containing clusters or other aggregates) structure of the disordered phase. For two-component systems explicit expressions for the MF spinodal and $\lambda$-surfaces are derived. Examples of interaction potentials of simple form are analyzed in some detail, in order to identify conditions leading to inhomogeneous structures.


## 1. Introduction

One of the main problems that arise in theoretical description of complex fluids is the role of density fluctuations on the mesoscopic length scale. Such fluctuations are not important in the case of simple fluids, and for this reason simple liquids can be accurately described by the liquid theories [1] which focus on the microscopic length scale, whereas the long-range fluctuations are treated via mean-field (MF) approximation. An exception is the critical region where the long-range fluctuations dominate. Universal features of the critical phenomena are described by the phenomenological Landau-Ginzburg-Wilson (LGW) theory [2, 3], because the field-theoretic methods allow for more accurate treatment of the dominant longwavelength density fluctuations. In the LGW theory the microscopic structure is entirely neglected, however - the pair correlation function in the LGW theory decays monotonically. The two approaches (i) accurate description of the microscopic length scale and rough approximation for the long-wavelength fluctuations, and (ii) accurate description of the long-wavelength fluctuations with neglected microscopic structure are complementary. Both, used separately, give satisfactory description of simple fluids.

When there are competing tendencies in the interaction potentials, then selfassembly into different aggregates, living polymers, clusters, micelles or another

[^0]objects ('supermolecules' having characteristic size) may occur. A notable example of such interactions is the effective short-range attraction long-range repulsion (SALR) potential [10-16]. In addition to the liquid order on the microscopic length scale (described by the pair distribution function) ordering on the mesoscopic length scale may be present in such systems. This additional ordering is associated with packing of the 'supermolecules' in the lyotropic liquid crystalline phases. In the liquid theories, designed for description of the microscopic structure, the presence of such additional ordering is manifested by a lack of solutions of the associated equations [10, 13-15]. On the other hand, in the Landau theory modified by Brazovskii the dominant fluctuations of the order parameter (OP) are of finite wavelength [17]. The functional of the form postulated by Brazovskii was used for a description of various amphiphilic systems [18-23], since the dominant finite-wavelength fluctuations of the abstract OP can represent in particular the density fluctuations on the mesoscopic length scale. Indeed, when the values of the phenomenological parameters in the functional are properly adjusted, the Landau-Brazovskii (LB) theory predicts stability (or metastability) of lyotropic liquid crystalline phases observed in amphiphilic systems [18, 20-23]. One should note that in the LB theory fluctuations of the OP lead to a change of the continuous transition between disordered and lamellar phases obtained in MF to weakly first order transition [17] which occurs at lower temperature. The long-wavelength fluctuations in the LGW theory just modify the critical exponents, whereas the order of the transition remains the same. The LB functional is quite general (the OP can have different physical meaning), and is expressed in terms of phenomenological parameters (coupling constants) whose precise relation to measurable quantities is not known - it should be derived from more fundamental microscopic theory. Because the LB theory correctly describes the qualitative properties of systems self-assembling on the mesoscopic length scale, it is desirable to find a relation between the Brazovskii theory and the exact statistical mechanics. The main questions are: (i) what is the range of validity of the LGW and LB theories (ii) for what kind of interaction potentials the LB rather than the LGW theory is valid (iii) how the phenomenological parameters are expressed in terms of thermodynamic parameters and (effective) interaction potential. The approximate theory derived from the statistical mechanics should allow for determination of phase diagrams and structure when the interaction potentials are known.

One could derive the mesoscopic theory from exact theories that are capable of description of nonuniversal features of phase transitions [4-9], but so far these theories were applied to homogeneous phases. Another possibility, the density functional theory (DFT) [24] in principle is exact and allows for description of inhomogeneous systems. However, the exact form of the grand potential functional is not known, and in the widely used versions of the DFT the contribution to the grand potential associated with interactions is of the MF type. This approximation works well for a description of the microscopic structure and away from the critical point. However, more accurate approximation for the grand potential functional is desirable when the mesoscopic scale fluctuations dominate and may affect the order and location of the phase transition to a liquid crystalline phase. On the other hand, we have to make simplifying assumptions to make the theory tractable.

Since we need a description of the ordering on the mesoscopic length scale, we may introduce mesoscopic density that describes the distribution of particles less accurately than the microscopic density, but more accurately than the average density. Such an approach was proposed in Ref.[25] for a one component system of spherical particles. The mesoscopic density is defined as the microscopic density averaged over regions larger than the molecules and smaller than the characteristic
length of ordering (for example, the size of the clusters). Precise definition is given for multicomponent systems in the next section. Probability of spontaneous appearance of particular mesoscopic density field was derived from the statistical mechanics by integrating the probability distribution over all microscopic states under the constraint of fixed mesoscopic density field under consideration. This method is analogous to integrating the probability distribution over all microscopic states under the constraint of fixed average density in macroscopic parts of the system. The only difference is that the constraint imposed on the microscopic density has a form of the field which varies on the mesoscopic length scale. The grand potential functional of the mesoscopic density field derived in Ref.[25] consists of two terms. The first term contains contributions from fluctuations on the microscopic length scale under the constraint of fixed mesoscopic density $\bar{\rho}(\mathbf{r})$. This term resembles standard DFT. The second contribution is associated with mesoscopic fluctuations $\phi(\mathbf{r})$ that can occur in the system when the constraint $\bar{\rho}(\mathbf{r})$ is removed.

In the MF approximation the contribution to the grand potential associated with mesoscopic-length scale fluctuations is neglected. In this version of MF the average density is approximated by the most probable mesoscopic density [25]. However, in parts of the phase diagram that are close to microphase separation the fluctuation contribution can be comparable to the first term, and the average density can be significantly different from the most probable mesoscopic density. In such cases the fluctuations cannot be neglected.

It is worthwhile to note that the relation between the systems with and without the constraint on the mesoscopic density distribution resembles the relation between the canonical and the grand canonical ensembles. There is some loose analogy between the system in the presence of the mesoscopic constraint imposed on the microscopic density distribution, and a macroscopic system with fixed number of particles $N=N_{0}$, described by the canonical ensemble. When the constraint of compatibility between the microscopic density distribution and the mesoscopic field $\bar{\rho}(\mathbf{r})$ is removed and $\langle\phi(\mathbf{r})\rangle=0$, then the system is analogous to the open system with fluctuating $N$ such that $\langle N\rangle=N_{0}$ (grand canonical ensemble). The canonical and grand canonical ensembles with $N_{0}=\langle N\rangle$ are equivalent only far from phase transitions, when the fluctuations are small, $\left\langle\left(N-N_{0}\right)^{2}\right\rangle \propto \chi_{T} N_{0}$. Close to phase transitions the compressibility $\chi_{T}$ is large (diverges at the transition), and fluctuations cannot be neglected. At the phase coexistence the most probable density distribution in the open system corresponds to either the gas $\rho_{g}$ or the liquid $\rho_{l}$ density in an absence of any constraints or external fields. However, in the grand canonical ensemble the ensemble average in an absence of any constraints or external fields yields a constant density $\left(\rho_{g}+\rho_{l}\right) / 2$, although homogeneous microscopic states with such density occur with negligible probability. The difference between this case and microphase separation concerns the extent of the regions having different density (or composition) - mesoscopic rather than macroscopic parts of the system - and in turn the time scale associated with displacements of these regions, i.e. with the mesoscopic rather than macroscopic fluctuations. While it is justified to neglect macroscopic fluctuations in studies of coexisting homogeneous phases, in the case of microphase separation the mesoscopic fluctuations influence the experimentally observed properties of the system.

The fluctuation contribution to the grand potential reduces to the form similar to the LB theory in the case of weak ordering on the length scale significantly larger than the molecular size [25]. Such kind of ordering occurs in soft-matter systems, and the results of Ref. [25] confirm validity of the LB theory for soft matter. The fluctuation contribution can be treated by field-theoretic methods, and in the theory developed in Ref.[25] the DFT and field-theoretic methods are
both used.
The theory developed in Ref.[25] is restricted to a one-component system, whereas the soft-matter systems are usually multicomponent. The size of solvent molecules can be several orders of magnitude smaller than the size of proteins, nanoparticles or colloids, and the solvent molecules can be taken into account only via solvent-mediated effective interactions between solute particles [26, 27]. However, the effectively one-component system might lead to incorrect predictions when the size ratio is not very large, and when mesoscopic fluctuations of the solvent are important. The purpose of this work is an extension of the mesoscopic DFT to the case of multicomponent systems of particles of arbitrary sizes.

In sec. 2 general framework of the theory for multicomponent systems is introduced by a systematic coarse-graining procedure. Mesoscopic volume fractions are defined, and expressions for the grand potential and correlation functions are derived in the same section. In sec. 3 approximate theory for weak ordering is developed, and the role of mesoscopic fluctuations for stability of the disordered phase is discussed. Two-component systems of particles of different sizes are studied in more detail in sec.4. The MF theory is illustrated by three simple examples. Equations derived in sec. 4 are of MF type, and provide information whether inhomogeneities on the mesoscopic length scale (clusters or soft crystals) are formed, or the system can phase separate into homogeneous phases for given interaction potentials and size ratios. In future studies the theory can be applied to different inhomogeneous systems along the lines described in sec.3.

## 2. Coarse graining

## 2.1. microscopic density and microscopic volume fraction

We consider an $n$-component mixture of nearly spherical particles, with the components labeled by Greek letters. The diameter of the hard core of the particle of the specie $\alpha$ is denoted by $\sigma_{\alpha}$. A microscopic state is defined by the positions of the centers of mass of $N_{1}, \ldots, N_{n}$ particles,

$$
\begin{equation*}
\mathcal{M}=\left\{\left\{\mathbf{r}_{i}^{\alpha}\right\}_{i=1, \ldots, N_{\alpha}}, \alpha=1, \ldots, n\right\} \tag{1}
\end{equation*}
$$

where $\mathbf{r}_{i}^{\alpha}$ denotes the position of the $i$-th particle of the $\alpha$-th specie, and $N_{\alpha}$ denotes the number of particles of the $\alpha$-th specie in the considered microstate. Microscopic density of the $\alpha$-th specie is given by the standard definition,

$$
\begin{equation*}
\hat{\rho}_{\alpha}(\mathbf{r}, \mathcal{M}):=\sum_{i=1}^{N_{\alpha}} \delta\left(\mathbf{r}-\mathbf{r}_{i}^{\alpha}\right) \tag{2}
\end{equation*}
$$

For particles of different sizes, for example for a mixture of nanoparticles and small molecules, it is convenient to introduce microscopic density that takes into account distribution of matter inside the molecules, and instead of (2) we introduce

$$
\begin{equation*}
\hat{\zeta}_{\alpha}(\mathbf{r}, \mathcal{M}):=\sum_{i=1}^{N_{\alpha}} f_{\alpha}\left(\left|\mathbf{r}-\mathbf{r}_{i}^{\alpha}\right|\right) \tag{3}
\end{equation*}
$$

where spherically-symmetric structure of molecules is assumed, $\int_{\mathbf{r}} f_{\alpha}(r)=v_{\alpha}$ with $v_{\alpha}=\pi \sigma_{\alpha}^{3} / 6$ denoting the volume of the particle of the specie $\alpha$, and dimensionless $f_{\alpha}(r)$ describes distribution of matter inside such particle at the distance $r$ from its
center. For brevity we shall use the notation $\int_{\mathbf{r}} \equiv \int d \mathbf{r}$, indicating the integration region $S$ by $\int_{\mathbf{r}^{\prime} \in S}$ when necessary. For constant density inside the particle Eq.(3) reduces to the microscopic volume fraction defined by

$$
\begin{equation*}
\hat{\zeta}_{\alpha}(\mathbf{r}, \mathcal{M}):=\sum_{i=1}^{N_{\alpha}} \theta\left(\frac{\sigma_{\alpha}}{2}-\left|\mathbf{r}-\mathbf{r}_{i}^{\alpha}\right|\right) \tag{4}
\end{equation*}
$$

where $\theta(r)$ is the Heaviside unit step function.
The interaction energy for a pair of particles $i, j$ of the $\alpha, \beta$ species with the centers at $\mathbf{r}_{i}^{\alpha}$ and $\mathbf{r}_{j}^{\beta}$ respectively is

$$
\begin{equation*}
U_{\alpha \beta}\left(\left|\mathbf{r}_{i}^{\alpha}-\mathbf{r}_{j}^{\beta}\right|\right)=\int_{\mathbf{r}} \int_{\mathbf{r}^{\prime}} f_{\alpha}\left(\left|\mathbf{r}-\mathbf{r}_{i}^{\alpha}\right|\right) V_{\alpha \beta}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) f_{\beta}\left(\left|\mathbf{r}^{\prime}-\mathbf{r}_{j}^{\beta}\right|\right) . \tag{5}
\end{equation*}
$$

Summation convention for repeated Greek indexes is assumed above and in the whole article. $V_{\alpha \beta}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d \mathbf{r} d \mathbf{r}^{\prime}$ is the interaction energy between the infinitesimal volumes $d \mathbf{r}$ and $d \mathbf{r}^{\prime}$ around the points $\mathbf{r}$ and $\mathbf{r}^{\prime}$ inside the particles $\alpha$ and $\beta$. The energy of the system in the microstate defined by (3) or (2) can be written as

$$
\begin{align*}
E[\mathcal{M}]= & \frac{1}{2} \int_{\mathbf{r}} \int_{\mathbf{r}^{\prime}} \hat{\zeta}_{\alpha}(\mathbf{r}, \mathcal{M}) V_{\alpha \beta}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \hat{\zeta}_{\beta}\left(\mathbf{r}^{\prime}, \mathcal{M}\right)  \tag{6}\\
& =\frac{1}{2} \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} \sum_{i=1}^{N_{\alpha}} \sum_{j=1}^{N_{\beta}} U_{\alpha \beta}\left(\left|\mathbf{r}_{i}^{\alpha}-\mathbf{r}_{j}^{\beta}\right|\right) \\
= & \frac{1}{2} \int_{\mathbf{r}} \int_{\mathbf{r}^{\prime}} \hat{\rho}_{\alpha}(\mathbf{r}, \mathcal{M}) U_{\alpha \beta}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \hat{\rho}_{\beta}\left(\mathbf{r}^{\prime}, \mathcal{M}\right)
\end{align*}
$$

Integration of $\hat{\rho}_{\alpha}(\mathbf{r}, \mathcal{M})$ or $\hat{\zeta}_{\alpha}(\mathbf{r}, \mathcal{M})$ over the system volume gives the number of particles in the system or the volume occupied by the particles respectively. Because of this difference in dimension of the number density and the volume fraction, the dimension of the interaction-energy density $V_{\alpha \beta}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is the dimension of energy divided by the sixth power of length $\left(\left[V_{\alpha \beta}\right]=\left[U_{\alpha \beta}\right] /\left[v_{\alpha}\right]^{2}\right)$.

### 2.2. Mesoscopic density and mesoscopic volume fraction

Let us choose the mesoscopic length scale $R$ and consider spheres $S_{R}(\mathbf{r})$ of radius $R$ and centers at $\mathbf{r}$ that cover the whole volume $V$ of the system. In order to describe ordering on the length scale $\lambda$, we should choose $R<\lambda$. We define the mesoscopic density of the specie $\alpha$ by an extension of the definition introduced for a one-component system in Ref.[25]

$$
\begin{equation*}
\rho_{\alpha}(\mathbf{r}):=\frac{1}{V_{S}} \int_{\mathbf{r}^{\prime} \in S_{R}(\mathbf{r})} \hat{\rho}_{\alpha}\left(\mathbf{r}^{\prime}, \mathcal{M}\right), \tag{7}
\end{equation*}
$$

where $V_{S}=4 \pi R^{3} / 3$ is the volume of the sphere $S_{R}(\mathbf{r})$. Similarly, the mesoscopic volume fraction of the specie $\alpha$ at $\mathbf{r}$ is defined by

$$
\begin{equation*}
\zeta_{\alpha}(\mathbf{r}):=\frac{1}{V_{S}} \int_{\mathbf{r}^{\prime} \in S_{R}(\mathbf{r})} \hat{\zeta}_{\alpha}\left(\mathbf{r}^{\prime}, \mathcal{M}\right) . \tag{8}
\end{equation*}
$$

For an illustration, the mesoscopic density and the mesoscopic volume fraction are shown in Fig. 1 for a one-component system, when a single particle is located at $\mathbf{r}=\mathbf{0}$, for three different mesoscopic length scales $R$. In this case the center of the particle is inside (outside) the sphere $S_{R}(\mathbf{r})$ for $r<2 R / \sigma_{\alpha}\left(r>2 R / \sigma_{\alpha}\right.$ ), therefore for $r=2 R / \sigma_{\alpha}$ the number density (7) has a discontinuity (Fig.2). For increasing length scale of coarse-graining, the difference between $\zeta$ and $\rho v$ decreases.

For a chosen length scale $R$ the mesostate can be defined by $\{\zeta\}=$ $\left\{\zeta_{1}(\mathbf{r}), \ldots, \zeta_{n}(\mathbf{r})\right\}$ or by $\{\rho\}=\left\{\rho_{1}(\mathbf{r}), \ldots, \rho_{n}(\mathbf{r})\right\}$. Note that Eq.(7) or Eq.(8) describes a constraint imposed on the microscopic states, and $\{\zeta\}$ is equivalent to the constraint (8) imposed on all the components. For a chosen length scale $R$ all microscopic states can be separated into disjoint subsets, such that the microstates belonging to a particular subset are compatible with the same constraint (Eq.(8)). Microstates belonging to different subsets are compatible with different constraints, i.e. with a different form of $\{\zeta\}$ or $\{\rho\}$.

Probability density of a spontaneous occurrence of the mesostate $\{\zeta\}$ is given by

$$
\begin{equation*}
p[\{\zeta\}]=\Xi^{-1} e^{-\beta \Omega_{c o}[\{\zeta\}]} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\Xi=\int^{\prime} D \zeta_{1} \ldots \int^{\prime} D \zeta_{n} e^{\left.-\beta \Omega_{c o} \mid\{\zeta\}\right]} . \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{-\beta \Omega_{c o}[\{\zeta\}]}=\int_{\mathcal{M} \in\{\{\zeta\}, R\}} e^{-\beta\left(E[\mathcal{M}]-\int_{\mathbf{r}} \bar{\mu}_{\alpha} \zeta_{\alpha}(\mathbf{r})\right)} \tag{11}
\end{equation*}
$$

$E[\mathcal{M}]$ is the microscopic Hamiltonian, and $\int_{\mathcal{M} \in\{\{\zeta\}, R\}}$ is a symbolic notation for the integration over all microstates compatible with $\{\zeta\}$ according to Eq.(8). $\bar{\mu}_{\alpha}=$ $\mu_{\alpha} / v_{\alpha}$ and $T$ are the chemical potential of the specie $\alpha$ (in appropriate units) and temperature respectively, and $\beta=1 / k_{B} T$, with $k_{B}$ denoting the Boltzmann constant. $\Omega_{c o}[\{\zeta\}]$ is the grand potential in the presence of the constraints $\{\zeta\}$ (Eq.(8)) imposed on the system. The functional integral $\int^{\prime} D \zeta_{1} \ldots \int^{\prime} D \zeta_{n}$ in Eq.(10) is over all mesostates $\{\zeta\}$, which is indicated by the prime. In analogous way we can consider mesoscopic theory based on the mesoscopic density.

We obtain a mesoscopic theory with the same structure as the standard statistical mechanics. The integration over all microstates is replaced in Eq.(10) by the integration over all mesostates. The Hamiltonian is replaced in Eq.(9) and (10) by the grand potential in the presence of the constraint of compatibility with the given mesostate that is imposed on the microstates. The above formulas are exact. So far we just rearranged the summation over microstates. The reason for doing so is the possibility of performing the summation over the mesostates and over the microstates compatible with a particular mesostate by different methods.

Grand potential in the presence of the mesoscopic constraint can be written in the form

$$
\begin{equation*}
\Omega_{c o}=U-T S-\mu_{\alpha} N_{\alpha}, \tag{12}
\end{equation*}
$$

where $U, S$ and $N_{\alpha}$ are the internal energy, entropy and the number of molecules of the specie $\alpha$ respectively in the system with the constraint (8) imposed on the microscopic densities. From definition of average energy $U$ and from Eq.(6) we
obtain

$$
\begin{equation*}
U[\{\zeta\}]=\frac{1}{2} \int_{\mathbf{r}_{1}} \int_{\mathbf{r}_{\mathbf{2}}} V_{\alpha \beta}^{c o}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \zeta_{\alpha}\left(\mathbf{r}_{1}\right) \zeta_{\beta}\left(\mathbf{r}_{2}\right)=\frac{1}{2} \int_{\mathbf{r}_{1}} \int_{\mathbf{r}_{\mathbf{2}}} U_{\alpha \beta}^{c o}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \rho_{\alpha}\left(\mathbf{r}_{1}\right) \rho_{\beta}\left(\mathbf{r}_{2}\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\alpha \beta}^{c o}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=V_{\alpha \beta}\left(r_{12}\right) g_{\alpha \beta}^{\zeta c o}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \tag{14}
\end{equation*}
$$

$r_{12}=\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|$, and

$$
\begin{equation*}
g_{\alpha \beta}^{\zeta c o}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=\frac{\left\langle\hat{\zeta}_{\alpha}\left(\mathbf{r}_{1}\right) \hat{\zeta}_{\beta}\left(\mathbf{r}_{2}\right)\right\rangle}{\zeta_{\alpha}\left(\mathbf{r}_{1}\right) \zeta_{\beta}\left(\mathbf{r}_{2}\right)} \tag{15}
\end{equation*}
$$

is the microscopic pair correlation function for the volume fraction, in the presence of the constraint (8) imposed on the microscopic states. $U_{\alpha \beta}^{c o}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)$ is given by an expression analogous to Eq.(14), with $g_{\alpha \beta}^{\zeta c o}$ replaced by $g_{\alpha \beta}^{c o}$, the standard pair correlation function in the presence of the constraint (7). Note that the above functions differ from each other. In particular, for $g_{\alpha \beta}^{\zeta c o}$ smooth increase from zero is expected for $r_{12}$ increasing from zero, whereas the correlation function for the microscopic density (Eq. (2)) vanishes for $r_{12}<\sigma_{\alpha \beta}$.

The advantage of $\zeta_{\alpha}(\mathbf{r})$ is its continuity (see Fig.1). In addition, $\zeta_{\alpha}(\mathbf{r}) \leq \zeta_{c p}$ for all $\mathbf{r}$, where $\zeta_{c p}$ is the close-packing volume fraction, and the gradient of $\zeta$ is small, $|\nabla \zeta|<1 / R$. The disadvantage of $\zeta_{\alpha}(\mathbf{r})$ is the expression for the energy (13) in terms of the pair correlation function for the volume fraction, Eq.(15), which was not studied. The mesoscopic density (7) has discontinuities (see Fig.1), and for significantly different sizes of particles the number densities for different components may differ by several orders of magnitude. On the other hand, the expression for the energy (13) has a standard form in terms of the well known correlation function. When the ordering occurs on the length scale significantly larger than the size of the particles, we can make the approximation (see Fig.1)

$$
\begin{equation*}
\zeta_{\alpha}(\mathbf{r}) \approx \rho_{\alpha}(\mathbf{r}) v_{\alpha} \tag{16}
\end{equation*}
$$

Inserting the above expression for $\rho_{\alpha}$ into Eq.(13), yields

$$
\begin{equation*}
V_{\alpha \beta}^{c o}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \approx \frac{U_{\alpha \beta}^{c o}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}{v_{\alpha} v_{\beta}} \tag{17}
\end{equation*}
$$

It is important to remember that the approximation (17) is only valid when the ordering occurs on the length scale significantly larger than the size of particles.

We further assume that the entropy $S$ satisfies the relation $-T S=F_{h}$, where $F_{h}$ is the free-energy of the hard-sphere reference system with the constraint (8) imposed on the microscopic volume fractions.

### 2.3. Grand-potential functional and mesoscopic correlation functions

Let us introduce external fields $\{J\}=\left\{J_{1}(\mathbf{r}), \ldots, J_{n}(\mathbf{r})\right\}$ and the grandthermodynamic potential functional

$$
\begin{equation*}
\Omega[\{\beta J\}]:=-k_{B} T \log \left[\int^{\prime} D \zeta_{1} \ldots \int^{\prime} D \zeta_{n} e^{-\beta\left[\Omega_{c o}[\{\zeta\}]-\int_{\mathbf{r}} J_{\alpha}(\mathbf{r}) \zeta_{\alpha}(\mathbf{r})\right]}\right] \tag{18}
\end{equation*}
$$

$-\beta \Omega[\beta J]$ is the generating functional for the (connected) correlation functions for the mesoscopic volume fractions,

$$
\begin{equation*}
\left\langle\zeta_{\alpha_{1}}\left(\mathbf{r}_{1}\right) \ldots \zeta_{\alpha_{n}}\left(\mathbf{r}_{n}\right)\right\rangle^{c o n}=\frac{\delta^{n}(-\beta \Omega[\beta J])}{\delta\left(\beta J_{\alpha_{1}}\left(\mathbf{r}_{1}\right)\right) \ldots \delta\left(\beta J_{\alpha_{n}}\left(\mathbf{r}_{n}\right)\right)} \tag{19}
\end{equation*}
$$

We introduce the notation

$$
\begin{equation*}
G_{\alpha \beta}^{m}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=\left\langle\zeta_{\alpha}\left(\mathbf{r}_{1}\right) \zeta_{\beta}\left(\mathbf{r}_{2}\right)\right\rangle^{c o n}=\left\langle\zeta_{\alpha}\left(\mathbf{r}_{1}\right) \zeta_{\beta}\left(\mathbf{r}_{2}\right)\right\rangle-\left\langle\zeta_{\alpha}\left(\mathbf{r}_{1}\right)\right\rangle\left\langle\zeta_{\beta}\left(\mathbf{r}_{2}\right)\right\rangle \tag{20}
\end{equation*}
$$

The relation between the mesoscopic and the microscopic correlation functions resulting from the definition of the mesoscopic volume fraction (8) is given by

$$
\begin{array}{r}
\left\langle\zeta_{\alpha_{1}}\left(\mathbf{r}_{1}\right) \cdot \ldots \cdot \zeta_{\alpha_{n}}\left(\mathbf{r}_{n}\right)\right\rangle  \tag{21}\\
=\frac{\int^{\prime} D \zeta_{1} \ldots \int^{\prime} D \zeta_{n} e^{-\beta\left[\Omega_{c o}[\{\beta J\}]-\int_{\mathbf{r}} J_{\alpha}(\mathbf{r}) \zeta_{\alpha}(\mathbf{r})\right]} \zeta_{\alpha_{1}}\left(\mathbf{r}_{1}\right) \cdot \ldots \cdot \zeta_{\alpha_{n}}\left(\mathbf{r}_{n}\right)}{\int^{\prime} D \zeta_{1} \ldots \int^{\prime} D \zeta_{n} e^{-\beta\left[\Omega_{c o}[\{\beta J\}]-\int_{\mathbf{r}} J_{\alpha}(\mathbf{r}) \zeta_{\alpha}(\mathbf{r})\right]}} \\
=\frac{1}{V_{S}} \int_{\mathbf{r}^{\prime} \in S_{R}\left(\mathbf{r}_{1}\right)} \cdots \frac{1}{V_{S}} \int_{\mathbf{r}^{(\mathbf{n})} \in S_{R}\left(\mathbf{r}_{n}\right)}\left\langle\hat{\zeta}_{\alpha_{1}}\left(\mathbf{r}^{\prime}\right) \cdot \ldots \cdot \hat{\zeta}_{\alpha_{n}}\left(\mathbf{r}^{(n)}\right)\right\rangle,
\end{array}
$$

with analogous relation for the correlation functions for the microscopic and the mesoscopic densities. Note the difference between the micro- and the mesoscopic correlation functions resulting from the integration of the former over mesoscopic volumes. In particular, for $2 R>\sigma_{\alpha \beta}$ the mesoscopic two-point correlation function for densities, analogous to Eq.(21), does not vanish for $\mathbf{r}_{1}=\mathbf{r}_{2}$. This is because for $\mathbf{r}^{\prime} \in S_{R}\left(\mathbf{r}_{1}\right)$ and $\mathbf{r}^{\prime \prime} \in S_{R}\left(\left(\mathbf{r}_{1}\right)\right.$, such that $\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|>\sigma_{\alpha \beta}$, the corresponding microscopic correlation function on the RHS of an equation analogous to Eq.(21) does not vanish and contributes to the integral. We should stress that in Ref.[25] the theory is based on the mesoscopic density, but for significantly different sizes of particles the volume fraction is more convenient, as discussed in the previous subsection.

Let us introduce the Legendre transform

$$
\begin{equation*}
\beta F[\{\bar{\zeta}\}]:=\beta \Omega[\{\beta J\}]+\int_{\mathbf{r}} \beta J_{\alpha}(\mathbf{r}) \bar{\zeta}_{\alpha}(\mathbf{r}) \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\zeta}_{\alpha}(\mathbf{r})=\frac{\delta(-\beta \Omega)}{\delta\left(\beta J_{\alpha}(\mathbf{r})\right)} \tag{23}
\end{equation*}
$$

is the average field (volume fraction) for given $\{J\}$. The equation of state takes the form

$$
\begin{equation*}
\frac{\delta(\beta F)}{\delta \bar{\zeta}_{\alpha}(\mathbf{r})}=\beta J_{\alpha}(\mathbf{r}) \tag{24}
\end{equation*}
$$

In general $\bar{\zeta}$ may differ from any mesostate defined in Eq.(8). We extend the functional $\Omega_{c o}$ beyond the set of the mesostates. Let the extension be defined in Eq.(12) on the Hilbert space of fields that fulfill the restrictions following from the properties of the mesostates, and let us keep the notation $\Omega_{c o}$ for this extension. The key restriction on the mesoscopic volume fraction is the magnitude and the gradient. In Fourier representation we shall consider the functions that vanish for
$k>\pi / R$, where $k$ is the wave number. As discussed in Ref.[25], the fields with magnitudes exceeding the close packing (such fields belong to the Hilbert space, but do not represent any mesostate) are irrelevant, since the corresponding Boltzmann factor is very small. We introduce the functional $\beta F[\{\zeta\}]$ of the form

$$
\begin{equation*}
\beta F[\{\zeta\}]=\beta \Omega_{c o}[\{\zeta\}]-\log \left[\int D \phi_{1} \ldots \int D \phi_{n} e^{-\beta\left[H_{f l u c}-\int_{\mathbf{r}} J_{\alpha}(\mathbf{r}) \phi_{\alpha}(\mathbf{r})\right]}\right], \tag{25}
\end{equation*}
$$

where $\phi_{\alpha}(\mathbf{r})$ is the local fluctuation of the volume fraction of the component $\alpha$, and

$$
\begin{equation*}
H_{f l u c}[\{\zeta\},\{\phi\}]=\Omega_{c o}[\{\zeta+\phi\}]-\Omega_{c o}[\{\zeta\}] . \tag{26}
\end{equation*}
$$

We introduced the notation $\{\phi\}=\left\{\phi_{1}(\mathbf{r}), \ldots, \phi_{n}(\mathbf{r})\right\}$. From Eqs.(22) and (18) it follows that the functional (25) equals the grand potential, when $\{\zeta\}=\{\bar{\zeta}\}$, with $\{\bar{\zeta}\}$ determined from Eq.(24). By definition $\left\langle\phi_{\alpha}\right\rangle=0$ when $\{\zeta\}=\{\bar{\zeta}\}$. In standard DFT the second term in Eq.(25) is neglected, and $-T S$ in Eq.(12) is approximated by the free-energy of the hard-sphere reference system.
Note that from Eq.(25) it follows that the inverse correlation functions (related to the direct correlation functions) defined by

$$
\begin{equation*}
C_{\alpha_{1}, \ldots \alpha_{n}}^{m}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{n}\right)=\frac{\delta^{n} \beta F[\{\bar{\zeta}\}]}{\delta \bar{\zeta}_{\alpha_{1}}\left(\mathbf{r}_{1}\right) \ldots \delta \bar{\delta}_{\alpha_{n}}\left(\mathbf{r}_{n}\right)} \tag{27}
\end{equation*}
$$

consist of two terms: the first one is the contribution from the fluctuations on the microscopic length scale $(<R)$ with frozen fluctuations on the mesoscopic length scale. This term is

$$
\begin{equation*}
\mathcal{C}_{\alpha_{1}, \ldots \alpha_{n}}^{c o}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{n}\right)=\frac{\delta^{n} \beta \Omega_{c o}[\{\bar{\zeta}\}]}{\delta \bar{\zeta}_{\alpha_{1}}\left(\mathbf{r}_{1}\right) \ldots \delta \bar{\zeta}_{\alpha_{n}}\left(\mathbf{r}_{n}\right)} . \tag{28}
\end{equation*}
$$

The second term is the contribution from the fluctuations on the mesoscopic length scale ( $>R$ ). From Eqs. (18)-(27) we obtain equations relating the inverse correlation functions with the many-body correlation functions. In the lowest nontrivial order beyond the mean-field approximation and for $J_{\alpha}=0$ we obtain (see [25])

$$
\begin{equation*}
\frac{\delta \beta \Omega_{c o}[\{\bar{\zeta}\}]}{\delta \bar{\zeta}_{\alpha}(\mathbf{r})}+\int_{\mathbf{r}_{1}} \int_{\mathbf{r}_{2}} G_{\alpha_{1} \alpha_{2}}^{m}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \mathcal{C}_{\alpha_{1} \alpha_{2}}^{c o}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}\right)=0 \tag{29}
\end{equation*}
$$

and

$$
\begin{aligned}
& 2 C_{\alpha \beta}^{m}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\mathcal{C}_{\alpha \beta}^{c o}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)+\left\langle\frac{\delta^{2}\left(\beta H_{f l u c}\right)}{\delta \zeta_{\alpha}\left(\mathbf{r}_{1}\right) \delta \zeta_{\beta}\left(\mathbf{r}_{2}\right)}\right\rangle-\left\langle\frac{\delta\left(\beta H_{f l u c}\right)}{\delta \zeta_{\alpha}\left(\mathbf{r}_{1}\right)} \frac{\delta\left(\beta H_{f l u c}\right)}{\delta \zeta_{\beta}\left(\mathbf{r}_{2}\right)}\right\rangle^{c o n}+(30) \\
& \int_{\mathbf{r}^{\prime}}\left[\left\langle\frac{\delta H_{f l u c}}{\delta \zeta_{\alpha}\left(\mathbf{r}_{1}\right)} \phi_{\alpha_{1}}\left(\mathbf{r}^{\prime}\right)\right\rangle C_{\alpha_{1} \beta}^{m}\left(\mathbf{r}^{\prime}, \mathbf{r}_{2}\right)+\left\langle\frac{\delta H_{f l u c}}{\delta \zeta_{\beta}\left(\mathbf{r}_{2}\right)} \phi_{\beta_{1}}\left(\mathbf{r}^{\prime}\right)\right\rangle C_{\beta_{1} \alpha}^{m}\left(\mathbf{r}^{\prime}, \mathbf{r}_{1}\right)\right] .
\end{aligned}
$$

Eq. (29) is the minimum condition for the grand potential. In the MF approximation the second term in Eq.(29) is neglected. Since there may exist several local minima, the solution corresponds to a stable or to a metastable phase when the grand potential assumes the global or the local minimum respectively. The solution of Eq.(29) corresponding to the global minimum gives the average density for given $\mu$ and $T$ in the lowest nontrivial order beyond MF.

In order to obtain the two-point inverse correlation function from Eq.(30), $H_{f l u c}[\{\zeta\},\{\phi\}]$ in Eq.(26) is expanded in $\phi_{\alpha}$, and the expansion is truncated. Since the volume fractions are less than unity, the corresponding fluctuations are small and such an expansion is justified. In this way an equation relating the two-point inverse correlation function with many-body correlation functions is obtained. Approximate equation that can be solved in practice will be derived in the next section. From Eqs.(24),(23) and (19) we obtain the analog of the Ornstein-Zernike equation

$$
\begin{equation*}
\int_{\mathbf{r}_{2}} C_{\alpha \alpha_{1}}^{m}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) G_{\alpha_{1} \beta}^{m}\left(\mathbf{r}_{2}, \mathbf{r}_{3}\right)=\delta\left(\mathbf{r}_{1}-\mathbf{r}_{3}\right) \delta_{\alpha \beta}^{K r} . \tag{31}
\end{equation*}
$$

We decompose $H_{\text {fluc }}$ into two parts,

$$
\begin{equation*}
H_{\text {fluc }}[\{\bar{\zeta}\},\{\phi\}]=\mathcal{H}_{G}[\{\bar{\zeta}\},\{\phi\}]+\Delta \mathcal{H}[\{\bar{\zeta}\},\{\phi\}] . \tag{32}
\end{equation*}
$$

The first term in the above equation is the Gaussian part given by

$$
\begin{align*}
\mathcal{H}_{G}[\bar{\zeta}, \phi] & =\frac{1}{2} \int_{\mathbf{r}_{1}} \int_{\mathbf{r}_{2}} \phi_{\alpha}\left(\mathbf{r}_{1}\right) C_{\alpha \beta}^{m}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \phi_{\beta}\left(\mathbf{r}_{2}\right)  \tag{33}\\
= & \frac{1}{2} \int_{\mathbf{k}_{1}} \int_{\mathbf{k}_{2}} \tilde{\phi}_{\alpha}\left(\mathbf{k}_{1}\right) \tilde{C}_{\alpha \beta}^{m}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \tilde{\phi}_{\beta}\left(\mathbf{k}_{2}\right) \tag{34}
\end{align*}
$$

where tilde denotes the Fourier transform, for brevity we introduced the notation $\int_{\mathbf{k}} \equiv \int \frac{d \mathbf{k}}{(2 \pi)^{3}}$, and

$$
\begin{equation*}
\tilde{C}_{\alpha \beta}^{m}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\int_{\mathbf{r}_{1}} \int_{\mathbf{r}_{2}} C_{\alpha \beta}^{m}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) e^{-i \mathbf{k}_{1} \cdot\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)} e^{-i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot \mathbf{r}_{2}} \tag{35}
\end{equation*}
$$

### 2.4. Periodic structures

Let us consider periodic density profiles

$$
\begin{equation*}
\bar{\zeta}_{\alpha}(\mathbf{r})=\bar{\zeta}_{\alpha}^{0}+\Phi_{\alpha}(\mathbf{r}) \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{\alpha}(\mathbf{r}+\mathbf{P})=\Phi_{\alpha}(\mathbf{r}) \tag{37}
\end{equation*}
$$

and $\mathbf{P}=\sum_{i}^{3} n_{i} \mathbf{p}_{i}$ where $\mathbf{p}_{i}$ are the vectors connecting the centers of the nearestneighbor unit cells and $n_{i}$ are integer numbers. The $\bar{\zeta}_{\alpha}^{0}$ is the space-averaged density, i.e.

$$
\begin{equation*}
\int_{\mathbf{r} \in \mathcal{V}_{u}} \Phi_{\alpha}(\mathbf{r})=0, \tag{38}
\end{equation*}
$$

where $\mathcal{V}_{u}$ is the unit cell of the periodic structure, whose volume is denoted by $V_{u}$. In the case of periodic structures

$$
\begin{equation*}
C_{\alpha \beta}^{m}\left(\mathbf{r}_{1}+\mathbf{P}, \mathbf{r}_{2}+\mathbf{P}\right)=C_{\alpha \beta}^{m}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=C_{\alpha \beta}^{m}\left(\Delta \mathbf{r} \mid \mathbf{r}_{2}\right) \tag{39}
\end{equation*}
$$

where $\Delta \mathbf{r}=\mathbf{r}_{1}-\mathbf{r}_{2} \in R^{3}$ and $\mathbf{r}_{2} \in \mathcal{V}_{u}$. For periodic structures we have discrete $\mathbf{k}_{\mathbf{1}}+\mathbf{k}_{\mathbf{2}}$, and

$$
\begin{equation*}
\tilde{C}_{\alpha \beta}^{m}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\sum_{\mathbf{n}} \delta\left(\mathbf{k}_{1}+\mathbf{k}_{2}+2 \pi \overline{\mathbf{n}}\right) \tilde{C}_{\alpha \beta}^{\mathbf{n}}\left(\mathbf{k}_{1}\right) \tag{40}
\end{equation*}
$$

where $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right), n_{i}$ is integer, $\overline{\mathbf{n}}=\left(\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right)$, and

$$
\begin{equation*}
\tilde{C}_{\alpha \beta}^{\mathbf{n}}\left(\mathbf{k}_{1}\right)=\int_{\Delta \mathbf{r}} e^{-i \Delta \mathbf{r} \cdot \mathbf{k}_{1}} \frac{1}{V_{u}} \int_{\mathbf{r}_{2} \in \mathcal{V}_{u}} e^{-i \mathbf{r}_{2} \cdot 2 \pi \overline{\mathbf{n}}} C_{\alpha \beta}^{m}\left(\Delta \mathbf{r} \mid \mathbf{r}_{2}\right) \tag{41}
\end{equation*}
$$

Recall that the mesoscopic densities are densities averaged over mesoscopic regions, and vary on the length scale $R<\min _{i}\left(p_{i} / 2\right)$. In order to account for fluctuations that may destroy the ordered structure, we choose $R \sim \min _{i}\left(p_{i} / 2\right)$. In the presence of such fluctuations the volume fractions in different cells are different, and such fluctuations may lead to a change of the structure on the mesoscopic length scale. In Fourier representation we consider only fields such that $\tilde{\phi}(k)=0$ for $k>\pi / R \sim 2 \pi / \min _{i}\left(p_{i}\right)$. For this reason the sum in the expression for the Gaussian part of $H_{\text {fluc }}$,

$$
\begin{equation*}
\mathcal{H}_{G}[\bar{\zeta}, \phi]=\frac{1}{2} \sum_{\mathbf{n}} \int_{\mathbf{k}_{1}} \tilde{\phi}_{\alpha}\left(\mathbf{k}_{1}\right) \tilde{C}_{\alpha \beta}^{\mathbf{n}}\left(\mathbf{k}_{1}\right) \tilde{\phi}_{\beta}\left(-\mathbf{k}_{1}+2 \pi \overline{\mathbf{n}}\right) \tag{42}
\end{equation*}
$$

should be truncated. The first off-diagonal terms with $n_{i}= \pm 1$ yield nonvanishing contribution to Eq.(42). However, the integration region in $\mathbf{k}_{1}$ space, where $\tilde{\phi}_{\alpha}\left(\mathbf{k}_{1}\right) \tilde{\phi}\left(-\mathbf{k}_{1}+2 \pi \overline{\mathbf{n}}\right) \neq 0$, is smaller than for $\mathbf{n}=0$. Moreover, if $C_{\alpha \beta}^{m}\left(\mathbf{r}_{1}-\mathbf{r}_{2} \mid \mathbf{r}_{2}\right)$ depends on $\mathbf{r}_{2}$ weakly, then for $\mathbf{n} \neq \mathbf{0} \tilde{C}_{\alpha \beta}^{\mathbf{n}}\left(\mathbf{k}_{1}\right)<\tilde{C}_{\alpha \beta}\left(\mathbf{k}_{1}\right)$, where $\tilde{C}_{\alpha \beta}\left(\mathbf{k}_{1}\right)$ is the Fourier transform of the inverse correlation function averaged over the unit cell

$$
\begin{equation*}
C_{\alpha \beta}(\Delta \mathbf{r})=\frac{1}{V_{u}} \int_{\mathbf{r}_{2} \in \mathcal{V}_{u}} C_{\alpha \beta}^{m}\left(\Delta \mathbf{r} \mid \mathbf{r}_{2}\right) \tag{43}
\end{equation*}
$$

In the approximate mesoscopic theory we shall neglect all the contributions to $\tilde{C}_{\alpha \beta}^{m}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ with $\mathbf{n} \neq 0$, because the corresponding contribution to $\mathcal{H}_{G}[\bar{\zeta}, \phi]$ can be neglected compared to the term $\mathbf{n}=0$. Hence, we make the approximation

$$
\begin{equation*}
\tilde{C}_{\alpha \beta}^{m}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \approx \delta\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \tilde{C}_{\alpha \beta}\left(\mathbf{k}_{1}\right) \tag{44}
\end{equation*}
$$

The latter approximation is strictly valid for uniform phases. For the correlation function we make assumption analogous to Eq.(44) in terms of $G_{\alpha \beta}$, the correlation function $G_{\alpha \beta}^{m}$ averaged over the unit cell as in Eq.(43). In Fourier representation from Eq.(31) and (44) we have

$$
\begin{equation*}
\tilde{C}_{\alpha \gamma}(\mathbf{k}) \tilde{G}_{\gamma \beta}(\mathbf{k})=\delta_{\alpha \beta}^{K r} \tag{45}
\end{equation*}
$$

The above is strictly valid for uniform phases. Truncated Eq.(42) can be written in the form

$$
\begin{equation*}
\mathcal{H}_{G}[\bar{\zeta}, \phi] \approx \frac{1}{2} \int_{\mathbf{k}} \tilde{\phi}_{\alpha}(\mathbf{k}) \tilde{C}_{\alpha \beta}(\mathbf{k}) \tilde{\phi}_{\beta}(-\mathbf{k})=\frac{1}{2} \int_{\mathbf{k}} \tilde{\psi}_{i}(\mathbf{k}) \tilde{C}_{i}(\mathbf{k}) \tilde{\psi}_{i}(-\mathbf{k}) \tag{46}
\end{equation*}
$$

where $\tilde{C}_{i}(\mathbf{k})$ and $\tilde{\psi}_{i}(\mathbf{k})$ are the eigenvalues and the eigenmodes respectively of the matrix $\tilde{\mathbf{C}}$ with the elements $\tilde{C}_{\alpha \beta}(\mathbf{k})$, and summation convention for $i$ is used. In
the next step we make an assumption that $\Delta \mathcal{H}[\bar{\zeta}, \phi]$ can be treated as a small perturbation. When such an assumption is valid, we obtain [22, 28]

$$
\begin{equation*}
\beta \Omega[\bar{\zeta}] \approx \beta \Omega_{c o}[\bar{\zeta}]-\log \int D \phi_{1} \ldots \int D \phi_{n} e^{-\beta \mathcal{H}_{G}}+\langle\beta \Delta \mathcal{H}\rangle_{G}+O\left(\langle\beta \Delta \mathcal{H}\rangle_{G}^{2}\right) \tag{47}
\end{equation*}
$$

where $\langle\ldots\rangle_{G}$ denotes averaging with the Gaussian Boltzmann factor $e^{-\beta \mathcal{H}_{G}}$. Eqs. (30) - (47) allow for calculation of the fluctuation contribution to the grand potential in the lowest nontrivial order when the form of $\Omega_{c o}$ is known, and the form of $\tilde{C}_{\alpha \beta}$ (Eqs.(43) and (27)) is determined by a self-consistent solution of some approximate version of Eq.(30). In general, each contribution to Eq.(47) depends on the mesoscopic length scale $R$, but the $R$-dependent contributions must cancel against each other to yield $R$-independent $\Omega$. By minimizing the density functional (47) $\underset{\sim}{\text { we }}$ find the equilibrium structure. The main difficulty consists in determination of $\tilde{C}_{i}(\mathbf{k})$.

## 3. Approximate theory for weak ordering

### 3.1. Grand potential and correlation functions in the case of weak ordering

If ordering in the system occurs on a length scale larger than the size of particles, the local density approximation can be applied, and we assume

$$
\begin{equation*}
F_{h}[\{\zeta\}]=\int_{\mathbf{r}} f^{h}\left(\zeta_{1}(\mathbf{r}), \ldots, \zeta_{n}(\mathbf{r})\right) \tag{48}
\end{equation*}
$$

where $f^{h}\left(\zeta_{1}(\mathbf{r}), \ldots, \zeta_{n}(\mathbf{r})\right)$ is the free-energy density of the hard-sphere system in which the volume fractions in the infinitesimal volume $d \mathbf{r}$ at $\mathbf{r}$ are $\zeta_{1}(\mathbf{r}), \ldots, \zeta_{n}(\mathbf{r})$.

In this approximation we obtain the functionals

$$
\begin{equation*}
\beta \Omega_{c o}[\{\zeta\}]=\frac{1}{2} \int_{\mathbf{r}_{1}} \int_{\mathbf{r}_{2}} \beta V_{\alpha \beta}^{c o}\left(r_{12}\right) \zeta_{\alpha}\left(\mathbf{r}_{1}\right) \zeta_{\beta}\left(\mathbf{r}_{2}\right)-\int_{\mathbf{r}} \beta f_{h}(\{\zeta\})-\int_{\mathbf{r}} \beta \bar{\mu}_{\alpha} \zeta_{\alpha}(\mathbf{r}) \tag{49}
\end{equation*}
$$

and

$$
\begin{align*}
& \beta H_{f l u c}[\{\bar{\zeta}\}, \phi]=\int_{\mathbf{r}_{1}} \beta\left[f_{\alpha_{1}}^{h}\left(\bar{\zeta}\left(\mathbf{r}_{1}\right)\right)-\bar{\mu}_{\alpha_{1}}+\int_{\mathbf{r}_{2}} V_{\alpha_{1} \alpha_{2}}^{c o}\left(r_{12}\right) \bar{\zeta}_{\alpha_{2}}\left(\mathbf{r}_{2}\right)\right] \phi_{\alpha_{1}}\left(\mathbf{r}_{1}\right)  \tag{50}\\
+ & \frac{1}{2} \int_{\mathbf{r}_{1}} \int_{\mathbf{r}_{2}} \phi_{\alpha}\left(\mathbf{r}_{1}\right) \mathcal{C}_{\alpha \beta}^{c o}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \phi_{\beta}\left(\mathbf{r}_{2}\right)+\sum_{n=3} \int_{\mathbf{r}} \frac{\beta f_{\alpha_{1}, \ldots, \alpha_{n}}^{h}(\bar{\zeta}(\mathbf{r}))}{n!} \phi_{\alpha_{1}}(\mathbf{r}) \ldots \phi_{\alpha_{n}}(\mathbf{r}) .
\end{align*}
$$

where $V_{\alpha_{1} \alpha_{2}}^{c o}\left(r_{12}\right)$ is defined in Eq.(13) and

$$
\begin{equation*}
\beta f_{\alpha_{1}, \ldots, \alpha_{n}}^{h}(\{\zeta(\mathbf{r})\})=\frac{\partial^{n} \beta f^{h}(\{\zeta(\mathbf{r})\})}{\partial \zeta_{\alpha_{1}}(\mathbf{r}) \ldots \partial \zeta_{\alpha_{n}}(\mathbf{r})} \tag{51}
\end{equation*}
$$

depends on the (local) composition of the mixture, but is independent of temperature. For inhomogeneous phases in soft matter systems (colloidal crystals for example), with position-dependent volume fractions, determination of the grand potential and the average distribution of particles within this theory is still very difficult. However, further simplifying assumptions can be made in the case of weak ordering. In the case of 'soft' crystalline phases with unit cells of the structure significantly larger than the size of the particles, particles (and the whole clusters) can
fluctuate around their average positions. The displacements of the particles from their average positions can be large, but the long-range order can be preserved. Averaging over such fluctuations leads to smooth functions $\Phi_{\alpha}(\mathbf{r})$ with small magnitudes $\Phi_{\alpha} \ll \zeta_{\alpha}^{0}$ (see Eq.(36)). In the case of 'soft' crystalline phases the functional (47) can be approximated by

$$
\begin{array}{r}
\beta \Omega\left[\left\{\zeta^{0}+\Phi(\mathbf{r})\right\}\right] / V \approx \beta \Omega_{c o}\left[\left\{\zeta^{0}+\Phi(\mathbf{r})\right\}\right] / V  \tag{52}\\
+\frac{1}{2} \int_{\mathbf{k}} \sum_{i=1}^{n}\left[\ln \left(\frac{\tilde{C}_{i}(k)}{2 \pi}\right)+\tilde{C}_{i}^{c o}(k) \tilde{G}_{i}(k)-1\right] \\
+\frac{\beta f_{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}^{h}\left(\left\{\bar{\zeta}^{0}\right\}\right) \mathcal{G}^{\alpha_{1} \alpha_{2}} \mathcal{G}^{\alpha_{3} \alpha_{4}}}{8}
\end{array}
$$

where $\tilde{C}_{i}^{\text {co }}(k)$ and $\tilde{G}_{i}(k)$ denote the eigenvalues of the matrices $\tilde{\mathbf{C}}^{\text {co }}(k)$ and $\tilde{\mathbf{G}}(k)=$ $\tilde{\mathbf{C}}^{-1}(k)$ respectively, with the element $(\alpha, \beta)$ of the former given by

$$
\begin{equation*}
\tilde{C}_{\alpha \beta}^{c o}(k)=\tilde{C}_{\alpha \beta}^{0}(k)+\frac{\beta f_{\alpha \beta \alpha_{1} \alpha_{2}}^{h}\left(\bar{\zeta}^{0}\right)}{2} \int_{\mathbf{r} \in \mathcal{V}_{u}} \frac{\Phi_{\alpha_{1}}(\mathbf{r}) \Phi_{\alpha_{2}}(\mathbf{r})}{V_{u}}, \tag{53}
\end{equation*}
$$

where $\zeta_{\alpha}^{0}+\Phi_{\alpha}(\mathbf{r})$ characterizes local volume fraction of the $\alpha$-th component in the inhomogeneous ordered phase, and

$$
\begin{equation*}
\tilde{C}_{\alpha \beta}^{0}(k)=\beta \tilde{V}_{\alpha \beta}^{c o}(k)+\beta f_{\alpha \beta}^{h}\left(\left\{\bar{\zeta}^{0}\right\}\right) \tag{54}
\end{equation*}
$$

In the disordered phase $\Phi_{\alpha}(\mathbf{r})=0$ for each component $\alpha$, and $\tilde{C}_{\alpha \beta}^{c o}(k)$ reduces to $\tilde{C}_{\alpha \beta}^{0}(k)$. Finally,

$$
\begin{equation*}
\mathcal{G}^{\alpha \beta}=\int_{\mathbf{k}} \tilde{G}_{\alpha \beta}(k) \tag{55}
\end{equation*}
$$

Recall that by construction of the mesoscopic theory on the length scale $R$, the cutoff $\sim \pi / R$ is present in the integral in Eq.(55). Recall also that from Eq.(21) and discussion in sec.2.1 it follows that $\int_{\mathbf{k}} \tilde{G}_{\alpha \beta}(k)=G_{\alpha \beta}(0)$ differs from the microscopic correlation function at zero distance and is finite. Since the mesoscopic length scale is larger than the size of molecules and smaller than the length scale of the ordering but otherwise it is arbitrary, the above approximate version of the theory is valid as long as the $R$-dependent terms in Eq.(55) are negligible compared to the dominant contribution.

When $\Phi_{\alpha} \ll \zeta_{\alpha}^{0}$, Eq.(49) can be approximated by the expression

$$
\begin{align*}
\beta \Omega_{c o}\left[\left\{\zeta^{0}+\right.\right. & \Phi(\mathbf{r})\}]=\beta \Omega_{c o}\left[\left\{\zeta^{0}\right\}\right]+\beta \Omega_{G}\left[\left\{\zeta^{0}+\Phi(\mathbf{r})\right\}\right]  \tag{56}\\
& +\sum_{n \geq 3} \frac{\beta f_{\alpha_{1}, \ldots, \alpha_{n}}^{h}\left(\left\{\zeta^{0}\right\}\right)}{n!} \int_{\mathbf{r}} \Phi_{\alpha_{1}}(\mathbf{r}) \ldots \Phi_{\alpha_{n}}(\mathbf{r})
\end{align*}
$$

with

$$
\begin{equation*}
\beta \Omega_{G}\left[\left\{\zeta^{0}+\Phi(\mathbf{r})\right\}\right]=\frac{1}{2} \int_{\mathbf{k}} \tilde{\Phi}_{\alpha}(\mathbf{k}) \tilde{C}_{\alpha \beta}^{0}(k) \tilde{\Phi}_{\beta}(-\mathbf{k})=\frac{1}{2} \int_{\mathbf{k}} \tilde{\Psi}_{i}(\mathbf{k}) \tilde{C}_{i}^{0}(k) \tilde{\Psi}_{i}(-\mathbf{k}) \tag{57}
\end{equation*}
$$

where $\tilde{C}_{i}^{0}(k)$ and $\tilde{\Psi}_{i}(\mathbf{k})$ are the eigenvalues and eigenvectors of the matrix $\tilde{\mathbf{C}}^{0}$
respectively.
In order to obtain approximation for $\tilde{C}_{\alpha \beta}$ from Eq.(30), we truncate the expansion of $H_{\text {fluc }}[\{\zeta\},\{\phi\}]$ (see Eqs. $(26)$ and (50)) at the term $O\left(\phi^{4}\right)$. Next, the fourand six-point correlation functions are approximated by products of two-point correlation functions, and after some algebra we obtain the approximate result, valid for periodic structures

$$
\begin{equation*}
2 \tilde{\mathbf{C}}(k)=\left(\tilde{\mathbf{C}}^{c o}(k)+\mathbf{A}\right)\left[3 \mathbf{I}-\tilde{\mathbf{G}}(k)\left(\tilde{\mathbf{C}}^{c o}(k)+\mathbf{A}\right)\right]-\tilde{\mathbf{P}}(k) \tag{58}
\end{equation*}
$$

where $\mathbf{I}$ is the unitary matrix $\left(I_{\alpha \beta}=\delta_{\alpha \beta}^{K r}\right)$, and the $(\alpha, \beta)$ element of the matrix $\mathbf{A}$ is

$$
\begin{equation*}
A_{\alpha \beta}=\frac{1}{2} \beta f_{\alpha \beta \gamma \nu}^{h}\left(\left\{\bar{\zeta}^{0}\right\}\right) \int_{\mathbf{k}} \tilde{G}_{\gamma \nu}(k) . \tag{59}
\end{equation*}
$$

Note that $\mathbf{A}$ is independent of $k$. Finally, the $(\alpha, \beta)$ element of the matrix $\mathbf{P}$ is

$$
\begin{array}{r}
\tilde{P}_{\alpha \beta}(k)=\frac{\beta f_{\alpha \alpha_{1} \alpha_{2}}^{h} \beta f_{\beta \beta_{1} \beta_{2}}^{h}}{2} \int_{\mathbf{r}} e^{i \mathbf{k} \cdot \mathbf{r}} G_{\alpha_{1} \beta_{1}}(r) G_{\alpha_{2} \beta_{2}}(r)  \tag{60}\\
+\frac{\beta f_{\alpha \alpha_{1} \alpha_{2} \alpha_{3}}^{h} \beta f_{\beta \beta_{1} \beta_{2} \beta_{3}}^{h}}{6} \int_{\mathbf{r}} e^{i \mathbf{k} \cdot \mathbf{r}} G_{\alpha_{1} \beta_{1}}(r) G_{\alpha_{2} \beta_{2}}(r) G_{\alpha_{3} \beta_{3}}(r) .
\end{array}
$$

When $\mathbf{P}$ is neglected in Eq. (58), then we obtain a simple equation for $\tilde{\mathbf{C}}(k)$, analogous to the self-consistent Hartree approximation and Brazovskii theory [17] generalized for mixtures (linear approximation with respect to $\beta f_{\alpha_{1} \ldots \alpha_{n}}^{h}$ ),

$$
\begin{equation*}
\tilde{\mathbf{C}}(k)=\tilde{\mathbf{C}}^{c o}(k)+\mathbf{A} . \tag{61}
\end{equation*}
$$

By inserting Eq.(61) into Eq.(58) one can easily check validity of the former when $\mathbf{P}$ is neglected. Note that the dependence on $k$ in Eq.(61) is not changed compared to the MF result, because $\mathbf{A}$ is independent of $k$. However, when $\mathbf{P}$ is included in Eq.(58), the dependence on $k$ is different than in MF. In Ref.[25] the expansion of $H_{\text {fluc }}$ was truncated at the term $O\left(\phi^{2}\right)$, which leads to less accurate approximation. However, at linear order in derivatives of $f^{h}$ the same self-consistent Hartree approximation (Eq.(61)) was obtained and used in further applications.

### 3.2. Boundary of stability of the homogeneous phase in the Brazovskii-type approximation

In this section we consider stability of the homogeneous phase beyond MF, with the inverse correlation function approximated in Eq.(61). We do not assume any form of interactions, and consider general case of arbitrary mixture. We shall distinguish the macroscopic fluctuations with $k=0$ and mesoscopic fluctuations with $k \neq 0$.
The homogeneous system is unstable with respect to an infinitesimal fluctuation $\tilde{\psi}_{i}(k)$ when $\tilde{C}_{i}(k)<0$. The instability occurs when the fluctuation $\tilde{\psi}_{i}(k)$ is excited and at the same time $\tilde{\psi}_{j}(k)=0$ for $j \neq i$. The boundary of stability of the homogeneous phase is given by

$$
\begin{equation*}
\operatorname{det} \tilde{\mathbf{C}}\left(k_{b}\right)=\prod_{i=1}^{n} \tilde{C}_{i}\left(k_{b}\right)=0, \tag{62}
\end{equation*}
$$

where $k_{b}$ corresponds to the highest temperature for which any instability occurs for given composition of the mixture $\left\{\bar{\zeta}^{0}\right\}$. Since the temperature at the instability with respect to the concentration wave $\tilde{\psi}_{i}(k)$ with the wave-number $k, T(k)$, is given by $\operatorname{det} \tilde{\mathbf{C}}(k)=0$, the (local) maximum condition $d T / d k=0$ is equivalent to

$$
\begin{equation*}
\left.\frac{d \operatorname{det} \tilde{\mathbf{C}}(k)}{d k}\right|_{k=k_{b}}=0 \tag{63}
\end{equation*}
$$

If there are several solutions of Eqs. (62) and (63), the one corresponding to the highest temperature for given composition $\left\{\bar{\zeta}^{0}\right\}$ determines the temperature and the wave number of the critical mode at the boundary of stability of the homogeneous phase with respect to concentration fluctuations with infinitesimal amplitudes.

In MF Eq.(62) reduces to $\operatorname{det} \tilde{\mathbf{C}}^{0}\left(k_{b}\right)=0$, which for fixed composition $\left\{\bar{\zeta}^{0}\right\}$ in an $n$-component system is an $n$-th order equation for $\beta=1 /\left(k_{B} T\right)$ (see Eq.(54) and note that $\beta f_{\alpha_{1} \alpha_{2}}^{h}$ and $\tilde{V}_{\alpha \beta}^{c o}(k)$ are independent of $\left.T\right)$. There are up to $n$ solutions for $T$ for fixed composition and $k$, depending on the interaction potentials. In the one-component system there is one such solution, and if it corresponds to $k_{b}>0$, the corresponding line $T(\zeta)$ is known as the $\lambda$-line $[25,29,30]$. In multicomponent system we should speak about $\lambda$-surface.

In the mesoscopic theory the probability of a deviation from the average composition $\left\{\bar{\zeta}^{0}\right\}$ on the mesoscopic length scale, $\{\phi(\mathbf{r})\}$, is proportional to $\exp \left(-\beta \Omega_{c o}\left[\left\{\phi(\mathbf{r})+\bar{\zeta}^{0}\right\}\right]\right)$. Inhomogeneous distribution of the particles on the mesoscopic length scale can be more probable than the homogeneous states when $\beta \Omega_{c o}$ does not assume a minimum for $\{\phi(\mathbf{r})=0\}$, i.e. when $\operatorname{det} \tilde{\mathbf{C}}^{0}\left(k_{b}\right)<0$. As discussed in Refs.[25, 29, 31], at the $\lambda$-line (or $\lambda$-surface) a change from locally homogeneous to locally periodic structure occurs, because for $\operatorname{det} \tilde{\mathbf{C}}^{0}\left(k_{b}\right)<0$ the waves with the wavelength $2 \pi / k_{b}$ (and infinitesimal amplitudes) are more probable than the constant volume fractions. However, in the presence of mesoscopic fluctuations the averaging over different waves of concentration may lead to position-independent average volume fractions, by which the stability of the disordered phase can be restored.

The open question for a multicomponent system is whether solutions of Eqs.(62) and (63) exist beyond MF. To answer this question let us focus on $\tilde{\mathbf{C}}$ ( Eqs.(61), (53) and (59)), and compare $\operatorname{det}\left(\tilde{\mathbf{C}}\left(k_{b}\right)+\mathbf{A}\right)=0$ with $\operatorname{det} \tilde{\mathbf{C}}\left(k_{b}\right)=0$. In order to find the difference between temperatures satisfying the two above equations, note that the matrix $\mathbf{A}$ is a linear combination of the integrals of the correlation functions which have the form

$$
\begin{equation*}
\tilde{G}_{\alpha \beta}(k) \propto \frac{1}{\operatorname{det} \tilde{\mathbf{C}}(k)} \tag{64}
\end{equation*}
$$

$\operatorname{det} \tilde{\mathbf{C}}(k)$ can be Taylor expanded near the minimum at $k_{b}$,

$$
\begin{equation*}
\operatorname{det} \tilde{\mathbf{C}}(k) \approx \operatorname{det} \tilde{\mathbf{C}}\left(k_{b}\right)+c_{2}\left(k-k_{b}\right)^{2}+O\left(\left(k-k_{b}\right)^{3}\right) \tag{65}
\end{equation*}
$$

and from Eq.(59) and Refs.[17, 25, 32] we obtain

$$
A_{\alpha \beta} \propto \int_{\mathbf{k}} \tilde{G}_{\gamma \nu}(k) \propto \begin{cases}\pi / R & \text { for } k_{b}=0  \tag{66}\\ \frac{k_{b}^{2}}{\sqrt{\operatorname{det}\left(\tilde{\mathbf{C}}\left(k_{b}\right)\right.}}+O(1 / R) & \text { for } k_{b}>0\end{cases}
$$

The cases $k_{b}=0$ and $k_{b}>0$, corresponding to macro- and micro-phase separation
respectively, are significantly different.
In the case of separation into two homogeneous phases the temperature at the instability is shifted compared to the MF result, because the matrix elements of $\mathbf{A}$ are finite. Since $A_{\alpha \beta} \propto \pi / R$, the shift depends on the scale of coarse-graining. This approximation is oversimplified for precise determination of the spinodal line for the macroscopic phase separation. We can determine the upper bound of the shift, because $R \geq \sigma_{\alpha \beta}$. On the other hand, the universal properties of the critical point can be determined by field-theoretic methods from the fluctuation contribution to the grand potential, which for small-amplitude fluctuations has the well known Landau-Ginzburg-Wilson form (see Eqs. (25) and (50)).

When the interaction potentials are such that Eq.(63) leads to $k_{b}>0$, then from Eq. (66) it follows that the matrix $\mathbf{A}$ becomes singular if $\operatorname{det} \tilde{\mathbf{C}}\left(k_{b}\right) \rightarrow 0$, and Eq. (62) has no solutions for finite $\tilde{\mathbf{C}}^{0}\left(k_{b}\right)$. Only for $T \rightarrow 0$, i.e. when $\tilde{\mathbf{C}}^{0}\left(k_{b}\right)$ becomes singular as well (see Eq.(54)), the solution of Eq.(62) may exist. This result shows that in the approximate theory the continuous transition to the lyotropic liquid crystal is suppressed by mesoscopic fluctuations, because the instability is shifted to $T=0$. This effect is known as fluctuation-induced first order phase transition. We may conclude that provided the assumptions that we made are valid, the $\lambda$ surface separates the phase space into regions corresponding to homogeneous and inhomogeneous systems. This change of structure is not associated with a phase transition. The inhomogeneous structure corresponds to formation of various clusters or aggregates. The latter may undergo ordering in a way resembling ordering of molecules into molecular crystals. At the associated first order transitions the grand-potential density takes the same value for different phases. Inhomogeneous phases may appear when the periodic mesoscopic densities are more probable than the uniform states, i.e. in the phase-space region where $\operatorname{det} \tilde{\mathbf{C}}^{0}\left(k_{b}\right)<0$. For such thermodynamic states the fluctuations on the mesoscopic length scale dominate, because the corresponding contribution to $\tilde{\mathbf{C}}$ is large enough to yield $\operatorname{det} \tilde{\mathbf{C}}>0$ despite $\operatorname{det} \tilde{\mathbf{C}}^{0}<0$. Thus, in order to obtain the phase diagram precisely, the fluctuation contribution to the grand potential cannot be neglected. We should note that the relatively simple MF stability analysis allows for the rough estimation of the phase space part where the structure may be inhomogeneous on the mesoscopic length scale.

## 4. Two-component mixture

The general results of the previous sections apply in particular to two-component mixtures. Two component mixtures were studied in detail in Ref.[9] within the method of collective variables [5] under the assumption of homgeneous structure. Here we are mainly interested in inhomogeneous fluids. In the first step we need to determine the inverse correlation functions in MF approximation, and this is a subject of this section. The form of the free energy for hard spheres in twocomponent systems is known [33], and was used recently in the case of ionic systems with size asymmetry of ions $[34,35]$. Hence, we can perform more detailed analysis within the framework developed above, still for arbitrary form of the interaction potentials.

It is convenient to introduce

$$
\begin{equation*}
\sigma_{\alpha \beta}=\frac{\sigma_{\alpha}+\sigma_{\beta}}{2} . \tag{67}
\end{equation*}
$$

As a length unit we choose $\sigma_{12}$, and the wave-numbers are in $\sigma_{12}^{-1}$ units. We shall
use the index $\alpha=1$ for the larger, and the index $\alpha=2$ for the smaller particle. The asymmetry of the size of the particles can be characterized by

$$
\begin{equation*}
r_{1}=\frac{\sigma_{1}}{\sigma_{12}}=1+\delta \quad r_{2}=\frac{\sigma_{2}}{\sigma_{12}}=1-\delta, \tag{68}
\end{equation*}
$$

where $0 \leq \delta \leq 1 ; \delta=0,1$ for identical sizes of the particles and for point-like smaller particles respectively. We also introduce volume fraction of both components,

$$
\begin{equation*}
\zeta=\zeta_{1}+\zeta_{2} \tag{69}
\end{equation*}
$$

We shall consider dimensionless correlation functions for local deviations of the volume fractions from the space-averaged values, $\Phi_{\alpha}(\mathbf{r})=\zeta_{\alpha}(\mathbf{r})-\zeta_{\alpha}^{0}$.

### 4.1. Mean field approximation for arbitrary interaction potentials

In MF $\beta \Omega$ is approximated by the first term on the RHS in Eq.(47), and the latter is approximated by Eqs.(56) and (57). The partial inverse correlation functions in the disordered phase in MF approximation, $\tilde{C}_{\alpha \beta}^{0}(k)$, are given in Eq.(54). Explicit expressions for dimensionless partial derivatives of the free-energy density for hardsphere reference system, $f_{\alpha \beta}^{*}\left(\zeta_{1}, \zeta_{2}\right)=\sigma_{12}^{3} \beta f_{\alpha \beta}^{h}\left(\zeta_{1}, \zeta_{2}\right)$, are given in Appendix. In the case of ordering on the mesoscopic length scale we make the approximation (17) for the interaction potentials in Eq.(14). When the microscopic structure is disregarded, the microscopic correlation function takes the form

$$
\begin{equation*}
g_{\alpha \beta}^{c o}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)=\theta\left(\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|-\sigma_{\alpha \beta}\right), \tag{70}
\end{equation*}
$$

and we approximate the interaction-potential density by

$$
\begin{equation*}
V_{\alpha \beta}^{*}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\sigma_{12}^{6} V_{\alpha \beta}^{c o}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \approx\left(\frac{6}{\pi}\right)^{2} \frac{U_{\alpha \beta}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \theta\left(\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|-\sigma_{\alpha \beta}\right)}{r_{\alpha}^{3} r_{\beta}^{3}} \tag{71}
\end{equation*}
$$

Eqs.(62) and (63), from which the temperature at the boundary of stability of the disordered phase can be obtained, for the two-component mixtures take the forms

$$
\begin{equation*}
\beta^{2} \tilde{U}(k)+\beta \tilde{K}(k)+D=0 \tag{72}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta \tilde{U}^{\prime}(k)+\tilde{K}^{\prime}(k)=0, \tag{73}
\end{equation*}
$$

where the prime denotes a derivative with respect to $k$, and we have introduced

$$
\begin{equation*}
D=\operatorname{det} \mathbf{F} \quad \tilde{U}(k)=\operatorname{det} \tilde{\mathbf{V}}^{*}(k) \tag{74}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{K}(k)=\tilde{V}_{11}^{*}(k) f_{22}^{*}+\tilde{V}_{22}^{*}(k) f_{11}^{*}-2 \tilde{V}_{12}^{*}(k) f_{12}^{*}=\operatorname{DTr}\left(\tilde{\mathbf{V}}^{*}(k) \mathbf{F}^{-1}\right) . \tag{75}
\end{equation*}
$$

By $\tilde{\mathbf{V}}^{*}(k)$ and $\mathbf{F}$ we denote the matrices with the $(\alpha, \beta)$ element given by $\tilde{V}_{\alpha \beta}^{*}(k)$ and $f_{\alpha \beta}^{*}$ respectively. $D$ can be directly calculated from $\mathbf{F}$ given in Appendix, and
for any size ratio has the simple form

$$
\begin{equation*}
D=\frac{(1+2 \zeta)^{2}}{\zeta_{1} \zeta_{2}(1-\zeta)^{4}}>0 \tag{76}
\end{equation*}
$$

Let us discuss conditions under which solutions of Eq.(72) for $1 / \beta$,

$$
\begin{equation*}
k_{B} T_{1,2}=\frac{2 \tilde{U}(k)}{-\tilde{K}(k) \pm \sqrt{\tilde{K}(k)^{2}-4 D \tilde{U}(k)}} \tag{77}
\end{equation*}
$$

are real positive numbers. Two types of interaction potentials can be distinguished: (i) $\tilde{U}(k)<0$ and (ii) $\tilde{U}(k)>0$.
(i) Interaction potentials such that $\tilde{U}(k)<0$ characterize, in particular, the Primitive Model of ionic systems (hard sphere and Coulomb potential) for $k>0$ [34]. Since $D>0$, there is always one positive solution of Eq.(72), namely $k_{B} T_{2}$.
(ii) The case of $\tilde{U}(0)>0$ corresponds, in particular, to stronger attraction (first moment of the interaction potential) between like particles than between particles of different kinds. For $\tilde{U}(k)>0$ the necessary condition for an instability with respect to a density wave with the wavelength $k$ is $\tilde{K}(k)<0$, because for $\tilde{K}(k)>0$ the solutions of Eq. (72) for $\beta$, if exist, are negative. Another condition that must be satisfied for existence of solutions of Eq.(72) is $\tilde{K}(k)^{2}-4 D \tilde{U}(k)>0$. The higher temperature is for the solution $k_{B} T_{2}$.

In order to determine what kind of inhomogeneities appear in the system beyond the boundary of stability of the homogeneous phase we focus on the eigenvalues and eigenvectors of $\tilde{\mathbf{C}}^{0}(k)$. The eigenvalues depend on the wave-number $k$ in a nontrivial way,

$$
\begin{equation*}
\tilde{C}_{1}^{0}(k)=\frac{\tilde{C}_{11}^{0}(k)+\tilde{C}_{22}^{0}(k)-\operatorname{sign}\left(\tilde{C}_{12}^{0}(k)\right) B(k)}{2} \tag{78}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{C}_{2}^{0}(k)=\frac{\tilde{C}_{11}^{0}(k)+\tilde{C}_{22}^{0}(k)+\operatorname{sign}\left(\tilde{C}_{12}^{0}(k)\right) B(k)}{2}, \tag{79}
\end{equation*}
$$

with

$$
\begin{equation*}
B(k)=\sqrt{A^{2}+4 \tilde{C}_{12}^{0}(k)^{2}} \tag{80}
\end{equation*}
$$

and

$$
\begin{equation*}
A(k)=\operatorname{sign}\left(\tilde{C}_{12}^{0}(k)\right)\left[\tilde{C}_{22}^{0}(k)-\tilde{C}_{11}^{0}(k)\right] . \tag{81}
\end{equation*}
$$

The corresponding eigenmodes have the forms

$$
\begin{align*}
& \tilde{\Psi}_{1}(\mathbf{k})=\tilde{a}(k) \tilde{\Phi}_{1}(\mathbf{k})-\tilde{b}(k) \tilde{\Phi}_{2}(\mathbf{k}),  \tag{82}\\
& \tilde{\Psi}_{2}(\mathbf{k})=\tilde{b}(k) \tilde{\Phi}_{1}(\mathbf{k})+\tilde{a}(k) \Phi_{2}(\mathbf{k}), \tag{83}
\end{align*}
$$

where

$$
\begin{gather*}
\tilde{a}(k)=\left[\frac{A(k)+B(k)}{2 B(k)}\right]^{1 / 2}  \tag{84}\\
\tilde{b}(k)=\left[\frac{-A(k)+B(k)}{2 B(k)}\right]^{1 / 2} . \tag{85}
\end{gather*}
$$

The above expressions differ from the corresponding expressions derived for the primitive model of ionic systems in Ref.[34], because here we consider volume fractions rather than number densities. Note that as the fluctuating field either the local number density or the local volume fraction can be chosen, and the physical properties like phase transitions should be independent of this choice. By changing $\zeta_{\alpha} \rightarrow \rho_{\alpha}$ we should simultaneously rescale $\tilde{C}_{\alpha \beta}(k) \rightarrow \tilde{C}_{\alpha \beta}(k) v_{\alpha} v_{\beta}$, and the Eqs. (62) and (63) for the rescaled functions yield the same solutions.

The eigenmodes represent two OP fields, and in principle either one of them may lead to instability of the disordered phase for given $\left(\zeta_{1}, \zeta_{2}\right)$. For small-amplitude inhomogeneities the last term in Eq.(56) can be neglected, and we can limit ourselves to the Gaussian approximation in Eq.(57). The OP $\tilde{\Psi}_{i}\left(\mathbf{k}_{b}\right)$ induces the instability when $\tilde{C}_{i}^{0}\left(k_{b}\right)=0$. Recall that at the boundary of stability with respect to the fluctuation $\tilde{\Psi}_{i}\left(\mathbf{k}_{b}\right)$ the other OP vanishes (it would yield a positive contribution to the grand potential). The requirement that $\tilde{\Psi}_{j}\left(\mathbf{k}_{b}\right)=0$ for $j \neq i$ leads to the relation between the critical amplitudes (see Eqs.(83) and (82))

$$
\frac{\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right)}{\tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right)}=\left\{\begin{array}{lll}
-\frac{\tilde{\delta}\left(k_{b}\right)}{\tilde{a}\left(k_{b}\right)}=-\frac{B\left(k_{b}\right)-A\left(k_{b}\right)}{2 \tilde{C}_{12}^{0}\left(k_{b}\right)} & \text { for } & \tilde{C}_{1}^{0}\left(k_{b}\right)=0  \tag{86}\\
\frac{\tilde{a}\left(k_{b}\right)}{\tilde{b}\left(k_{b}\right)}=\frac{B\left(k_{b}\right)+A\left(k_{b}\right)}{2 \tilde{C}_{12}^{0}\left(k_{b}\right)} . & \text { for } & \tilde{C}_{2}^{0}\left(k_{b}\right)=0
\end{array} .\right.
$$

Since $B(k) \pm A(k)>0$, we have

$$
\operatorname{sign}\left(\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right) \tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right)\right)= \begin{cases}-\operatorname{sign}\left(\tilde{C}_{12}^{0}\left(k_{b}\right)\right) & \text { for } \quad \tilde{C}_{1}^{0}\left(k_{b}\right)=0  \tag{87}\\ \operatorname{sign}\left(\tilde{C}_{12}^{0}\left(k_{b}\right)\right) & \text { for } \quad \tilde{C}_{2}^{0}\left(k_{b}\right)=0\end{cases}
$$

Let us consider planar waves $\Phi_{i}(\mathbf{r})=\tilde{\Phi}_{i}\left(\mathbf{k}_{b}\right) \cos \left(\mathbf{k}_{b} \cdot \underset{\sim}{\mathbf{r}}\right)$. The local change of the volume fraction is $\zeta(\mathbf{r})-\zeta^{0}=\tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right) \cos \left(\mathbf{k}_{b} \cdot \mathbf{r}\right)+\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right) \cos \left(\mathbf{k}_{b} \cdot \mathbf{r}\right)$. When $\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right) \tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right)>0$, then dense regions of size $\pi / k_{b}$ where $\zeta(\mathbf{r})-\zeta^{0}>0$ are followed by dilute regions of similar size where $\zeta(\mathbf{r})-\zeta^{0}<0$. When $\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right) \tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right)<0$, then regions of size $\pi / k_{b}$ where the volume fraction of the first component is enhanced $\left(\zeta_{1}(\mathbf{r})>\zeta_{1}^{0}\right)$ and at the same time the volume fraction of the second component is depleted $\left(\zeta_{2}(\mathbf{r})<\zeta_{2}^{0}\right)$ are followed by regions where $\zeta_{1}(\mathbf{r})<\zeta_{1}^{0}$ and $\zeta_{2}(\mathbf{r})>\zeta_{2}^{0}$. Thus, when $\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right) \tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right)>0$ global (for $k_{b}=0$ ) or local (for $k_{b}>0$ ) gas-liquid separation occurs, whereas the case $\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right) \tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right)<0$ corresponds to global or local demixing.

### 4.2. Examples

For an illustration we consider here three simple examples of different types of interaction potentials, leading to different behavior.
I. $V_{22}^{*}=V_{12}^{*}=0$.

In this case it follows from Eq.(72) that at the instability with respect to the $k$-mode the temperature is

$$
\begin{equation*}
k_{B} T=-\frac{\tilde{V}_{11}^{*}(k) f_{22}^{*}}{D}, \tag{88}
\end{equation*}
$$

and the instability occurs only if $\tilde{V}_{11}^{*}(k)<0$. The boundary of stability of the disordered phase corresponds to the minimum of $\tilde{V}_{11}^{*}(k)$ (maximum of $\left.-\tilde{V}_{11}^{*}(k)\right)$. When $V_{11}^{*}(r)<0$ for all $r$, then the minimum of $\tilde{V}_{11}^{*}(k)$ is assumed for $k=0$, because $\tilde{V}_{11}^{*}(0)=\int_{\mathbf{r}} V_{11}^{*}(r)$. However, for potentials that are positive for some distances and negative for another distances, like the SALR potential, the minimum of $\tilde{V}_{11}^{*}(k)$ may be assumed for $k>0$ [25]. In the former case the macroscopic separation into phases rich- and poor in the first component occurs. In the latter case the instability is induced by the concentration wave of the first component with the wavelength $2 \pi / k_{b}$ - the regions of excess volume fraction are followed by regions of depleted volume fraction. The volume fraction of the second component is given in Eq.(86). For the chosen interactions we have $\tilde{C}_{12}^{0}(k)>0$, and the critical mode is $\tilde{\Psi}_{1}\left(\mathbf{k}_{b}\right)$ or $\tilde{\Psi}_{2}\left(\mathbf{k}_{b}\right)$ for $\tilde{C}_{11}^{0}(k)+\tilde{C}_{22}^{0}(k)>0$ or $\tilde{C}_{11}^{0}(k)+\tilde{C}_{22}^{0}(k)<0$ respectively (see Eqs.(78)-(79)). Note that when $\tilde{C}_{11}\left(k_{b}\right)=0$ and $\tilde{\Phi}_{2}\left(k_{b}\right)=0$, there is another instability, with respect to fluctuation of the first component only. The corresponding temperature, $k_{B} T=-\tilde{V}_{11}\left(k_{b}\right) / f_{11}^{*}$, is lower than in Eq.(88).
II. $V_{12}^{*}=0$ and $V_{22}^{*}=V_{11}^{*}$.

This case corresponds to the simplest interactions for which $\tilde{U}(k)>0$. From Eq.(72) we obtain the instability with respect to the $k$-mode

$$
\begin{equation*}
k T=\frac{-2 \tilde{V}_{11}^{*}(k)}{f_{11}^{*}+f_{22}^{*}-\sqrt{\left(f_{11}^{*}-f_{22}^{*}\right)^{2}+4 f_{12}^{* 2}} . . . .} \tag{89}
\end{equation*}
$$

Again, the boundary of stability of the disordered phase corresponds to the minimum of $\tilde{V}_{11}^{*}(k)$. Only for $\tilde{V}_{11}^{*}(k)<0$ the instability with respect to the $k$ mode can occur, because the denominator is positive. For attractive interactions the minimum of $\tilde{V}_{11}^{*}(k)$ is for $k=0$. In this case $\tilde{C}_{12}^{0}(k)>0$ too, and the critical mode is $\tilde{\Psi}_{1}\left(\mathbf{k}_{b}\right)$ or $\tilde{\Psi}_{2}\left(\mathbf{k}_{b}\right)$. In the first case $\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right) \tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right)<0$ and in the second case $\tilde{\Phi}_{2}\left(\mathbf{k}_{b}\right) \tilde{\Phi}_{1}\left(\mathbf{k}_{b}\right)>0$, hence demixing and gas-liquid type separation occurs in the first and in the second case respectively. The sign of $\tilde{C}_{i i}^{0}(k)$ depends on the volume fractions and $T$, hence gas-liquid separation and demixing occur for different parts of the phase diagram.
III. $V_{22}^{*}=V_{11}^{*}=0$.

In this case $\tilde{U}(k)=-\tilde{V}_{12}^{* 2}(k)<0$ and $\tilde{K}(k)=-2 f_{12}^{*} \tilde{V}_{12}^{*}(k)$. There is one positive and one negative solution of Eq.(72) for given $k$, and the positive solution takes the form

$$
k_{B} T=\left\{\begin{array}{lll}
-\frac{\tilde{V}_{12}^{*}(k)}{\sqrt{f_{11} f_{22}^{*}}+f_{12}^{*}} & \text { for } & \tilde{V}_{12}^{*}(k)<0  \tag{90}\\
\frac{\tilde{F}_{2}^{*}(k)}{\sqrt{f_{11}^{*} f_{22}^{*}-f_{12}^{*}}} & \text { for } & \tilde{V}_{12}^{*}(k)>0
\end{array} .\right.
$$

It is instructive to consider a particular form of $\tilde{V}_{12}^{*}(k)$. We choose square-well potential

$$
\begin{equation*}
V_{12}^{*}(r)=-v \theta(r-1) \theta(a-r) \tag{91}
\end{equation*}
$$

where $a>1$ is the range of the potential and $r$ is in $\sigma_{12}$ units. In Fourier representation we have

$$
\begin{equation*}
\tilde{V}_{12}^{*}(k)=\frac{4 \pi v(a k \cos (a k)-k \cos k+\sin k-\sin (a k))}{k^{3}} \tag{92}
\end{equation*}
$$

$\tilde{V}_{12}^{*}(k)$ is shown in Fig. 3 for $a=2$. For this potential the MF instability is given in Eq.(90), in the upper or in the lower line for $k=0$ or for $k_{b} \approx 2.78$ (the first maximum of $\tilde{V}_{12}^{*}(k)$ ) respectively. In the first case $\tilde{C}_{12}^{0}(0)<0$ and $\tilde{\Phi}_{2}(0) \tilde{\Phi}_{1}(0)>0$, hence the gas-liquid separation occurs. In the second case $\tilde{C}_{12}^{0}\left(k_{b}\right)>0$ and $\tilde{\Phi}_{2}\left(k_{b}\right) \tilde{\Phi}_{1}\left(k_{b}\right)<0$, hence local demixing occurs. In each case $\tilde{C}_{12}^{0}\left(k_{b}\right) \tilde{\Phi}_{2}\left(k_{b}\right) \tilde{\Phi}_{1}\left(-k_{b}\right)<0$ and the Gaussian part of the excess grand potential, Eq.(57), can vanish (in this example $\tilde{C}_{i i}^{0}(k)>0$ ). The two surfaces in Eq.(90) are shown in Figs. 4 and 5 for equal sizes of particles, and in Fig. 6 for $\delta=0.95$ $\left(\sigma_{1} / \sigma_{2}=39\right)$. The period of the most probable inhomogeneities is $2 \pi / k_{b} \approx 2.26 \sigma_{12}$. For equal sizes $\sigma_{12}=\sigma_{1}$, but in the case of the large size asymmetry the characteristic extent of inhomogeneities is $1.16 \sigma_{1}$. This example is at the boundary of applicability of the mesoscopic description.

For equal sizes gas-liquid separation occurs for low volume fractions, and for higher volume fractions the liquid phase undergoes periodic ordering. The MF instability with respect to periodic ordering signals tendency for formation of an "ionic" crystal, where nearest-neighbors are of different kind [36]. For large size ratio the phase-separation is found for temperatures lower than the temperature at the $\lambda$-surface for all volume fractions. Below the $\lambda$-surface the system is inhomogeneous. Studies beyond MF are necessary to clarify whether transition between gas and lyotropic liquid crystal preempts the gas-liquid separation, or the transition between inhomogeneous fluids (containing clusters or other aggregates) occurs.

Let us summarize the above examples. When the interaction potentials between like particles are attractive for some distances and repulsive for different distances, and the Fourier transform assumes a negative minimum for $k>0$, then the system is inhomogeneous below the $\lambda$-surface. Such behavior was found already in one-component systems. In addition, inhomogeneous structures can occur when particles of different kind attract each other and the Fourier transform of the interaction potential assumes positive maximum for $k>0$. Periodic ordering is enhanced when the size asymmetry increases, and the system becomes inhomogeneous even for low volume fractions for $\delta>0.9$. Increasing tendency for clustering with increasing size asymmetry was observed in ionic systems, in mesoscopic theory [34] and in simulation studies [37, 38].

### 4.3. Beyond MF stability analysis

In order to calculate the phase diagram and structure we need to calculate the correlation functions beyond MF. The explicit expressions for the inverse correlation functions in MF in principle allow for obtaining the correlation functions in the Brazovskii-type approximation by self-consistent solutions of Eq.(61). In practice this is less trivial than in the one-component case [32]. From the general analysis in sec. 3.2 it follows that the $\lambda$-surfaces do not correspond to continuous phase transitions, but rather to a change of the homogeneous to inhomogeneous structure, with spontaneously formed clusters or aggregates. The lyotropic liquid-crystalline phases can be stable on the low-temperature side of the $\lambda$-surface. Transitions between the disordered and ordered phases are first order.

The grand potential functional of the mesoscopic volume fractions can be ob-
tained once the matrix $\tilde{\mathbf{C}}^{c o}(k)$ and its eigenvalues are determined from Eqs.(52)(56). However, even at the MF level determination of the phase diagram is not quite trivial. The problem simplifies when we restrict our considerations to phases of particular symmetry. In one-component systems the MF phase diagram was determined for weak ordering in Ref.[25, 39], and in two-component case one can proceed in a similar way. The fluctuation contribution to the grand potential can be obtained from Eqs.(52)-(57) and (61). We should stress that the first-order phase transitions between inhomogeneous phases are shifted compared to the MF result, because the fluctuation contribution to the grand potential in different phases is different.

## 5. Summary and discussion

We developed a mesoscopic DFT for inhomogeneous mixtures in terms of mesoscopic volume fractions. Local volume fraction is suitable for description of inhomogeneous distribution of particles on mesoscopic length scales when particles of different species are of significantly different sizes. This is because derivation of a Landau-type theory from statistical mechanics requires expansions in local deviations of the volume fraction (or density) from the average value. Since volume fractions are less than unity regardless of the size of the particles, such expansions are justified from mathematical point of view. We performed precise coarse-graining by introducing the microscopic volume fraction, and then by averaging it over mesoscopic regions (see Eq.(8)) to obtain mesoscopic field. This field is next considered as a constraint on the microscopic states.
Exact expression for the grand potential consisting of two parts is obtained (Eq.(25)). The first part contains contributions from the microscopic states that are compatible with the constraint imposed on the volume fractions on the mesoscopic scale - the mesoscopic volume fraction of each component must be equal to the ensemble average. This term has a form similar to the grand potential in standard DFT. Standard MF theories can be recovered when the first term in Eq.(25) is approximated by Eq.(49). Different versions of the DFT correspond to different approximations for the free energy of the hard-sphere reference system (second term in Eq.(49)).The second term in Eq.(25) is the contribution resulting from mesoscopic fluctuations - that is, from microscopic states that are not compatible with the ensemble average of the volume fraction on the mesoscopic scale. This term in turn has a form similar to the Landau theory.
In practice additional assumptions and approximations are necessary in order to obtain predictions for particular systems in the framework of this theory. Being interested in inhomogeneities on mesoscopic length scale, we assume that ordering occurs on length scales larger than the size of particles, and adopt local density approximation for the hard-sphere reference system. The functional can be further simplified under the assumption of weak ordering, by which we mean that local deviations of the volume fraction from the space averaged value are small. Under the two assumptions, often valid in soft matter, we obtain a functional (Eqs.(52)-(57), (61) and (59)) which is similar to an extension of the Landau theory for mixtures combined with simple DFT. The role of the OP's is played by linear combinations of the deviations of the local volume fractions from the space-averaged values. Minima of the functional correspond to equilibrium structures. All parameters in the functional are expressed in terms of the free-energy density of hard-spheres and in terms of interaction potentials which can have arbitrary form. In the case of onecomponent systems we obtain LGW or LB theory, when the interaction potential
times the pair distribution function, $V^{c o}$, in Fourier representation is approximated by

$$
\begin{equation*}
\tilde{V}^{c o}(k)=\tilde{V}^{c o}\left(k_{b}\right)+\frac{1}{2} \tilde{V}^{c o}\left(k_{b}\right)^{\prime \prime}\left(k-k_{b}\right)^{2} . \tag{93}
\end{equation*}
$$

The LGW and LB theories correspond to $k_{b}=0$ and $k_{b}>0$ respectively. In original LB theory the second term in Eq. (93) is proportional to $\left(k^{2}-k_{b}^{2}\right)^{2}$, but for $k \approx k_{b}$, i.e. for dominant wave-numbers, we have $\left(k^{2}-k_{b}^{2}\right)^{2} \approx\left(2 k_{b}\right)^{2}\left(k-k_{b}\right)^{2}$. From the theory developed in Ref.[25] either the LGW or the LB theory is obtained as a further approximation, depending on the form of the interaction potential. We are not aware of extensions of the phenomenological LB theory to mixtures. From the theory developed in this work we can determine whether the system can separate in homogeneous phases, or whether inhomogeneous structures appear on low-temperature side of the $\lambda$-surface. This information can be obtained from the form of interaction potentials and from the size ratio of the particles, by performing stability analysis of the homogeneous phase (secs. 3 and 4). In Landau-type theories separation into homogeneous phases or periodic ordering is an apriori assumption.

Despite strong assumptions and approximations, determination of the phase diagram in this theory is not easy, but we can draw some qualitative conclusions already from the relatively simple stability analysis. From the approximate form of the inverse correlation function (Eqs.(61) and (59)) it follows that instability with respect to periodic ordering ( $k_{b}>0$ ) obtained in MF is removed by mesoscopic fluctuations, as was the case also in one component systems. The $\lambda$-surface corresponding to the MF instability may be a borderline between homogeneous and inhomogeneous structure of the disordered phase. For high volume fractions formation of some kind of periodic crystal can be expected on this side of the $\lambda$-surface which corresponds to inhomogeneous structure. For low volume fractions we may expect formation of ordered clusters, where domains with increased and depleted volume fraction of particular components are periodically ordered. However, the clusters ('living polymers') can have different sizes and locations in space as a result of the mesoscopic fluctuations. Simple examples that illustrate the theory for two components indicate that formation of inhomogeneous distribution of particles is enhanced when the size ratio between the particles of different components increases. Further work is necessary for determination of phase diagrams for particular systems within the framework of the theory developed in this work, and for verification of validity of our approximations in different experimental systems. It is important to note that formation (or not) of inhomogeneous distribution of particles in mixtures depends not only on the interaction potentials, but on a combined effect of interactions and size ratios. In future studies predictions of this theory for two components should be compared with predictions of the theory in which only the big particles are taken into account explicitly, and the small components lead only to solvent-mediated effective interactions.
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## 6. Appendix

The partial derivatives of the dimensionless free-energy density for hard spheres, $f_{\alpha \beta}^{*}\left(\zeta_{1}, \zeta_{2}\right)=\sigma_{12}^{3} \beta f_{\alpha \beta}^{h}\left(\zeta_{1}, \zeta_{2}\right)$ are obtained from the explicit expressions for the chemical potentials in the hard-sphere mixture derived in Ref.[33]. Direct differentiations lead to the following expressions

$$
\begin{align*}
f_{\alpha \alpha}^{*}\left(\zeta_{1}, \zeta_{2}\right)=\frac{6}{\pi r_{\alpha}^{3}}\left[\frac{1}{\zeta_{\alpha}}\right. & +\frac{8}{1-\zeta}+\frac{15 r_{\alpha} X_{1}+6 r_{\alpha}^{2} X_{2}+r_{\alpha}^{3} X_{3}}{(1-\zeta)^{2}}  \tag{94}\\
& \left.+\frac{18 r_{\alpha}^{2} X_{1}^{2}+6 r_{\alpha}^{3} X_{1} X_{2}}{(1-\zeta)^{3}}+\frac{9 r_{\alpha}^{3} X_{1}^{3}}{(1-\zeta)^{4}}\right]
\end{align*}
$$

and

$$
\begin{align*}
f_{12}^{*}\left(\zeta_{1}, \zeta_{2}\right)=\frac{6}{\pi\left(r_{1} r_{2}\right)^{3}} & {\left[\frac{8}{1-\zeta}+\frac{2 r_{1} r_{2}\left(6+r_{1} r_{2}\right) X_{1}+8 r_{1}^{2} r_{2}^{2} X_{2}}{(1-\zeta)^{2}}\right.}  \tag{95}\\
& \left.+\frac{18 r_{1}^{2} r_{2}^{2} X_{1}^{2}+6 r_{1}^{3} r_{2}^{3} X_{1} X_{2}}{(1-\zeta)^{3}}+\frac{9 r_{1}^{3} r_{2}^{3} X_{1}^{3}}{(1-\zeta)^{4}}\right]
\end{align*}
$$

where

$$
\begin{equation*}
X_{n}=\frac{\zeta_{1}}{r_{1}^{n}}+\frac{\zeta_{2}}{r_{2}^{n}} \tag{96}
\end{equation*}
$$

and $r_{\alpha}$ is defined in Eq.(68)
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Figure 1. One-component system and the microstate in which a single hard sphere of a radius $\sigma / 2$ is located at $\mathbf{r}=\mathbf{0}$ is considered for different length scales of coarse-graining. The mesoscopic volumefraction $\zeta$ defined in Eq.(8) is shown by the dashed lines, and $\rho v$ is shown by the solid lines. $v=\pi \sigma^{3} / 6$ and $\rho$ is defined in Eq. (7) (based on the standard definition of the microscopic density (2)). Top panel: $2 R / \sigma=1$. Central panel: $2 R / \sigma=2$. Bottom panel: $2 R / \sigma=5$. In this particularly simple case the fields (8) and (7) are functions of the distance $r$ from the center of the hard sphere. In each case $\int_{\mathbf{r}} \zeta(\mathbf{r})=v$. The distance $r$ is in $\sigma / 2$ units, $\zeta$ and $\rho v$ are dimensionless.

Figure 2. Cartoon showing distances $r$ from the center of a single particle corresponding to discontinuities of the mesoscopic number density, for different scales of coarse graining. From left to right $2 R / \sigma=1$, $2 R / \sigma=2$ and $2 R / \sigma=5$, as in Fig.1. Shaded circle represents the particle located at $\mathbf{r}=\mathbf{0}$, open circles represent the spheres $S_{R}(\mathbf{r})$ with the centers at $\mathbf{r}$ over which the density or volume fraction is averaged. The mesoscopic density at the point $\mathbf{r}$ is the number of centers of particles inside the sphere $S_{R}(\mathbf{r})$ divided by $4 \pi R^{3} / 3$. The mesoscopic volume fraction is the fraction of the volume $4 \pi R^{3} / 3$ that is occupied by the particles.

Figure 3. Interaction potential between particles of different kinds in Fourier representation, Eq.(92) for $a=2$. The wave-number $k$ is in $\sigma_{12}^{-1}$ units, the potential is in $v$ units.

Figure 4. Surfaces representing dimensionless temperature $k_{B} T / v$ at the MF boundary of stability of the homogeneous phase for $\tilde{V}_{12}^{*}(k)$ given in Eq. (91) with $a=2$, and $\tilde{V}_{11}(k)=\tilde{V}_{22}(k)=0$, for equal sizes of particles. Instability with respect to gas-liquid separation is shown in top left panel and instability with respect to periodic ordering ( $\lambda$-surface) in top right panel. In bottom panel both surfaces are shown. Volume fractions of the two components (dimensionless) here are denoted by $z 1$ and $z 2$ and in the text by $\zeta_{1}, \zeta_{2}$ respectively.

Figure 5. Cross-sections through the surfaces shown in Fig. 3 (bottom panel). Left: for equal volume fractions of the two components, $\zeta_{1}=\zeta_{2}$. Right: for $\zeta_{2}=0.35-\zeta_{1}$. Solid and dashed lines represent gas-liquid separation and the $\lambda$-surface (the upper and the lower line in Eq.(90)) respectively. $k_{B} T / v$ and the volume fraction are both dimensionless.

Figure 6. Surfaces representing dimensionless temperature $k_{B} T / v$ at the MF boundary of stability of the homogeneous phase for $\tilde{V}_{12}^{*}(k)$ given in Eq.(91) with $a=2$, and $\tilde{V}_{11}(k)=\tilde{V}_{22}(k)=0$, for $\delta=0.95$ $\left(\sigma_{1} / \sigma_{2}=39\right)$. The gas-liquid separation (lower surface) is metastable in MF for all values of the volume fractions. Volume fractions of the two components (dimensionless) here are denoted by $z 1$ and $z 2$ and in the text by $\zeta_{1}, \zeta_{2}$ respectively.

Response to the referee recommendations and summary of changes The manuscript has been revised according to the Referee recommendations. The responses to the questions and/or suggestions are listed below

- If I understand correctly, the application to binary mixtures is carried out at mean field level, i.e. without fluctuation corrections. Does it correspond to keeping only the first contribution to the free energy (40)?
In the revised version it is written explicitly at the beginning of sec. 4.1, page 17 that the MF approximation corresponds to keeping only the first contribution to the free energy, in the revised ms Eq.(47)
- The author may explicitly state how to recover usual mean field theory from the formal expression of the free energy functional.
In the revised version it is explicitly stated how to recover usual mean field theory from the formal expression of the free energy functional at the end of the paragraph containing Eq. (26), page 9 and in the second paragraph in sec. 5 (sixth line), page 22 .
- Moreover it would be interesting to understand whether the fluctuation corrections may induce qualitative changes in the stability analysis or only a shift in the critical temperature.
In the revised version the sec. 3.2 containing such an analysis is extended. The paragraph containing Eq.(64) is more precise, and the cases $k_{b}=0$ and $k_{b}>0$, corresponding to the shift of the critical temperature and to the flucutation-induced first order transition respectively are considered in separate paragraphs. The last paragraph in this section is now more detailed. Also the first paragraph in sec. 4.3 is extended and contains required information
- 1) I found the title not particularly informative: DFT is not mentioned and inhomogeneous mixtures may suggest the presence of some external field.
I have change the title to "Density functional theory for mixtures exhibiting ordering on mesoscopic length scales"
- 2) The acronym OP is defined three times while LB is used before its definition.
I corrected the acronyms
- 3) I found Eqs. (5-6) rather confusing, because U and E have not the correct dimensions of energy. I suggest to drop these two equations which are not essential and are not referred to in the rest of the manuscript.
I did not remove these equations, because they are used in Eq.(13) and (17). Below Eq.(6) clarifying dicussion is included.
- 4) I had some trouble in reproducing Eq. (37) in the general case of inhomogeneous systems. Can the author check whether it is generally correct?
In the revised version derivations and explanations concerning the approximations used to obtain Eq. (37) (Eq.(45) in the revised version) are added. The end of sec. 2.3, from Eq.(32) and sec. 2.4 are extended.
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