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Existence of supersonic traveling waves

for the Frenkel-Kontorova model

S. Issa ∗, M. Jazar †& R. Monneau ‡

March 31, 2012

Abstract

In this paper, we study the standard one-dimensional (non-overdamped) Frenkel-Kontorova (FK)

model describing the motion of atoms in a lattice. For this model we show that for any supersonic

velocity c > 1, there exist bounded traveling waves moving with velocity c. The profile of these

traveling waves is a phase transition between limit states k− in −∞ and k+ in +∞. Those limit

states are some integers which reflect the assumed 1-periodicity of the periodic potential inside the

FK model. For every c > 1, we show that we can always find k− and k+ such that k+ − k− is an

odd integer. Furthermore for c ≥
√

25
24 , we show that we can take k+ − k− = 1. These traveling

waves are limits of minimizers of a certain energy functional defined on a bounded interval, when

the length of the interval goes to infinity. Our method of proof uses a concentration compactness

type argument which is based on a cleaning lemma for minimizers of this functional.

AMS Classification: 35A15, 35C07, 37K60.
Keywords: Frenkel-Kontorova model, Traveling wave, variational method, cleaning lemma,
concentration-compactness.

1 Introduction

In this introduction, we first present in Subsection 1.1 the problem that we study in this paper. In
Subsection 1.2 we introduce properties and definitions useful to state our main results in Subsection
1.3. Subsection 1.4 is devoted to a brief review of the literature and in Subsection 1.5 we give a
sketch of the strategy for proving our main results. Finally Subsection 1.5 presents the organization
of the paper.

1.1 Setting of the problem

We recall that the Frenkel-Kontorova (FK) model (introduced in [8]) is a model for a one-dimensional
chain of atoms of position qn(t) ∈ R depending on the time t ∈ R and solving the following system
of ODEs for each n ∈ Z:

d2qn
dt2

= qn+1 + qn−1 − 2qn +W ′(qn) (1.1)
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where W is a periodic potential reflecting the periodicity of the lattice of atoms.
The FK model arises in the description of a broad range of physical phenomena, including crystal
dislocation, plastic deformation (see for instance [3, 4] and the references therein).

In the present paper, we make the following assumption on the potential W :
W ∈ C2(R)
W (a+ 1) =W (a) for every a ∈ R,
W (a) > 0 =W (0) =W ′(0) for every a ∈ R\Z,
W ′′(0) > 0.

(1.2)

A traveling wave for equation (1.1), moving with velocity c ∈ R, is by definition a particular solution
of the form

qn(t) = u(n− ct)

This means that u is solution of the following “advance-delay” differential equation

c2u′′(x) = u(x+ 1) + u(x− 1)− 2u(x) +W ′(u(x)) for every x ∈ R. (1.3)

Notice that by assumption (1.2), every integer is a constant solution of (1.3). Our goal is to
construct non trivial solutions of (1.3) which are phase transitions between two integer constant
states for x = −∞ and x = +∞. To this end, we introduce the following condition at infinity:{

u(±∞) ∈ Z,
u(+∞)− u(−∞) ∈ 1 + 2Z. (1.4)

Indeed, in our proof we show that the non trivial phase transitions u that we construct also satisfy
that u(+∞)− u(−∞) is an odd integer.

1.2 First properties and definitions

In order to describe our main results in the next subsection, we first mention a decay property of
any solution u of (1.3) and will introduce a few notations, like the functional whose (1.3) is the
Euler-Lagrange equation.

Definition 1.1. (Exponential decay property)
We say that a function u has the exponential decay property at +∞ (resp. at −∞) if there exist
constants C > 0 and λ > 0 such that

|u(x)− k+| ≤ Ce−λx for x ≥ 0, and for some constant k+ ∈ Z,

(resp. |u(x)− k−| ≤ Ceλx for x ≤ 0, and for some constant k− ∈ Z.)

We show the following result

Theorem 1.2. (Exponential decay)
Let u ∈ L∞(R) be a solution of (1.3). If u has a limit u(+∞) ∈ Z (resp. u(−∞) ∈ Z), then u has
the exponential decay property at +∞ (resp. at −∞).

We now define mathematically the energy functional (which is physically the opposite of the action
integral of the system) whose equation (1.3) is the Euler-Lagrange equation:

J(u) =

∫
R

{
c2

2
|u′(x)|2 − 1

2
|(Du)(x)|2 +W (u(x))

}
dx,
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where
(Du)(x) := u(x+ 1

2)− u(x− 1
2).

Notice that by the exponential decay (Theorem 1.2), the integral defining J is convergent for any
bounded solution u of (1.3) with integer limits at infinity. More generally, the functional J is
defined for all u ∈ H, with

H :=
{
u ∈ H1

loc(R); u′ ∈ L2(R) and W (u) ∈ L1(R)
}
.

Note that each minimizer of J on H, if it exists, is solution of (1.3). For k ∈ Z\{0} and ϕ ∈ C∞(R)
such that

ϕ(x) =

{
0 if x ≤ −1,
1 if x ≥ 1,

and
1− ϕ(−x) = ϕ(x), (1.5)

set
E(k) = inf

ψ∈C∞
c (R)

J(kϕ+ ψ),

where we recall that C∞
c (R) is the space of smooth functions with compact support. By direct

calculation, we can show that E is independent of the choice of ϕ. Therefore E(k) can be interpreted
as the “minimal energy” of a phase transition between the constant states 0 and k.

Remark 1.3. Notice that the potential W appearing in equation (1.3), is the opposite of the
usual potential for phase transitions. Therefore we will construct transitions between two physically
unstable phases.

We show that E satisfies the following

Proposition 1.4. (Properties of the energy E)
If c > 1, then the energy E satisfies the following properties:

(i) E(0) = 0.

(ii) E(k) = E(−k) > 0 for all k ∈ Z\{0}.

(iii) E(k) ≤ E(k − p) + E(p) for all k ∈ Z\{0} and for all p ∈ Z\{0, k}.

Now, let us state the following two definitions

Definition 1.5. (k-transition)
We say a function u is a k − transition if and only if it satisfies the following conditions

u ∈ H ∩ C2(R),
u(±∞) ∈ Z,
u(+∞)− u(−∞) = k,
J(u) = E(k),
u solves (1.3).

Notice that in our definition, a k-transition u enjoys the property of minimality of its energy among
the whole class of transitions between the phase 0 and the phase k.

Definition 1.6. (Stability)
We say that k ∈ Z\{0} is stable if and only if E(k) < E(k − p) + E(p) for every p ∈ Z\{0, k}.

Notice that our stability definition simply requires the strict inequality in the property (iii) of
Proposition 1.4.
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1.3 Main results

Our main results are:

Theorem 1.7. (Existence of a traveling wave solution)
Let c > 1, then there exists at least one solution u ∈ C2(R) of (1.3)-(1.4).

This result is a straightforward corollary of the following two theorems:

Theorem 1.8. (Stability implies existence of k-transitions)
For c > 1, if k is stable, then there exists a k-transition.

Theorem 1.9. (Existence of a stable odd integer)
For c > 1, there exists k ∈ 1 + 2Z which is stable.

Theorem 1.10. (k = 1 is stable)

For every c ≥
√

25
24 , the integer 1 is stable and then there exists a 1-transition.

Our approach is quite general. It could be used to study existence of solutions to more general
equations, like:

c2u′′(x) = V ′(u(x+ 1)− u(x))− V ′(u(x)− u(x− 1)) +W ′(u(x)) (1.6)

for some convex potential V of interaction, or also for interactions not restricted to nearest neigh-
bors.
Even if it is not covered by this paper, it would be interesting to study the limits c → +∞ and
c → 1, and also to study the uniqueness of the phase transitions. Notice that we do not know if

there exists a 1-transition if 1 < c <
√

25
24 .

Remark 1.11. (First integral for the solutions of equation (1.3))
For all c ∈ R, we can show that every solution u of equation (1.3) satisfies the following first integral
(when the sum is convergent):

∑
i∈Z

{
c2

2
u′2(x+ i)−W (u(x+ i)) +

1

2
(u(x+ i+ 1)− u(x+ i))2

}
= constant.

But we were not able to use this remarkable property.

1.4 Brief review of the literature

More general models of the type (1.6) have been studied in the literature. Fermi, Pasta and Ulam
first studied the FPU lattice (case W = 0) with cubic and quadratic potentials V (see [7]). Several
works followed dealing with this lattice. For instance for the potential

V (p) = ab−1(e−bp + bp− 1),

Toda [23] found explicit formula’s for the traveling waves. We mention the paper of Friesecke
and Wattis [9], that studied broader range of nonlinear interaction potentials, namely the super-
quadratic growth. The authors showed the existence of supersonic solitary waves, using a variational
approach (the concentration-compactness principle) with prescribed average potential energy. Fur-
ther results in this path were given by Smets and Willem [22] (with prescribed velocity using the
mountain pass theorem), Pankov and Pflüger [20] and Iooss [11].
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The case W 6≡ 0 is more complicated. We recall that if W is 1-periodic, the model is called a
Frenkel-Kontorova or disrete Sine-Gordon lattice. In the case of harmonic interaction V (x) = 1

2x
2,

Iooss and Kirchgässner [12] established the existence of small amplitude waves (see also [5] for a
case with non nearest interactions). We mention [10] for the construction of periodic traveling
waves with W concave quadratic. Let us also mention [21] where traveling waves, which are “linear
plus periodic”, are constructed for general equations like (1.6).
In [15], the authors showed rigorously the existence of subsonic heteroclinic wave solutions of a
FK model, where the on-site potential is taken piecewise quadratic (see also [16] for formal results
in this direction). Heteroclinic traveling waves are also consctructed in [14] for a cosine potentialW .

Let us notice that our problem has some common features (like lack of maximum principle, possible
oscillations of solutions) with the study of critical points of functionals like the following one∫

R

1

2

{[
(u′′)2 + βu′2

]
+

1

4
(u2 − 1)2

}
dx

We refer for instance to [1] for a nice review of results about this problem. For β > 0, the Euler-
Lagrange equation is called the Extended Fisher-Kolmogorov equation, while for β < 0, it called
the Swift-Hohenberg equation. Heteroclinic (oscillating) solutions are constructed in [1] (see also
[2]) using the clipping method introduced in [13]. The clipping procedure reduces the size of the
interval of some oscillating candidate, with a new candidate with ”lower energy” (see for instance
Lemma 9 in [1]). This interesting tool is used for removing spurious oscillations from minimizing
sequences, and even if it is rather different, can be compared to our cleaning lemma (Lemma 5.2).

1.5 Strategy of the proofs

In our paper we prove the existence of phase transitions using a new approach. As usual, we first
avoid a direct study of equation (1.3), but instead try to find a solution of a variational problem.
This consists in looking for minimizers of the functional J on H. For a fixed R > 0, we replace H
by HR defined for ` ∈ Z by

HR :=
{
u ∈ H1

loc(R) such that u(x+ 2R)− u(x) = `
}
, (1.7)

and J by JR defined by

JR(u) =

∫ R

−R

{
c2

2
(u′)2 − 1

2
(Du)2 +W (u)

}
(1.8)

and we look for minimizers of the problem

inf
v∈HR

JR(v). (1.9)

Existence of a `-transition.
We first build “`-transitions” uR on “intervals of length 2R”, and then take the limit as R goes to
infinity. The limit function u of uR is not necessarily a `-transition. In the simplest case, we may
have the situation sketched on Figure 1, where the `-transition is splitted in two smaller transitions
`1 and `2.
We show that this situation can only occur if

E(`1) + E(`2) ≤ E(`). (1.10)

In particular, if ` is stable, then it is impossible. Indeed, (1.10) can be shown using an argument
similar to the concentration-compactness argument of Lions (see [17]).
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Figure 1: Splitting of an `-transition uR in `1 + `2

Existence of a stable odd integer `.
Firstly, we choose ` ∈ 1 + 2Z such that

E(`) = inf
k∈1+2Z

E(k).

We assume by contradiction that we have a splitting of ` in a finite sequence of integers, i.e.

` = `1 + . . .+ `N with `i ∈ Z for all i = 1, . . . , N .

Then there is at least one integer `i0 ∈ 1 + 2Z such that

E(`i0) + E(`− `i0) ≤ E(`).

From the properties of the energy E (Proposition 1.4) and the definition of the stability of `
(Definition 1.6), we deduce that

E(`i0) = E(`) and E(`− `i0) = 0,

and then `i0 = `.

Justification of the previous simple scenario.
First, we have a BV estimate for a velocity c > 1, which claims that∫

[−R,R]

∣∣∣∣ ddxβ(uR)
∣∣∣∣ dx ≤ C with β(v) =

∫ v

0

√
W (w) dw, (1.11)

where C is independent of R (but depends on c > 1).
Because of the bound (1.11), the solution has to be close to constants on large intervals and, in
order to minimize the energy, these constants have to be integers. We get a control on the length of
the transition between two integers k1 and k2 using the cleaning lemma, (see Lemma 5.2). Indeed
the cleaning lemma states that if uR is close to an integer k on two intervals I1 and I2, contained
in (−R,R) and each of length larger or equal to 2, then uR is also close to k on the convex hull of
I1 ∪ I2. Using these arguments, we can pass to the limit R → +∞, and show the existence of a
`-transition.
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1.6 Organization of the article

In Section 2, we prove the exponential decay property (Theorem 1.2).
In Section 3, we construct a minimizer uR for problem (1.9) on an interval of finite length 2R (see
Proposition 3.4).
In Section 4, we show basic bounds on the sequence (uR)R both in energy and on its total variation.
In Section 5, we prove a cleaning lemma for uR (see Lemma 5.2).
Then in Section 6, we study the distance from uR to Z and prove some bounds on the “jumps” of
uR, uniformly with respect to R (see Proposition 6.1). In particular we show that uR stays close
to some integers on long enough intervals.
In Section 7, we give the proof of Proposition 1.4 and show the convergence of the sequence (uR)R
to a function u which is a solution of equation (1.3) (see Proposition 7.1). We also show that the
limit u enjoys some additional minimal energy properties (see Proposition 7.2).
Finally in Section 8, we prove Theorem 1.8 as a consequence of Propositions 7.1 and 7.2. We also
prove Theorems 1.9 and 1.10.

2 An exponential decay property and proof of Theo-

rem 1.2

The main goal of this section is to show the following exponential decay property whose Theorem
1.2 is a straightforward corollary.

Proposition 2.1. (Exponential decay)
There exists δ0 > 0 such that if δ ∈ (0, δ0), then there exist two constants λ, κ > 0 such that for
any solution u ∈ L∞(R) of (1.3), we have the following properties:

(i) If |u(x)| ≤ δ for every x ≥ 0, then

|u(x)| ≤ κδe−λx for x ≥ 0.

(ii) If |u(x)| ≤ δ for every x ≤ 0, then

|u(x)| ≤ κδe−λ|x| for x ≤ 0.

(iii) If |u(x)| ≤ δ for every x ∈ I, where I is a bounded interval in R, then

|u(x)| ≤ κδe−λdist(x,∂I) for x ∈ I,

where ∂I is the boundary of I.

In order to prove Proposition 2.1, we introduce for r ∈ R, the quantity

Mr(u) := sup
x≥r

|u(x)|

and prove first the following result:

Lemma 2.2. (Basic estimate)
There exist δ0 > 0, µ ∈ (0, 1) and L > 0 such that for all u ∈ L∞(R) solution of equation (1.3), we
have

If M0(u) ≤ δ0, then Mr+L(u) ≤ µMr(u) for all r ≥ 0.
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Proof of Lemma 2.2.
Suppose that the result of this lemma is false. Then for every sequences

Ln → +∞,
δn → 0,
µn → 1,

there exists a solution un ∈ L∞(R) of equation (1.3) such that

M0(un) ≤ δn and MLn+rn(un) > µnMrn(un) for some rn ≥ 0.

Case 1: the suppremum MLn+rn(un) is not reached at infinity
In this case there exists xn ∈ [Ln + rn,+∞) such that

MLn+rn(un) = |un(xn)| =: εn.

Then we have
δn ≥M0(un) ≥MLn+rn(un) = εn → 0. (2.12)

Set
vn(x) := ε−1

n un(x+ xn),

then vn is solution of the following equation

c2v′′n(x) = vn(x+ 1) + vn(x− 1)− 2vn(x) + ε−1
n W ′ (vnεn) . (2.13)

By the definition of vn, we have
|vn(0)| = 1.

On the other hand, we have

M−Ln(vn) = ε−1
n sup

x≥−Ln

|un(x+ xn)|

≤ ε−1
n sup

y≥rn
|un(y)|

= ε−1
n Mrn(un)

< ε−1
n

MLn+rn(un)

µn
=

1

µn
.

Hence, we have

|vn(x)| <
1

µn
for every x ∈ [−Ln,+∞). (2.14)

Then (2.12) implies

ε−1
n W ′(vnεn) =W ′′(0) · vn + oεn(1) on [−Ln,+∞), (2.15)

since W ′(0) = 0, with oεn(1) → 0 when εn goes to zero.
Relations (2.13), (2.14) and (2.15) imply the existence of a constant C1 > 0 such that

|v′′n(x)| ≤ C1 for every x ∈ [−Ln + 1,+∞).

Consequently there exist a subsequence, still denoted by (vn)n, and an element v ∈W 2,∞(R) such
that vn → v uniformly on every compact set of R.
Passing to the limit in (2.14), we get

sup
x∈R

|v(x)| ≤ 1 = |v(0)|.
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Using (2.13), we also have that v is solution of:

c2v′′(x) = v(x+ 1) + v(x− 1)− 2v(x) +W ′′(0) · v in D′(R). (2.16)

Applying Fourier transform to equation (2.16), we obtain:

φ(ξ)v̂(ξ) = 0, (2.17)

with φ(ξ) = c2ξ2 + (eiξ + e−iξ − 2) +W ′′(0) where v̂ is the Fourrier transform of v and ξ ∈ R.
Because W ′′(0) > 0, we show easily that φ > 0. This implies that v = 0. This contradicts the fact
that |v(0)| = 1.

Case 2: the suppremum MLn+rn(un) is “reached at infinity”
In this case, there exists xn ∈ [Ln + rn,+∞) such that

εn := |un(xn)| ≥
n

n+ 1
MLn+rn(un),

and we conclude similarly. �

Proof of Proposition 2.1
In the sequel, we will show only statement (i). Statements (ii) and (iii) can be proven in the same
manner.
Let δ ∈ (0, δ0), such that |u(x)| ≤ δ for every x ≥ 0. Then by Lemma 2.2, there exists µ ∈ (0, 1)
and there exists L > 0 such that

ML+r ≤ µMr for all r ≥ 0.

where Mr stand for Mr(u).
On the one hand, we have for n ∈ N

MnL ≤ µM(n−1)L ≤ µ2M(n−2)L ≤ . . . ≤ µnM0 ≤ µnδ.

If x ∈ [nL, (n+ 1)L] for some n ≥ 0, we have

µn = exp (n ln(µ))

≤ exp

(
x ln(µ)

L
− ln(µ)

)
.

This implies that |u(x)| ≤ βδe−λx, where λ = − ln(µ)
L > 0 and β = 1

µ > 0. �

3 Minimizing on a bounded interval

In this section, we consider the minimization problem (1.9) and show the existence of a minimizer
(see Proposition 3.4). To this end, we define the bounded interval

ΩR = (−R,R)

and prove first some preliminary lemmata with the notation JR,HR introduced in Subsection 1.5.

Lemma 3.1. (Control of the term Du)
For all u ∈ HR, we have the following inequality:∫

ΩR

(
u

(
x+

1

2

)
− u

(
x− 1

2

))2

dx ≤
∫
ΩR

(u′(x))2 dx. (3.18)
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Proof of Lemma 3.1.
For every u ∈ HR, we have:∫

ΩR

(
u

(
x+

1

2

)
− u

(
x− 1

2

))2

dx ≤
∫
ΩR

(∫ 1
2

− 1
2

u′(x+ t) dt

)2

dx

≤
∫
ΩR

∫ 1
2

− 1
2

|u′(x+ t)|2 dt dx

=

∫
ΩR

(u′(x))2 dx,

where we have used Cauchy-Schwarz inequality in the second line, Fubini theorem and the 2R-
periodicity of u′ in the third line. �

Lemma 3.2. (Poincaré-Wirtinger inequality in HR)
For every R > 0, there exists a constant CR > 0, such that∫

ΩR

(
u(x)− 1

|ΩR|

∫
ΩR

u dx

)2

dx ≤ CR

∫
ΩR

(
u′(x)

)2
dx for every u ∈ HR. (3.19)

Proof of Lemma 3.2.
See [6, Theorem 1, page 275]. �

Lemma 3.3. (Coercivity of JR)
For all c > 1, the functional JR is coercive on HR for the semi-norm ‖u‖HR

= ‖u′‖L2(ΩR) and
satisfies: JR ≥ 0 on HR.

Proof of Lemma 3.3.
For all u ∈ HR, we have:

JR(u) :=
c2

2

∫
ΩR

(u′(x))2 dx− 1

2

∫
ΩR

(Du(x))2 dx+

∫
ΩR

W (u(x)) dx

≥ 1

2
(c2 − 1)

∫
ΩR

(u′(x))2 dx+

∫
ΩR

W (u(x)) dx (3.20)

≥ 1

2
(c2 − 1)

∫
ΩR

(u′(x))2 dx,

where we have used Lemma 3.1 in the second line and the fact that W ≥ 0 in the third line. We
deduce that:

JR(u) → ∞ as ‖u‖HR
→ ∞.

�

Proposition 3.4. (Existence of a minimizer for problem (1.9))
Let c > 1, then JR has at least one minimizer uR on HR. Moreover uR is solution of (1.3) and
uR ∈ C2(R).

Proof of Proposition 3.4
Let (un)n be a minimizing sequence of JR in HR, i.e. (un)n ⊂ HR and JR(un) → inf

v∈HR

JR(v).

Step 1: Extraction of a subsequence
Since JR(un) → α, then there exists a constant M > 0 such that:

|JR(un)| ≤M for every n ∈ N.
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On the one hand, using (3.20) we have

1

2
(c2 − 1)

∫
ΩR

(u′n(x))
2 dx ≤ JR(un) ≤M,

Hence we obtain the following bound:∫
ΩR

(
u′n(x)

)2
dx ≤ 2M

c2 − 1
:= C1.

Moreover, by Poincaré-Wirtinger inequality (Lemma 3.2), we have:∫
ΩR

(
un(x)−

1

|ΩR|

∫
ΩR

un

)2

dx ≤ CR

∫
ΩR

(
u′n(x)

)2
dx ≤ CRC1.

For every n ∈ N, we define: ũn := un −
⌊

1
|ΩR|

∫
ΩR

un

⌋
∈ HR where bac denotes the floor integer

part of a real a. Then

0 ≤ 1

|ΩR|

∫
ΩR

ũn ≤ 1, and JR(ũn) = JR(un).

Consequently the sequence (ũn)n is bounded in H1(ΩR), implying that there is a subsequence of
(ũn)n, still denoted by (ũn)n, and an element u ∈ H1(ΩR), such that:

ũn ⇀ u =: uR weakly in H1(ΩR). (3.21)

Since |ΩR| is bounded, then by Rellich-Kondrachov theorem, we have:

ũn → u strongly in L2(ΩR), up to a subsequence. (3.22)

Hence, by the Lebesgue inverse theorem, we have

ũn(x) → u(x) for a.e. x ∈ ΩR, up to a subsequence,

and in particular we get

` = lim
n→∞

[ũn(x+ 2R)− ũn(x)] = u(x+ 2R)− u(x),

which implies that u ∈ HR.

Step 2: JR(u) = inf
v∈HR

JR(v)

From relation (3.21) and by lower semi-continuity, we get∫
ΩR

(
u′(x)

)2
dx ≤ lim inf

n→∞

∫
ΩR

(
u′n(x)

)2
dx. (3.23)

Property (3.22) and the periodicity property of Dũn imply:∫
ΩR

(Du(x))2 dx = lim
n→∞

∫
ΩR

(Dũn(x))
2 dx. (3.24)

On the other hand, since W is a bounded and continuous function on R, then Lebesgue dominated
convergence theorem implies:

lim
n→∞

∫
ΩR

W (ũn(x)) dx =

∫
ΩR

W (u(x)) dx. (3.25)
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Relations (3.23), (3.24) and (3.25) imply:

JR(u) ≤ lim inf
n→∞

JR(ũn) = inf
v∈HR

JR(v).

Since u ∈ HR, then JR(u) = inf
v∈HR

JR(v).

Step 3: conclusion
By classical arguments, we get that u = uR solves the Euler-Lagrange equation associated to JR:

−c2u′′ −D2u+W ′(u) = 0 in D′(R). (3.26)

From the fact that
∫
ΩR

u′2 dx ≤ C, we deduce that u ∈ L∞
loc(R) and then from (3.26), we get

u ∈W 2,∞
loc (R), which by bootstrap implies u ∈ C2(R). �

4 Basic uniform bounds on (uR)R

In this section, we denote by uR the solution given in Proposition 3.4. We give some basic bounds
on uR, independent on R, that will be useful later in other sections.

Lemma 4.1. (Bound on the energy)
Let uR be the function constructed in Proposition 3.4, then there exists a constant M > 0, inde-
pendent on R ≥ 1, such that:

JR(uR) ≤M. (4.27)

Proof of Lemma 4.1.
Define the function vR as follows:

vR(x) =


0 if −R ≤ x ≤ 0,
`x if 0 < x ≤ 1,
` if 1 < x ≤ R,
vR(x+ 2R)− vR(x) = ` if x /∈ [−R,R].

Since vR ∈ HR, and uR is a minimizer of JR on HR, then

JR(uR) ≤ JR(vR)

≤ c2

2

∫
ΩR

(v′R)
2 dx+

∫
ΩR

W (vR) dx

=
c2

2

∫ 1

0
(v′R)

2 dx+

∫ 1

0
W (vR) dx

≤ c2`2

2
+ ‖W‖L∞(R) =:M.

This ends the proof. �

Lemma 4.2. (Bound on the total variation of β(uR))
Let us define β(v) :=

∫ v
0

√
W (x) dx. Then

TV (β(uR),ΩR) :=

∫
ΩR

∣∣∣∣ ddxβ(uR(x))
∣∣∣∣ dx ≤ M√

2(c2 − 1)
:=M ′ , (4.28)

where M is the constant given in (4.27).
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Proof of Lemma 4.2.
We have

JR(uR) ≥ c2 − 1

2

∫
ΩR

(u′R)
2 dx+

∫
ΩR

W (uR(x)) dx

≥
√

2(c2 − 1)

∫
ΩR

|u′R|
√
W (uR) dx

=
√

2(c2 − 1)

∫
ΩR

∣∣∣∣ ddxβ(uR)
∣∣∣∣ dx, (4.29)

where, in the first line we have used (3.20), and in the second line we have used Young’s inequality.
We conclude to (4.28) using (4.27). �

Remark 4.3. Notice that the trick used in the second line of (4.29) is sometimes called the Modica-
Mortola trick, see [19] (see also [18]).

Lemma 4.4. (Bounds on W)
There exist γ2 > γ1 > 0 such that

γ1 [dist (a,Z)]2 ≤W (a) ≤ γ2 [dist (a,Z)]2 . (4.30)

The proof is left to the reader using (1.2).

Lemma 4.5. (Bounds on β)
There exist two positive constants C1 and C2 such that

C1min(v2, 1) ≤ |β(v)| ≤ C2v
2 for all v ∈ R. (4.31)

The proof is also left to the reader using (4.30).

5 Cleaning lemma

Lemma 5.1. (Cleaning lemma for β)
Let uR be the function given in Proposition 3.4, δ ∈ (0, 1] and a, b real numbers such that:
−R ≤ a− 1 ≤ a+ 1 ≤ b− 1 ≤ b+ 1 ≤ R. If

sup
x∈[a−1,a+1]∪[b−1,b+1]

|uR(x)| ≤ δ, (5.32)

then there exists a positive constant C, independent of δ and R, such that∫
I

∣∣∣∣ ddxβ(uR(x))
∣∣∣∣ dx ≤ Cδ2 where I = [a, b] ⊂ ΩR, (5.33)

with β defined in Lemma 4.2 above.

Proof of Lemma 5.1.
Set for every u ∈ HR

EI(u) :=
c2

2

∫
I
(u′)2 dx− 1

2

∫
I
(Du)2 dx+

∫
I
W (u) dx.

13



Step 1: Bound on EI(uR)
We will prove

EI(uR) ≥
∫
I

[
c2 − 1

2
(u′R)

2 +W (uR)

]
dx−O(δ2). (5.34)

Let us define a function ũ as follows (which coincides with uR on [a, b])

ũ(x) :=


0 if −∞ ≤ x ≤ a− 1.
uR(a)(x− (a− 1)) if a− 1 ≤ x ≤ a,
uR(x) if a ≤ x ≤ b,
−uR(b)(x− (b+ 1)) if b ≤ x ≤ b+ 1,
0 if b+ 1 ≤ x ≤ +∞.

Then we have:

J(ũ) ≥
∫
R

[
c2 − 1

2

(
ũ′
)2

+W (ũ)

]
≥

∫
I

[
c2 − 1

2

(
u′R
)2

+W (uR)

]
. (5.35)

Notice that

1

2

∫
[a,b]

[
(Dũ)2 − (DuR)

2
]
dx =

1

2

∫
[a,a+ 1

2
]
⋃
[b− 1

2
,b]

[
(Dũ)2 − (DuR)

2
]
dx

≥ −1

2

∫
[a,a+ 1

2
]
⋃
[b− 1

2
,b]
(DuR)

2 dx

≥ −2δ2, (5.36)

where we have used the bound (5.32). On the other hand, we have

J(ũ)− EI(uR) =

∫
(−∞,a)

⋃
(b,+∞)

[
c2

2
ũ′2 − 1

2
(Dũ)2 +W (ũ)

]
dx− 1

2

∫
[a,b]

[
(Dũ)2 − (DuR)

2
]
dx

≤
∫
(a−1,a)

⋃
(b,b+1)

[
c2

2
ũ′2 +W (ũ)

]
dx− 1

2

∫
[a,b]

[
(Dũ)2 − (DuR)

2
]
dx

≤ c2δ2 + 2γ2δ
2 + 2δ2

= O(δ2),

where we have used assumption (5.32), the fact that W (a) ≤ γ2a
2 and (5.36). This computation,

joint to (5.35), shows (5.34).

Step 2: Upper bound on
∫
I

∣∣ d
dxβ(uR(x))

∣∣ dx
In this Step, we will show that∫

I

∣∣∣∣ ddxβ(uR(x))
∣∣∣∣ dx ≤ 1√

2(c2 − 1)

(
O(δ2) + EI(uR)

)
. (5.37)

From (5.34), we have

EI(uR) +O(δ2) ≥
∫
I

(
c2 − 1

2
u′2R +W (uR)

)
≥

√
2(c2 − 1)

∫
I

∣∣∣∣ ddxβ(uR(x))
∣∣∣∣ dx,
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where we have used (4.29). This show (5.37).

Step 3: Bounds on EI(uR) in terms of δ2

We will define a new candidate ū (which coincides with uR outside [a, b]), as follows:

ū(x) :=


uR(x) if x ∈ ΩR\[a, b],
−uR(a)(x− (a+ 1)) if x ∈ (a, a+ 1),
0 if x ∈ (a+ 1, b− 1),
uR(b)(x− (b− 1)) if x ∈ (b− 1, b).

Since uR minimizes JR, then
JR(uR) ≤ JR(ū). (5.38)

We want to use this inequality to estimate EI . We have

JR(uR) = EI(uR) + EΩR\I(uR) (5.39)

and
JR(ū) = EI(ū) + EΩR\I(ū) (5.40)

By relations (5.38), (5.39) and (5.40), we obtain the following inequality

EI(uR) ≤ JR(ū)− EΩR\I(uR)

≤ EI(ū) + EΩR\I(ū)− EΩR\I(uR)

= EI(ū)−
1

2

∫
ΩR\I

[
(Dū)2 − (DuR)

2
]

= EI(ū)−
1

2

∫
[a− 1

2
,a]

⋃
[b,b+ 1

2
]

[
(Dū)2 − (DuR)

2
]

≤ EI(ū) +
1

2

∫
[a− 1

2
,a]

⋃
[b,b+ 1

2
]
(DuR)

2

≤ O(δ2).

Therefore EI(uR) ≤ O(δ2).

Step 4: Conclusion
Finally, by using steps 2 and 3, we obtain∫

I

∣∣∣∣ ddxβ(uR)
∣∣∣∣ dx ≤ Cδ2.

�

Lemma 5.2. (Cleaning lemma for uR)
There exists δ0 ∈ (0, 1] such that the following holds. Let uR be the function given in Proposition
3.4, δ ∈ (0, δ0) and a, b real numbers such that: −R ≤ a− 1 ≤ a+ 1 ≤ b− 1 ≤ b+ 1 ≤ R. If

sup
x∈[a−1,a+1]∪[b−1,b+1]

|uR(x)| ≤ δ,

then there exists a constant ν ≥ 1, independent of δ and R, such that

|uR(x)| ≤ νδ on I = [a, b]. (5.41)
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Proof of Lemma 5.2.
By the cleaning lemma 5.1, we have ∫

I

∣∣∣∣ ddxβ(uR)
∣∣∣∣ dx ≤ Cδ2.

Moreover, for every x ∈ [a, b] we have

β(uR(x)) = β(uR(a)) +

∫ x

a

d

dx
(β(uR(x))) dy.

Hence using (4.31), we get

|β(uR(x))| ≤ C2δ
2 + Cδ2 =: C3δ

2.

Using (4.31) again, we obtain

C1min(u2R(x), 1) ≤ |β(uR(x))| ≤ C3δ
2.

Consequently min(u2R(x), 1) ≤
C3
C1
δ2. Hence for δ < δ0 := min(1,

√
C1/C3), we have

|uR(x)| ≤ νδ for all x ∈ I,

with ν =
√
C3/C1 ≥ 1. �

6 Uniform bounds on the “jumps” of uR

In this section, we improve the bounds on uR given in Section 4, using the cleaning lemma 5.2.
The main result of this section is the following decomposition property of the solution uR:

Proposition 6.1. (Uniform bounds on the ”jumps” of uR for finite R)
There exist N̄ ∈ N and δ1 > 0, such that for all δ ∈ (0, δ1), there exists Lδ > 0, such that for all
R large enough, there exists uR a solution of (1.3) constructed in Proposition 3.4, such that there
exists an integer K ∈

{
1, ..., N̄

}
such that the following holds.

There exists a finite sequence of intervals (Ĩi)i=1,...,K , such that Ĩi ⊂ ΩR for each i = 1, ...,K and

|uR(x)− ki| ≤ Cδ on Ĩi for some ki ∈ Z, for each i = 1, ...,K,

sup Ĩi ≤ inf Ĩi+1 for each i = 1, · · · ,K − 1,∣∣∣∣ K⋃
i=1

Ĩi

∣∣∣∣ ≥ 2R− Lδ.

(6.42)

Moreover, we have the following bounds

sup
ΩR

uR − inf
ΩR

uR ≤ N̄ ,

K ≤ N̄ ,∑
i=1,...,K

|ki+1 − ki| ≤ N̄ with kK+1 := k1 + `.

(6.43)
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Proof of Proposition 6.1.
We do the proof in several steps. We start defining the following sets

Eδ :=

{
x ∈ ΩR ; dist (uR(x),Z) ≤

δ

2

}
,

and

Fδ := ΩR\Eδ =
{
x ∈ ΩR ; dist (uR(x),Z) >

δ

2

}
.

Step 1: |Eδ| ≥ 2R− Cδ, with Cδ is independent on R

Let mδ be a positive constant such that W ≥ mδ > 0 on R\
(
Z+B δ

2
(0)
)
, then we have:

mδ|Fδ| ≤
∫
Fδ

W (uR) dx ≤
∫
ΩR

W (uR) dx

≤ JR(uR) ≤M.

where M independent of R, is the constant of Lemma 4.1. Notice that in the second line, we used
(3.20) and c > 1. Hence

|Fδ| ≤
M

mδ
=: Cδ,

and
|Eδ| ≥ 2R− Cδ.

Step 2: Bound on the oscillation of uR
By Lemma 4.2, we have

TV (β(uR),ΩR) ≤M ′, (6.44)

where M ′ is the positive constant independent on R, given in inequality (4.28). Then

max
ΩR

β(uR)−min
ΩR

β(uR) ≤M ′.

Since β is nondecreasing then we have

max
ΩR

β(uR)−min
ΩR

β(uR) = β

(
max
ΩR

(uR)

)
− β

(
min
ΩR

(uR)

)
.

Using the 1-periodicity of W and the definition of β, we get⌊
max
ΩR

uR −min
ΩR

uR

⌋∫ 1

0

√
W (v) dv ≤

∫ maxΩR
uR

minΩR
uR

√
W (v) dv ≤M ′.

Hence

max
ΩR

uR −min
ΩR

uR ≤ 1 +
M ′∫ 1

0

√
W (v) dv

= 1 +
M ′

β(1)
. (6.45)

Step 3: Definition of the sets Ek

Let k be an integer, and

Ek :=

{
x ∈ ΩR ; |uR(x)− k| ≤ δ

2

}
.

By Step 2, there is a finite number of integers k, such that Ek 6= ∅. Let K =
{
k ∈ Z, Ek 6= ∅

}
and

set K := card (K). We write
K =

{
k̄1, ..., k̄K

}
17



where the order of the k̄j ’s is the same as the order of (inf Ek̄j )’s. In particular we have (with
|ej | ≤ δ

2 <
1
4)

M ′ ≥ TV (β(uR),ΩR) ≥ inf
(ej)j

K−1∑
j=1

∣∣β(k̄j+1 + ej+1)− β(k̄j + ej)
∣∣

≥ (K − 1)

[
β(1− δ

2
)− β(

δ

2
)

]
,

Then

K ≤ 1 +
M ′

β(1− δ
2)− β( δ2)

≤ 1 +
M ′

β(34)− β(14)
. (6.46)

Furthermore, we find that

Eδ =
⋃
k∈K

Ek.

Then by Step 1

|Eδ| =
∑
k∈K

|Ek| ≥ 2R− Cδ.

Step 4: For k ∈ K fixed, covering of Ek by intervals Iki , each of length 2
We define the finite sequence (xki )i=0,...,Nk

δ
, for 0 ≤ i ≤ Nk

δ , as follows:

1. xk0 = inf
{
x ∈ Ek, x ≥ −R

}
,

2. xki+1 := inf
{
x ∈ Ek, xki + 2 ≤ x ≤ R

}
.

Let us define the following set Iki = [xki , x
k
i + 2], for every 0 ≤ i ≤ Nk

δ . We have also

Ek ⊂
⋃

i=0,...,Nk
δ

Iki .

Notice that Iki ⊂ ΩR for i = 0, . . . , Nk
δ − 1, and that Ik

Nk
δ

may not be included in ΩR.

Step 5: Dichotomy on the sets Iki
For every interval Iki , there are two possibilities:

a. There is an element yki ∈ Iki such that |uR(yki )− k| > δ.
Hence if uR(y

k
i ) ≥ uR(x

k
i ), then

β(uR(y
k
i ))− β(uR(x

k
i )) ≥

∫ uR(yki )

uR(xki )

√
W (v) dv

≥
∫ k+(uR(yki )−k)

k+|uR(xki )−k|

√
W (v) dv

≥
∫ k+δ

k+ δ
2

√
W (v) dv

≥ √
γ1

[
v2

2

]δ
δ
2

≥ Cδ2,
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with C = 3
8

√
γ1, where we have used Lemma 4.4 with δ < 1

2 .

The case uR(y
k
i ) < uR(x

k
i ) ≤ k + δ

2 is similar. Therefore

TV (β(uR), I
k
i ) ≥

∣∣∣β(uR(yki ))− β(uR(x
k
i ))
∣∣∣ ≥ Cδ2.

b. Otherwise |uR(x)− k| ≤ δ for every x ∈ Iki .

Then we define two subsets of indices following the dichotomy:

Mk
a :=

{
i ∈ {0, . . . , Nk

δ }, ∃yki ∈ Iki such that |uR(yki )− k| > δ
}
,

Mk
b :=

{
i ∈ {0, . . . , Nk

δ } such that |uR(x)− k| ≤ δ, ∀x ∈ Iki
}
,

and the associated sets
Ek
α =

⋃
i∈Mk

α

Iki where α = a, b.

We have: Ek ⊂ Ek
a ∪ Ekb .

Step 6: Total variation and |Eka | ≤ C ′
δ

Since Ik
Nk

δ

may not be included in ΩR, we deduce the following bound from below

M ′ ≥ TV (β(uR),ΩR) ≥
∑

i∈Mk
a \{Nk

δ }

TV (β(uR), I
k
i ) ≥ Cδ2

(
card (Mk

a )− 1
)
.

This shows that card(Mk
a ) ≤ 1 + M ′

Cδ2
. Consequently we have:

|Eka | ≤
∑
i∈Mk

a

|Iki |

= 2 card(Mk
a )

≤ 2

(
1 +

M ′

Cδ2

)
=: C ′

δ.

Therefore the set Eα =
⋃
k∈K

Ekα satisfies for α = a

|Ea| ≤ card(K)C ′
δ = KC ′

δ.

Step 7: Replacement of Ekb by a large interval
Let us consider the convex hull:

Êkb =



conv

( ⋃
i∈Mk

b \{N
k
δ }
Iki

)
if Nk

δ ∈Mk
b and R ∈ Int(Ik

Nk
δ

),

conv

( ⋃
i∈Mk

b

Iki

)
otherwise.

where we recall that Int(A) is the interior of a set A. Notice that by definition, Êkb ⊂ ΩR. Let us
call

Ekc =


Ik
Nk

δ

if Nk
δ ∈Mk

b and R ∈ Int(Ik
Nk

δ

),

∅ otherwise.

19



Notice that Ek
b ⊂ Êkb

⋃
Ekc and |Ekc | ≤ 2 with Ekc 6= ∅ for at most one k ∈ K. This shows that

Eb ⊂ Ec ∪

(⋃
k∈K

Êkb

)
with Ec =

⋃
k∈K

Ek
c and |Ec| ≤ 2 (6.47)

If the cardinal of the set of indices defining Êkb is bigger or equal 2, just take the first and last
interval, and then apply the cleaning lemma 5.2 to obtain:

|u(x)− k| ≤ νδ on Êkb , (6.48)

with ν ≥ 1. If the cardinal is 1 then (6.48) is still true.

Step 8: Definition of Lδ
Recall that Eδ =

⋃
k∈K

Ek ⊂ Ea ∪Eb, with |Eδ| ≥ 2R− Cδ and |Ea| ≤ KC ′
δ.

Therefore
|Eb| ≥ 2R− Cδ −KC ′

δ.

Then (6.47) implies that∑
k∈K

|Êk
b | ≥ 2R− Lδ with Lδ = Cδ +KC ′

δ + 2 (6.49)

with K independent on R, bounded in (6.46).

Step 9: Conclusion
We can change the names of the integers, writing the set

K =
{
k̄1, ..., k̄K

}
= {k1, ..., kK}

where the integers ki’s are chosen such that the intervals

Ĩi := Êki
b

satisfy
sup Ĩi ≤ inf Ĩi+1.

Then (6.48) and (6.49) imply (6.42).
Moreover, for R ≥ 1 and kK+1 = `+ k1, we have (using (6.44))

2M ′ ≥ TV (β(uR), (−R, 3R))

≥ inf
(ej)j

K∑
j=1

|β(kj+1 + ej+1)− β(kj + ej)|

≥
K∑
j=1

max
(
0, |β(kj+1)− β(kj)| − 2C2ν

2δ2
)

≥
K∑
j=1

max
(
0, β(1)|kj+1 − kj | − 2C2ν

2δ2
)
,

where in the third line, we have used the fact that |ej | ≤ νδ and (4.31).

Because |kj+1 − kj | ≥ 1 for 1 ≤ j ≤ K − 1 and for 2C2ν
2δ2 ≤ β(1)

2 , we get

K ≤ 1 +
4M ′

β(1)
=: N̄ . (6.50)
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Because kK+1 := k1 + `, notice that we may have kK+1 = kK or not. In any cases, we get

K∑
j=1

|kj+1 − kj | ≤
4M ′

β(1)
≤ N̄ . (6.51)

Therefore (6.50), (6.51) and (6.45) imply (6.43), for

δ1 = min

1

2
, δ0,

√
β(1)

4C2ν2

 .

This ends the proof of the proposition. �

7 Proof of Proposition 1.4 and the limit as R goes to

infinity

This section is composed of two independent subsections. In a first subsection, we prove Proposition
1.4 and in a second subsection we study the limit of the solution uR as R goes to infinity.

7.1 The energy E(k) and proof of Proposition 1.4

Proof of Proposition 1.4
Proof of (i).
From (3.20), we have for all ψ ∈ C∞

c (R)

J(ψ) ≥ c2 − 1

2

∫
R
(ψ′)2 dx+

∫
R
W (ψ) dx ≥ 0 = J(0).

Therefore 0 = J(0) ≤ inf
ψ∈C∞

c (R)
J(ψ) = E(0) ≤ J(0) and then E(0) = 0.

Proof of (ii).
Let k ∈ Z and ψ ∈ C∞

c (R). Notice that if u ∈ H, then

J(u(−·)) = J(u) and J(u+ l) = J(u) if l ∈ Z.

Therefore

J (−kϕ+ ψ) = J (−kϕ(−·) + ψ(−·))
= J (k(−ϕ(−·)) + ψ(−·))
= J (k(ϕ− 1) + ψ(−·)))
= J (kϕ+ ψ(−·)) ,

where we have used (1.5), namely ϕ(x) = 1− ϕ(−x). Thus

E(−k) = inf
ψ
J(−kϕ+ ψ) = inf

ψ(−·)
J(kϕ+ ψ(−·)) = E(k).

Proof of (iii).
Let k ∈ Z. We know that E(k) = inf

ψ∈C∞
c (R)

J(kϕ + ψ). Then for all η > 0 and j ∈ Z there exists

ψjη ∈ C∞
c (R) such that ∣∣E(j)− J(jϕ+ ψjη)

∣∣ ≤ η. (7.52)
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Let
ψk = (k − p)ϕ(·+ n) + ψk−pη (·+ n) + pϕ(· − n) + ψpη(· − n)− kϕ ∈ C∞

c (R),
then for p ∈ Z, we have

E(k) ≤ J(kϕ+ ψk)

≤ J
(
(k − p)ϕ(·+ n) + ψk−pη (·+ n) + pϕ(· − n) + ψpη(· − n)

)
≤ J

(
kϕ(·+ n) + ψk−pη (·+ n)

)
+ J

(
pϕ(· − n) + ψpη(· − n)

)
≤ E(k − p) + E(p) + 2η,

where we choose n ≥ 2 in the third line, large enough such that for |a| ≤ 1
2

supp
(
ψk−pη ((·+ n) + a)

)⋂
supp

(
ψk−pη ((· − n)− a)

)
= ∅

and in the last line we applied (7.52). Letting η tend to zero in the last inequality, we deduce that

E(k) ≤ E(k − p) + E(p).

�

7.2 The limit R → +∞
We first start this subsection with a simple passage to the limit in the function uR, where the first
properties of the limit are given in Proposition 7.1. A further stability property (whose the proof
is more involved) is given in a second result (see Proposition 7.2).
We recall that the solution uR given in Proposition 3.4 depends on ` through the definition of the
space HR in (6.51), namely

HR :=
{
u ∈ H1

loc(R) such that u(x+ 2R)− u(x) = `
}
.

Proposition 7.1. (Limit of uR)
For any ` ∈ Z\{0}, there is s ∈ Z\{0} such that there exists a solution u of (1.3) satisfying

u(−∞) = 0 and u(+∞) = s

and up to extract a subsequence, we have

uR(·+ bR) +mR → u in L∞
loc(R) as R→ +∞

where uR is given in Proposition 3.4, and for sequences of reals bR and integers mR.
Moreover, if ` ∈ 1 + 2Z, then we can choose s ∈ 1 + 2Z.

Proof of Proposition 7.1.
We apply Proposition 6.1 to use the properties of uR and do the proof in two steps.

Step 1: Normalization of uR.
We fix ` ∈ Z\{0}. We first notice that from Proposition 6.1 we have

∣∣∣∣∣
K⋃
i=1

Ĩi

∣∣∣∣∣ ≥ 2R− Lδ with Ĩi ⊂ ΩR, and |Ĩi ∩ Ĩj | = 0 for i 6= j,

|u− ki| ≤ Cδ on Ĩi, for i = 1, ...,K,

` =
K∑
i=1

(ki+1 − ki) and
K∑
i=1

|ki+1 − ki| ≤ N̄

(7.53)
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where kK+1 = k1 + `. Up to reduce the number K of intervals, up to change uR in uR + nR (for
some integer nR), and up to extract a subsequence, we can always assume that K ≥ 1 is fixed and
the values ki for i = 1, ...,K are fixed as R goes to infinity, and

|Ĩi| → +∞ as R→ +∞ for each i = 1, ...,K.

In the particular case K = 1, notice that by periodicity Ĩ1 + 2R is another interval of length going
to +∞ as R → +∞, such that |u − (k1 + `)| ≤ Cδ on Ĩ1 + 2R. Calling z1 the center of Ĩ1 and
shifting z1 to −R, we get a solution still denoted by uR like on Figure 2.

Figure 2: Schematic graph of the function uR

Step 2: Definition of s
Therefore for any fixed choice s = si0 := ki0+1−ki0 ∈ Z\{0}, up to replace uR(x) by uR(x+bR)+mR

(for some real bR and integer mR), we have a solution still denoted by uR like on Figure 3.

Figure 3: Graph of the “s-transition uR”
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with 

|uR| ≤ Cδ on (−µR − Lδ/2,−Lδ/2)

|uR − s| ≤ Cδ on (Lδ/2, Lδ/2 + µR)

|uR| ≤ N̄ + Cδ on (−µR − Lδ/2, µR + Lδ/2)

with µR → +∞ as R→ +∞.

(7.54)

Notice that because of the last line of (7.53), if ` = 1 (mod 2) then there exists i0 ∈ {1, . . . ,K}
such that s = si0 = ki0+1 − ki0 = 1 (mod 2).
Therefore, we can pass to the limit in (1.3) and get a solution u of (1.3) satisfying (7.54) with
µR = +∞.
From Proposition 2.1, we deduce (for δ > 0 fixed but small enough) that u(−∞) = 0 and u(+∞) =
s. This ends the proof of the proposition. �

Proposition 7.2. (` is not stable)
Let u be the function constructed in Proposition 7.1. Under the assumptions of Proposition 7.1, we
have

J(u) = E(s), (7.55)

and
E(s) + E(`− s) ≤ E(`). (7.56)

Consequently if s 6= `, then ` is not stable.

In order to prove Proposition 7.2, we need the following lemma, whose proof is similar to the one
of Lemma 3.1 (that is why we skip its proof).

Lemma 7.3. (Control on Du on a half line)
For every measurable function u such that u′ ∈ L2(R), we have∫ 0

−∞
|Du|2 dx ≤

∫ 1
2

−∞
u′2 dx.

Proof of Proposition 7.2
We will prove (7.56) in the six first steps and (7.55) in the seventh step.

Step 1: Preliminaries
Let ϕ be the function defined in the introduction (see Subsection 1.2). Then we set

ϕR(x) :=
∑
k≥0

ϕ(x− 2kR) +
∑
k<0

(ϕ(x− 2kR)− 1) , (7.57)

and check that `ϕR ∈ HR.

Step 2: JR(`ϕR + ψ) = J(`ϕ+ ψ) for all ψ ∈ C∞
c (R) with supp ψ ⊂ [−R+ 1

2 , R− 1
2 ].

Straightforward, because ϕR = ϕ on [−R− 1, R+ 1] for R ≥ 2.

Step 3: Splitting of uR in “two phase transitions” ũR and ûR
We use the same notations as in Step 2 of the proof of Proposition 7.1. In particular, we are in the
situation of Figure 3.
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Let aR = µR+Lδ
2 . Let ξ ∈ C∞

c (R) such that

ξ = 1 on [−aR +
1

2
, aR − 1

2
], supp(ξ) ⊂ [−aR − 1

2
, aR +

1

2
] and 0 ≤ ξ ≤ 1.

See in particular Figure 4 for the graph of ξ.

Figure 4: Possible graphs for uR and ξ.

Set
ξR(x) =

∑
k≥0

ξ(x− 2kR) +
∑
k≤−1

ξ(x− 2kR)

and 
ϕ̃sR = sϕR,

ϕ̂`−sR = (`− s)ϕR(· −R),

ϕ`R = ϕ̃sR + ϕ̂`−sR .

Then we can write uR as
uR = ũR + ûR, (7.58)

where
ũR = ξR

(
uR − ϕ`R

)
+ ϕ̃sR and ûR = (1− ξR)

(
uR − ϕ`R

)
+ ϕ̂`−sR .

See Figure 5 for the graph of ũR.
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Figure 5: Schematic graph for ũR.

Notice that we have in particular
|ũR| ≤ δ on [−aR − µR

2 ,−aR + µR
2 ],

and

|ũR − s| ≤ δ on [aR − µR
2 , aR + µR

2 ].

(7.59)

We set

Λ(v) :=
c2v′2

2
− 1

2
(Dv)2 +W (v)

for the integrand arising in the definition of J . We have

Λ(ũR + ûR)− Λ(ũR)− Λ(ûR) = c2ũ′Rû
′
R − (DũR)(DûR) +W (ũR + ûR)−W (ũR)−W (ûR),

with [
supp(ũ′R)

⋃
supp(DũR)

⋃
supp(W (ũR))

]⋂
ΩR ⊂ [−aR − 1, aR + 1] =: ĨR,

and [
supp(û′R)

⋃
supp(DûR)

⋃
supp(W (ûR))

]⋂
ΩR ⊂ ΩR\[−aR + 1, aR − 1] =: ÎR.

Therefore

JR(uR)−JR(ũR)−JR(ûR) =
∫
ĨR

⋂
ÎR

{
c2ũ′Rû

′
R − (DũR)(DûR) +W (ũR + ûR)−W (ũR)−W (ûR)

}
.

We have

ĨR
⋂
ÎR = I−

⋃
I+ with I− = [−aR − 1, aR + 1], I+ = [aR − 1, aR + 1]

From (7.54) and using the PDE (1.3) satisfied by uR, we get that

|u′R|, |DuR|,
√

|W (uR)| ≤ C ′δ on I±.

Notice that it is also possible (but not necessary) to use the exponential decay property of uR on
[−Lδ/2− µR,−Lδ/2] and on [Lδ/2, Lδ/2 + µR], (see Proposition 2.1 (iii)).
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Therefore, we can easily get

JR (ũR) + JR (ûR) ≤ JR(uR) + Cδ2. (7.60)

Step 4: E(s) ≤ J(ũ)
We define

ũ(x) =


ũR(−R) = 0 for x ≤ −R,

ũR(x) for −R ≤ x ≤ R,

ũR(R) = s for x ≥ R.

Notice that ũ is constant on (−∞,−R+ 1] and on [R− 1,+∞). Therefore, J(ũ) = JR(uR).

Moreover ũ ∈ sϕ+ C∞
c (R). Therefore

E(s) ≤ J(ũ).

Step 5: E(`− s) ≤ J (û)
We define

û(x) =


ûR(−R+R) = 0 for x ≤ −R,

ûR(x+R) for −R ≤ x ≤ R,

ûR(R+R) = `− s for x ≥ R.

Similarly, we have

E(`− s) ≤ J(û) =

∫ 2R

0
Λ(ûR)(x) dx = JR(ûR),

because ûR(x)− (`− s)x/(2R) is 2R-periodic.
Step 6: Conclusion
From (7.60) and Steps 4 and 5, we have for ψ ∈ C∞

c (R) with supp ψ ⊂ [−R+ 1
2 , R− 1

2 ]

E(s) + E(`− s) ≤ J(ũ) + J(û)

= JR(ũR) + JR(ûR)

≤ JR(uR) + Cδ2

≤ JR(`ϕR + ψ) + Cδ2

= J(`ϕ+ ψ) + Cδ2.

Because δ > 0 is arbitrarily small, and then R arbitrarily large, (see Proposition 6.1), we get for
all ψ ∈ C∞

c (R)
E(s) + E(`− s) ≤ J (`ϕ+ ψ) . (7.61)

Consequently
E(s) + E(`− s) ≤ E(`).

Step 7: Proof of (7.55)
Step 7.1: JR(uR) ≤ E(s) + E(`− s) + η for R ≥ R0(η)
For every η > 0 there exists ψsη ∈ C∞

c (R) such that

J(sϕ+ ψsη) ≤ E(s) + η,
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and there exists ψ`−sη ∈ C∞
c (R) such that

J((`− s)ϕ+ ψ`−sη ) ≤ E(`− s) + η.

For R > 0 large enough (with in particular R ≥ 2)

supp ψsη ⊂ [−R/4, R/4],

and
supp ψ`−sη ⊂ [−R/4, R/4].

We set
ũs(x) = sϕR(x) +

∑
k∈Z

ψsη(x− 2kR),

û`−s(x+R) = (`− s)ϕR(x) +
∑
k∈Z

ψ`−sη (x− 2kR),

and
u = ũs + û`−s ∈ HR.

Notice that by construction, we have (ũs)′(x + a)(û`−s)′(x) = 0 for every a ∈ [0, 1]. Then we
compute:

JR(uR) ≤ JR(u)

= JR(ũ
s) + JR(û

`−s)

= JR(ũ
s) + JR(û

`−s(·+R))

= JR(sϕ++ψsη) + JR((`− s)ϕ++ψ`−sη )

≤ E(s) + E(`− s) + 2η,

for any R ≥ R0(η). This shows the statement of Step 7.1.

Step 7.2: JR(ũR) ≤ E(s) + η for R ≥ R0(η)
We recall that

JR(ũR) + JR(ûR) ≤ JR(uR) + Cδ2,

for uR given in Proposition 6.1- Proposition 7.1 for some R ≥ R1(δ).
This implies that

JR(ũR) + JR(ûR) ≤ E(s) + E(`− s) + 2η + Cδ2,

for R ≥ max(R1(δ), R0(η)). On the other hand, we have

E(s) ≤ J(ũ) = JR(ũR) and E(`− s) ≤ J(û) = JR(ûR).

This implies
0 ≤ JR(ũR)− E(s) ≤ 2η + Cδ2

and
0 ≤ JR(ûR)−E(`− s) ≤ 2η + Cδ2.

Step 7.3: Conclusion: J(u) ≤ E(s)
For any A such that aR − 1 ≥ A ≥ Lδ/2 + 2, we get:

JR(ũR) ≥ JA(ũR) +

∫
[−∞,−A]

⋃
[A,+∞]

[
c2

2
(ũ′R)

2 − 1

2
(DũR)

2

]
≥ JA(ũR)−

∫
[−A− 1

2
,−A]

⋃
[A,A+ 1

2
]

1

2
(DũR)

2

≥ JA(ũR)− Cδ2,
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where we have used c ≥ 1 and Lemma 7.3 in the second line. In the third line, we used (see (7.59))
the fact that |ũR| ≤ Cδ on [−A− 1,−A+ 1

2 ] and |ũR − s| ≤ Cδ on [A− 1
2 , A+ 1].

Therefore
JA(ũR) ≤ E(s) + 2η + C ′δ2,

ũR = uR on [−A,A]

and
D(ũR) = D(uR) on [−A,A].

This implies that
JA(uR) ≤ E(s) + 2η + C ′δ2.

Passing to the limit R→ +∞, we get

JA(u) ≤ E(s) + 2η + C ′δ2.

Because η > 0 is arbitrarily small, we get

JA(u) ≤ E(s) + C ′δ2.

This implies (with both δ → 0 and A→ ∞) that

J(u) ≤ E(s).

On the other hand, it is easy to show that

E(s) ≤ J(u)

using an approximation of u by sϕ+ψ with ψ ∈ C∞
c (R). This shows that J(u) = E(s), which ends

the proof of the Proposition. �

8 Stability

In this section, we give the proofs of the main results (Theorems 1.10, 1.8 and 1.9).
In order to do the proof of Theorem 1.10, we need the following lemma, whose proof is similar to
the one of Lemma 3.1 (that is why we skip its proof).

Lemma 8.1. (Control on Du on the whole line)
For every function u ∈ H1

loc(R), such that u′ ∈ L2(R), we have∫
R
|Du|2 dx ≤

∫
R
(u′)2 dx.

Proof of Theorem 1.10
To show that the integer 1 is stable, we have to prove the following inequality

E(1) < E(s) + E(1− s) for every s ∈ Z\{0, 1}. (8.62)

Step 1: Lower bound on E(s)
Using Lemma 8.1, we get for any u ∈ sϕ+ C∞

c (R)

J(u) ≥
(
c2 − 1

)
2

∫
R

(
u′(x)

)2
dx+

∫
R
W (u(x)) dx.
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Following the proof of Lemma 4.2, we get (with β defined in Lemma 4.2)

J(u) ≥
√

2(c2 − 1)

∫ +∞

−∞
|u′(x)|

√
W (u(x)) dx

≥
√

2(c2 − 1)

∫ |s|

0
|β′(y)| dy

= |s|
√

2(c2 − 1)β(1).

Therefore
E(s) ≥ |s|

√
2(c2 − 1)β(1).

Step 2: Upper bound on E(1)

Let φ ∈ C2(R) be a function satisfying φ(−∞) = 0, φ(+∞) = 1, and c2

2 (φ′(x))2 = W (φ(x)). This
function exists because of our assumption (1.2).
Then

J(φ) <
c2

2

∫
R

(
φ′(x)

)2
dx+

∫
R
W (φ(x))

= c
√
2

∫ +∞

−∞
|φ′(x)|

√
W (φ(x)) dx = c

√
2

∫ 1

0
β′(u) du

= c
√
2β(1).

Using the fact that φ can be approximated by ϕ + ψ with ψ ∈ C∞
c (R), we deduce that for any

η > 0, there exists ψη ∈ C∞
c (R) such that

|J(φ)− J(ϕ+ ψη)| ≤ η.

Therefore

E(1) ≤ J(ϕ+ ψη)

≤ J(φ) + η,

Taking the limit η → 0, we get
E(1) ≤ J(φ) < c

√
2β(1).

Step 3. Conclusion
Equality in (8.62) never holds for s = −1, 0, 1, 2. Therefore, inequality (8.62) is satisfied if

c
√
2β(1) ≤ (|s|+ |1− s|)β(1)

√
2(c2 − 1) for s ∈ Z\{−1, 0, 1, 2}

i.e. if c ≤ 5
√
c2 − 1. Consequently (8.62) is true if c ≥

√
25
24 . �

We will show the following result

Theorem 8.2. (Relation between stability and transition)
If ` ∈ Z is stable, then the solution u constructed in Proposition 7.1, is a `-transition.

Proof of Theorem 1.8.
Apply Theorem 8.2.
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Proof of Theorem 8.2.
Let ` ∈ Z\{0} be stable. As usual, we consider uR such that uR(x + 2R) = uR(x) + `. By
Proposition 7.1 and Proposition 7.2 there exists a solution u which satisfies:

u(−∞) = 0, u(+∞) = s,
u solves (1.3),
J(u) = E(s)

We also have s = `, because ` is stable. Moreover, from the exponential decay property (Theorem
1.2) and the PDE (1.3), we deduce that

u ∈ H ∩ C2(R).

Therefore u is a `-transition. �

In order to prove Theorem 1.9, we introduce the set

I = arg inf
k∈1+2Z

E(k).

Note that by Step 1 of the proof of Theorem 1.10, we have I 6= ∅.

Lemma 8.3. (Stability of the elements of I)
k is stable for every k ∈ I.

Proof of Lemma 8.3
Let k ∈ I, we want to show that for any ` ∈ Z\{0, k}

E(k) < E(k − `) + E(`). (8.63)

By definition of I, for any k′ ∈ 1 + 2Z, we have

E(k′) ≥ inf
p∈1+2Z

E(p) = E(k). (8.64)

Let ` ∈ Z\{0}.

Case 1: ` ∈ 2Z\{0}
Then E(`) > 0 and taking k′ = k − ` in (8.64), we get E(k − `) ≥ E(k). This implies (8.63).

Case 2: ` ∈ 1 + 2Z\{k}
Then E(k − `) > 0 and taking k′ = ` in (8.64), we get E(`) ≥ E(k). Similarly this implies (8.63),
and then it shows that k is stable. �

Proof of Theorem 1.9.
We simply apply Lemma 8.3. �

We can also get some results for even integers as follows. Set

I ′ = arg inf
k∈2Z\{0}

E(k).

Lemma 8.4. (Stability of elements of I ′)
If

inf
k∈2Z\{0}

E(k) < 2

(
inf

j∈1+2Z
E(j)

)
, (8.65)

then any k ∈ I ′ is stable.
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Proof of Lemma 8.4
Let k ∈ I ′ and l ∈ Z, then we have two possibilities.

Case 1: l ∈ 2Z\{0, k}
This implies that 0 < E(k) ≤ E(l). On the other hand, we have also k − l ∈ 2Z\{0}. Hence

E(k) < E(k − l) + E(l).

Case 2: l ∈ 1 + 2Z
Then k − l ∈ 1 + 2Z\{0} and

E(l) ≥ E(k′) and E(k − l) ≥ E(k′) for all k′ ∈ I. (8.66)

If
E(k) = E(k − l) + E(l), (8.67)

then by equations (8.66), we have E(k) ≥ 2E(k′) for all k′ ∈ I. This contradicts assumption (8.65).
Consequently, from Proposition 1.4, we deduce that E(k) < E(k − l) + E(l).
This shows that k is stable. �
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