
HAL Id: hal-00684088
https://hal.science/hal-00684088v1

Preprint submitted on 30 Mar 2012 (v1), last revised 14 Dec 2013 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On the class of gamma-mixing graphs
Mikhail Isaev, K.V Isaeva

To cite this version:

Mikhail Isaev, K.V Isaeva. On the class of gamma-mixing graphs. 2012. �hal-00684088v1�

https://hal.science/hal-00684088v1
https://hal.archives-ouvertes.fr


On the class of γ-mixing graphs

M.I. Isaev and K.V. Isaeva

Abstract

We study three mixing properties of a graph: large algebraic connec-
tivity, large Cheeger constant (isoperimetric number) and large spectral
gap from 1 for the second largest eigenvalue of the transition probability
matrix of the random walk on the graph. We prove equivalence of this
properties (in some sense). We give estimates for the probability for a ran-
dom graph to satisfy these properties. In addition, we present asymptotic
formulas for the numbers of Eulerian orientations and Eulerian circuits in
an undirected simple graph.

1 Introduction

Let G be an undirected simple graph with vertex set V G and edge set EG.
We define n× n matrix Q by

Qjk =







−1, {vj , vk} ∈ EG,
dj , j = k,
0, otherwise,

(1)

where n = |V G| and dj denotes the degree of vj ∈ V G. The matrix Q = Q(G)
is called the Laplacian matrix of the graph G. The eigenvalues λ1 ≤ λ2 ≤
. . . ≤ λn of the matrix Q are always non-negative real numbers and λ1 = 0.
The eigenvalue λ2 = λ2(G) is called the algebraic connectivity of the graph G.
The original theory related to algebraic connectivity was produced by Fiedler,
see [5], [6]. The number λ2(G) is a discrete analogue of the smallest positive
eigenvalue of the Laplace differential operator on the Riemannian manifold.
(For more information on the spectral properties of the Laplace matrix see, for
example, [13] and references therein.)

Let Fγ be the set of simple graphs G satisfying the following property:

Property 1. The algebraic connectivity λ2(G) ≥ γ|V G|.

For a subset of vertices A ⊆ V G let ∂A denote the set of all edges connecting
a vertex in A and a vertex outside A:

∂A = {{u, v} ∈ EG : u ∈ A, v ∈ V G \A} . (2)
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The Cheeger constant (or isoperimetric number) of G, denoted i(G), is defined
by

i(G) = min

{ |∂A|
|A| : A ⊂ V G, 0 < |A| ≤ |V G|

2

}

. (3)

The number i(G) is a discrete analogue of the (Cheeger) isoperimetric con-
stant in the theory of Riemannian manifolds and it has many interesting inter-
pretations (for more detailed information see, for example, [12] and references
therein).

Let Cγ be the set of simple graphs G satisfying the following property:

Property 2. The Cheeger constant (isoperimetric number) i(G) ≥ γ|V G|.

Let P = P (G) be the transition probability matrix of the random walk on
the graph G.

Pjk =

{ 1
dj
, {vj , vk} ∈ EG,

0, otherwise,
(4)

The eigenvalues of P are such that

1 = χ1 ≥ χ2 . . . ≥ χn ≥ −1. (5)

The graph G is connected if and only if the random walk is an irreducible
Markov chain. In this case, there exists a unique stationary distribution and
multiplicity of the eigenvalue χ1 = 1 is equal to one. (For more information on
random walks on graphs see, for example, [8] and references therein.)

Let Mγ be the set of simple graphs G satisfying the following property:

Property 3. The spectral gap 1− χ2(G) ≥ γ and min
j

dj ≥ γ|V G|

Graphs of Fγ , Cγ , Mγ have strong mixing properties. We call Fγ ∩Cγ ∩Mγ

as the class of γ-mixing graphs. Actually (see Section 2 of the present work),
Properties 1-3 are equivalent in the following sense: if a graph satisfies one of
these properties with γ = γ0 > 0, then it satisfies all Properties 1-3 with some
γ > 0 depending only on γ0.

In Section 3 we estimate the probability of a random graph to be γ-mixing.
We consider the following model (Gilbert’s random graph model): every possible
edge occurs independently with some fixed probability 0 < p < 1. It turned out
that in this model almost all graphs (asymptotically) are γ-mixing with some
γ > 0 depending only on p.

In Section 4 we construct some general family of graphs, satisfying Properties
1-3 (see Example 3 and Remark 4.1). For example, the family of complete
bipartite graphs {Kn,n} is the special case of our general family. We also give
some other examples.

In addition, we consider two enumeration problems: counting the number
of Eulerian orientations (EO) and counting the number of Eulerian circuits
(EC) in an undirected simple graph. It is known that both of these problems
is complete for the class #P , see [2], [9].
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Recently, in [3], [4] the asymptotic behaviour of the numbers of Eulerian
orientations and Eulerian circuits was determined for γ-mixing graphs (more
precisely, for graphs satisfying Property 1).

In Section 5 we present the asymptotic formulas for EO, EC and compare
them against the exact values for small graphs. Actually, if the graph G is
γ-mixing then for any ε > 0 the error term |δ(G)| ≤ Cn−1/2+ε, where C > 0
depends only on ε and γ. We plan to give the proofs of these formulas in a
subsequent paper.

2 Equivalence of Properties 1-3

We recall that for a simple graph G with n vertices:

λ2(G) ≤ n

n− 1
min
j

dj , (6a)

λ2(G) ≥ 2min
j

dj − n+ 2, (6b)

λ2(G)

2
≤ i(G) ≤

√

λ2(G)(2max
j

dj − λ2(G)), (7)

λ2(G) ≤ λ2(G1) + 1, (8a)

λ2(G) ≤ λ2(G
′), (8b)

where G1 arises from G by removing one vertex and all adjacent edges, G′ is an
arbitrary graph such that V G′ = V G and EG ⊂ EG′.

Estimates (6), (8) were obtained in [5]. Estimates (7) were given in [12].
Using (7) and the inequality dj ≤ n, we find that for any γ0 > 0

Fγ0 ⊂ Cγ1 and Cγ0 ⊂ Fγ1 , (9)

where γ1 > 0 depends only on γ0.
In order to complete the proof of the equivalence of Properties 1-3 we need

the following lemma. For ~x ∈ R
n and n× n matrix M let us denote

‖~x‖ =
√
~xT ~x, ‖M‖ = sup

~x∈Rn, ‖~x‖=1

‖M~x‖. (10)

Lemma 1. Let a, b1, b2 > 0. Let A be symmetric positive semidefinite n × n
matrix such that for some ~w ∈ R

n, ~w 6= ~0,

A~w = 0 (11a)

and for any ~u ∈ R
n such that ~uT ~w = 0

‖A~u‖ ≥ a‖~u‖. (11b)
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Then for any symmetric n× n matrix B such that

‖B‖ ≤ b1 and ~wTB~w ≥ b2‖~w‖2 (11c)

the following statement holds:
{

det(A− λB) = 0,

λ 6= 0
=⇒ λ ≥ ρ (12)

for some ρ = ρ(a, b1, b2) > 0.

The proof of Lemma 1 is given at the end of this section.
Note that

P = I −D−1Q, (13)

where Q and P are the same as in (1) and (4), respectively, I denotes the
identity matrix and D is the diagonal matrix defined by Djj = dj .

Let A1 = 1
nQ, B1 = 1

nD and ~w1 = [1, . . . , 1]T . Using (13), we find that:

det(A1 − λI) = 0 ⇐⇒ det(Q− λnI) = 0; (14)

det(A1 − λB1) = 0 ⇐⇒ det(P − (1− λ)I) = 0; (15)

for any ~u ∈ R
n such that ~uT ~w1 = 0

~uTA1~u ≥ 1

n
λ2(G)~uT ~u; (16)

‖B1‖ ≤ 1

n
max

j
dj ≤ 1, ~wT

1 B1 ~w1 ≥ 1

n
min
j

dj ~w
T
1 ~w1. (17)

Combining Property 1, (6a), (14)-(17) and Lemma 1, we get that for any γ0 > 0

Fγ0 ⊂ Mγ2 , (18)

where γ2 > 0 depends only on γ0.
Let A2 = D− 1

2QD− 1
2 , B = nD−1 and ~w2 = D

1
2 ~w1, where D

s is the diagonal
matrix defined by Ds

jj = (dj)
s. Using (13), we find that:

det(A2 − λI) = 0 ⇐⇒ det(P − (1− λ)I) = 0; (19)

det(A2 − λB2) = 0 ⇐⇒ det(Q − λnI) = 0; (20)

for any ~u ∈ R
n such that ~uT ~w2 = 0

~uTA2~u ≥ (1− χ2(G))~uT~u; (21)

‖B2‖ ≤ n

min
j

dj
, ~wT

2 B1 ~w2 = n~wT
1 ~w1 ≥ ~wT

2 ~w2. (22)

Combining Property 3, (19)-(22) and Lemma 1, we get that for any γ0 > 0

Mγ0 ⊂ Fγ3 , (23)

where γ3 > 0 depends only on γ0.
Putting together (9), (18) and (23), we obtain the desired assertion:
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Theorem 1. Let Fγ , Cγ ,Mγ be defined as in Section 1. Then for any γ0 > 0

Fγ0 ∪ Cγ0 ∪Mγ0 ⊂ Fγ ∩ Cγ ∩Mγ , (24)

where γ > 0 depends only on γ0.

Now it remains to prove Lemma 1.
Proof of Lemma 1. Let det(A− λB) = 0. Then for some ~v ∈ R

n, ~v 6= 0,

A~v = λB~v. (25)

Let ~v = ~v‖ + ~v⊥, where ~v‖ ‖ ~w and ~vT⊥ ~w = 0. Due to (11a), we have that

~vT‖ A~v = 0. (26)

Since λ 6= 0, using (25), we get that

~vT‖ B~v‖ = −~vT‖ B~v⊥. (27)

Using (11c), (27) and the CauchySchwarz inequality, we find that

b1‖~v‖‖‖~v⊥‖ ≥ ‖~v‖‖‖B~v⊥‖ ≥ |~vT‖ B~v⊥| = |~vT‖ B~v‖| ≥ b2‖~v‖‖2. (28)

Thus we have that

‖~v⊥‖ ≥ b2
√

b21 + b22
‖~v‖. (29)

Using (11b), (11c) and (29), we find that:

‖A~v‖ ≥ a‖~v⊥‖,

‖B~v‖ ≤ b1‖~v‖ ≤ b1
√

b21 + b22
b2

‖~v⊥‖.
(30)

Combining (25) and (30), we obtain that

λ ≥ ab2

b1
√

b21 + b22
. (31)

�

3 Probability for a random graph to be γ-mixing

Let ξ be a random variable belonging to the binomial distribution B(M,p):

Pr(ξ = k) =
M !

k!(M − k)!
pk(1− p)M−k, 0 < p < 1, M ∈ N. (32)

Note that
Pr(ξ ≤ αM) ≤ c−M (33)
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for some α > 0, c > 1 depending only on p. This follows, for example, from the

following estimate: for 1 ≤ k ≤ p(M+1)
p+2

Pr(ξ = k)

Pr(ξ = k − 1)
=

M − k + 1

k

p

1− p
≥

2
p+2 (M + 1)
p

p+2 (M + 1)

p

1− p
≥ 2. (34)

LetG be a random graph belonging to Gilbert’s random graphmodelG(n, p):

∀1≤i<j≤n Pr({vi, vj} ∈ EG) = p, 0 < p < 1,

(independently for each {i, j}). (35)

For a subset of vertices A ⊂ V G, using (33), we find that

Pr(|∂A| ≤ α|A|(n− |A|)) ≤ c−|A|(n−|A|). (36)

Using (36), we get that

Pr(i(G) ≤ αn

2
) ≤

∑

A⊂V G, 0<|A|≤n
2

Pr(|∂A| ≤ α|A|n
2
) ≤

≤
n/2
∑

k=1

∑

|A|=k

Pr(|∂A| ≤ α|A|(n− |A|)) ≤

≤
n/2
∑

k=1

n!

k!(n− k)!
c−k(n−k) ≤

n/2
∑

k=1

n!

k!(n− k)!
(c−n/2)k ≤

≤ (1 + c−n/2)n − 1 ≤ β−n

(37)

for some β > 1 depending only on p.
Due to (37) and Theorem 1, we obtain that probability for a random graph

(in Gilbert’s model G(n, p)) to be γ-mixing is at least 1−β−n, where γ = γ(p) >
0 and β = β(p) > 1.

4 Some basic properties and examples

We note that, due to (6b) and Theorem 1,

if min
j

dj ≥ σ|V G|

for some σ > 1/2
=⇒

the graph G is γ-mixing

for some γ = γ(σ) > 0.
(38)

Example 1. Let Kn and K̃n be two complete graphs with n vertices. We define

G
(1)
n by

V G(1)
n = V Kn ∪ V K̃n,

EG(1)
n = EKn ∪ EK̃n ∪ E+,

where E+ = {{vi, ṽi}, i = 1, . . . n}.
(39)
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For G = G
(1)
n we have that for all j = 1, . . . , 2n

dj = n+ 1 >
1

2
|V G(1)

n |, (40)

but
i(G

(1)
n )

n
≤ |E+|

n|V Kn|
→ 0, as n → ∞. (41)

Thus the family {G(1)
n } does not satisfy Property 2 (and hence Properties 1,3).

We note also that even the vertex and the edge connectivity is large for this
family of graphs.

Example 2. Let Kn be the complete graph with n vertices. We define G
(2)
n by

V G(2)
n = V Kn ∪ vn+1,

EG(2)
n = EKn ∪ {vn, vn+1}.

(42)

For G = G
(2)
n we have that min

j
dj = 1, but one can show that χ2(G

(2)
n ) = 1/

√
n.

Note also that Examples 1 and 2 show, in particular, that both conditions of
Property 3 are necessary.

Example 3. Let G0 be a connected simple graph with m > 1 vertices. Let

c1, c2, . . . , cm be some natural numbers. We define G
(3)
n by

V G(3)
n = {vij : i = 1, . . . , ncj , j = 1, . . . ,m},
{vi1j1 , v

i2
j2
} ∈ EG(3)

n ⇐⇒ {vj1 , vj2} ∈ EG0.
(43)

We estimate the Cheeger constant (isoperimetric number) i(G
(3)
n ). Let

c0 = min
1≤j≤m

cj , C =

m
∑

j=1

cj . (44)

We have that

the degree of each vertex of V G(3)
n at least c0n (45a)

and
|V G(3)

n | = Cn. (45b)

Let A ⊂ V G
(3)
n , |A| ≤ Cn/2.

• Case 1. |A| ≤ c0n/2. Using (45), we find that

|δA| ≥ c0n|A| − |A|2 ≥ c0n

2
|A| = c0|V G

(3)
n |

2C
|A| (46)
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• Case 2. |A| > c0n/2. Let V1, V2 ⊂ V G0 such that

vj ∈ V1 ⇐⇒ |
{

vij : v
i
j ∈ A

}

| ≥ c0n

2m
, (47)

vj ∈ V2 ⇐⇒ |
{

vij : v
i
j /∈ A

}

| ≥ cjn

2
. (48)

Due to c0n/2 < |A| ≤ Cn/2, we have that

V1 ∪ V2 = V G0, |V1| > 0, |V2| > 0. (49)

Since G0 is connected, we can find vj1 ∈ V1, vj2 ∈ V2 such that {vj1 , vj2} ∈
EG0. Estimating the number of edges in ∂A, matching these vertices, we
obtain that

|δA| ≥ c0cj2n
2

4m
≥ c20n

2mC
|A| = c20|V G

(3)
n |

2mC2
|A|. (50)

Combining (46), (50) and Theorem 1, we obtain that the family
{

V G
(3)
n

}

satisfies Properties 1-3 with γ > 0, depending only on G0, c1, . . . , cm.
We note that Example 3 can be modified so that the constants c1, . . . , cm > 0

are not necessarily natural numbers. We assumed that just for simplicity of the
proof.

Remark 1. Combining (8), Theorem 1 and Example 3, one can prove Prop-
erties 1-3 for a large number of classic examples (including {Kn}, {Kn,n} and
many others).

5 Asymptotic estimates for γ-mixing graphs

An Eulerian orientation of G is an orientation of its edges such that for every
vertex the number of incoming edges and outgoing edges are equal. We de-
note EO(G) the number of Eulerian orientations. Eulerian orientations of the
complete graph Kn are called regular tournaments.

An Eulerian circuit in G is a closed walk which uses every edge of G exactly
once. Let EC(G) denote the number of these up to cyclic equivalence.

We recall that EO(G) = EC(G) = 0, if the degree of at least one vertex of
G is odd (for more information see, for example, [1]). In this section we always
assume that every vertex has even degree.

Let consider two enumeration problems: counting the number of Eulerian
orientations and counting the number of Eulerian circuits in an undirected sim-
ple graph. It is known that both of these problems is complete for the class #P ,
see [2], [9].

The results presented in this section are based on estimates of [3], [4]. We
plan to give detailed proofs in a subsequent paper.
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5.1 Eulerian orientations

We recall that the problem of counting Eulerian orientations can be reduced
to counting perfect matching for some class of bipartitute graphs for which it
can be done approximately with high probability in polynomial time, see [9].
However, the degree of the polynomial is large, so, in fact, these algorithms have
a very big work time for the error term O(n−1/2).

For γ-mixing graphs we have the following asymptotic formula:

Proposition 1. Let G be an undirected simple graph with n vertices v1, v2, . . . , vn
having even degrees. Let G be a γ-mixing graph for some γ > 0. Then

EO(G) = (1 + δ(G))



2|EG|+n−1
2 π−n−1

2
1

√

t(G)

∏

{vj ,vk}∈EG

Pjk



 ,

Pjk = 1− 1

4(dj + 1)2
− 1

2(dj + 1)(dk + 1)
− 1

4(dk + 1)2
,

(51)

where dj denotes the degree of vertex vj, t(G) denotes the number of spanning

trees of the graph G and for any ε > 0

|δ(G)| ≤ Cn−1/2+ε, (52)

where constant C > 0 depends only on γ and ε.

Remark 2. We note that, according to the Kirchhoff Matrix-Tree-Theorem,
see [7], we have that

t(G) =
1

n
λ2λ3 · · ·λn = detM11, (53)

where M11 results from deleting the first row and the first column of Q.

Remark 3. For the complete graph λ2(Kn) = n, EKn = n(n−1)
2 , t(Kn) =

nn−2,

∏

{vj ,vk}∈EKn

Pjk =

(

1− 1

4n2
− 1

2n2
− 1

4n2

)

n(n−1)
2

=

=
(

eln(1−
1
n2 )
)

n(n−1)
2

= e−1/2 +O(n−1).

(54)

The result of Proposition 1 for this case is reduced to the result of [11] on
counting regular tournaments in the complete graph.

We plan to give the proof of Proposition 1 in a subsequent paper. In the
present work we just compare the answers given by formula (51) against the
exact values for small graphs. Let

Error(G) =
EOapprox(G) − EO(G)

EO(G)
, (55)
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where EOapprox(G) is taken according to right-hand side of (51). The following
charts show the dependence of Error(G) on the ratio λ2(G)/n, where λ2(G) is
the algebraic connectivity and n = |V G| = 6, 7, 8, 9:

The charts show, in particular, that Error decreases significantly with re-
spect to the ratio λ2(G)/n.

5.2 Eulerian circuits

To our knowledge approximate polynomial algorithms for counting the number
of Eulerian circuits have not yet been obtained in the literature (in contrast to
the orientations). However, we have the formula for EC(G) similar to (51) for
γ-mixing graphs. This formula is more complicated, so we need some additional
notations. Let

W = Q̂−1 = (Q+ J)−1, (56)

where Q is the Laplacian matrix and J denotes the matrix with every entry 1.
Let ~α = (α1, . . . , αn) ∈ R

n be defined by

αj = Wjj (57)
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Let ~β = Q~α and

C1 =

n−1
∏

j=1



1− βj

n
∑

k=j+1

Wjkβk



 , (58)

C2 =

n
∏

j=1

(

1−
β2
j

2(dj + 1)

)

, (59)

where dj is the degree of vj ∈ V G. Let

R(~θ) = tr(Λ(~θ)WΛ(~θ)W ), (60)

where tr(·) is the trace fucntion, Λ(~θ) denotes the diagonal matrix whose diago-

nal elements are equal to components of the vectorQ~θ. Let ~e(k) = (e
(k)
1 , . . . , e

(k)
n ) ∈

R
n be defined by e

(k)
j = δjk, where δjk is the Kronecker delta. Let rk = R(~e(k)),

C3 =

n
∏

j=1

(

1 +
r2j

2(dj + 1)

)

. (61)

Finally, let

C4 =
∏

{vj ,vk}∈EG

Pjk, (62)

where Pjk is the same as in (51).

Proposition 2. Let G be an undirected simple graph with n vertices v1, v2, . . . , vn
having even degrees. Let G be a γ-mixing graph for some γ > 0. Then

EC(G) = (1 + δ′(G))





n
∏

j=1

(

dj
2

− 1

)

! 2|EG|−n−1
2 π−n−1

2

√

t(G)C1C2C3C4



 ,

(63)
where C1, C2, C3, C4 are defined according to (58), (59), (61), (62), respectively,
dj is the degree of vertex vj, t(G) is the number of spanning trees of G and for
any ε > 0

|δ′(G)| ≤ C′n−1/2+ε, (64)

where constant C′ > 0 depends only on γ and ε.

Remark 4. One can obtain for the case of G = Kn that

C1C2C3C4 = 1 +O(n−1) (65)

Using Remark 5.2 and Stirling’s formula for factorials, the result of Proposition
2 for this case can be reduced to the result of [10] on counting Eulerian circuits
in the complete graph.
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We plan to give the proof of Proposition 2 in a subsequent paper. In the
present work we just compare the answers given by formula (63) against the
exact values for small graphs. Let

Error′(G) =
ECapprox(G) − EC(G)

EC(G)
, (66)

where ECapprox(G) is taken according to right-hand side of (63). The following
charts show the dependence of Error′(G) on the ratio λ2(G)/n, where λ2(G) is
the algebraic connectivity and n = |V G| = 6, 7, 8, 9:

The charts show, in particular, that Error′ decreases significantly with re-
spect to the ratio λ2(G)/n.
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