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20, France

3Sound Processing and Control Laboratory - SPCL. Centre for Interdisciplinary Research in Media Music and Technology -
CIRMMT. Schulich School of Music - McGill University 555, Sherbrooke Street West H3A 1E3 Montreal, Qc, Canada

Correspondence should be addressed to Anaı̈k Olivero (olivero@lma.cnrs-mrs.fr)

ABSTRACT

Sounds morphing is an important topic in signal processing of musical sounds and covers a wide variety of
techniques whose aim is to “interpolate” between two sound signals. We present here an approach based
on the alteration of time-frequency representation. Time-frequency analysis is a classical tool in sounds
analysis/synthesis. A time-frequency filter can be well-defined as a diagonal signal operator in a Gabor
representation of sounds. Processing can be performed by multiplying a time-frequency representation with
such a time-frequency filter, called a Gabor mask. After estimating such a Gabor mask between two sounds,
we explore strategies to parametrize it for static morphing between two sounds. We then compare such an
approach with standard and non standard approaches of morphing as different kind of sounds combination,
notably classical means in the time-frequency domain.

1. INTRODUCTION

Sound morphing is an important topic of musical and
audio processing. Morphing is usually based on under-
lying sound models. In this paper we present an alter-
nate strategy which allows us to work without any prior
assumption or model of the signal. Our approach is
based on the alteration of time-frequency representation.
Time-Frequency Representations (TFR) show the evolu-
tion of the spectral content of signals over time. We fo-
cus on invertible time-frequency representations, largely
used in the context of analysis/transformation/synthesis
of sounds, and exploit them to perform sounds morph-
ing.

1.1. Time-varying filters

“Time-varying filter” design is an important issue in sev-
eral areas of signal processing. In the most general set-
ting, a linear “time-varying filter” can be defined by a
linear operator, that can be represented as a matrix in

finite dimensional situations. Depending in the desired
properties, various approximations can be made [3, 4].
Some time-frequency filters can be modeled as Gabor
multipliers, i.e. linear operators that act on a signal by
pointwise multiplying its time-frequency representation
with a time-frequency transfer function, called a Gabor
mask. Gabor masks generalize the notion of convolu-
tion to the time-frequency domain, as the convolution
is a linear diagonal operator in a frequency representa-
tion. Such models have been shown [8] to be fairly accu-
rate for modeling underspread time-varying systems, i.e.
“time-varying filters” which do not involve huge time-
frequency shifts. Other designs can be adopted, a “time-
varying” Wiener filter can be achieved locally by consid-
ering a block-thresholding operator as in [7], or globally
by defining a time-frequency Wiener filter as described
in [5, 6]. In the case of non-stationary signals, such ap-
proaches improve denoising results by matching the filter
to the particular time-frequency structure of the signal.
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1.2. Sound transformation and morphing
The definition of a sound morphing naturally comes from
perceptual considerations, and it is not so clear how to
derive signals processing methods to perform such trans-
formations. The definition of a sound morphing must be
properly set, and we refer to [11], which discusses this
question. Here, we define a sound morph, as an hybrid
sound which timbre is intermediate between the timbre
of a source and a target sound, that share same funda-
mental frequency, duration and loudness, according to
the timbre definition of [2]. Applications of sound mor-
phing can be found in various domains, including speech
processing, sound design for composers and industry, or
definition of controlling timbres in psychoacoustic ex-
periments relating to timbre studies [10].

Sound morphing is often achieved in two steps: estima-
tion of low level features from input and output signals
(followed by several processing steps including smooth-
ing, rescaling,...), and application of some interpolation
method to the selected features. Most of these methods
consider the sinusoid+noise model and interpolate the
time-varying parameters (frequencies and amplitudes) of
the model, [12, 13, 14]. These methods differ from their
strategy to interpolate the parameters. Haken [12] im-
proves the parameter estimation of the model, Williams
[14] proposes an iterative process in order to preserve
a target value of a sound descriptor and Osaka [13] de-
signs an algorithm which is able to match two spec-
tra with a different number of partials. Another impor-
tant sound model is the source-filter model, also used
by [15, 11, 16], with different strategies for interpola-
tion (interpolation of the coefficients of filter model, or
computation of a dynamic ”audio flow”). Other authors
propose to use a physical model in [17], or a dynamical
model in [18]. Finally, in order to achieve a more in-
tuitive control of the morphing strategy, perceptual con-
straints are added in the morphing process as in [11, 14].
The temporal structure of the sound have to be morphed
too, but we will limit our discussion to the spectral as-
pects of sound morphing. We refer to [11] for the tem-
poral aspect of the morphing.

1.3. Our approach
To perform such a sound morphing, we assume no sig-
nal model and deal with the time-frequency representa-
tions of sounds. We consider static morphing between
complete sounds, that provides hybrid sounds with their
own timbre. As a general statement, we aim to formal-
ize a morphing of sounds as any combination of signals

or TFR of signals, parametrized by a morphing param-
eter ranging from 0 to 1, where 0 will correspond to
the source signal and 1 to the target signal. First of
all, let us recall that a morphing cannot be an additive
mixture of sounds, i.e. a simple mix, as the timbre of
a sound is related to the fine structure of its different
time-variant spectrum, that allow our hearing to distin-
guish each sources playing together. Here, we consider
a time-frequency multiplicative morphing, that performs
on both modulus and phase of the TFR of source sounds.
Then, the temporal and spectral features of the sounds
are globally taken into account. A multiplicative mixture
can be achieved with convex paths between the TFR as
follow

[0,1] 3 α 7−→ Xα = X1−α

0 Xα
1 ∈S (1)

where X0 is the TFR of a source signal x0 and X1 is
the TFR of a target signal x1 The phases of the time-
frequency representations play an important role and ne-
glecting their influence generates artifacts and audible
distortions. With such morphing, the phases have to be
estimated (via an unwrap of the deterministic part of the
TFR, a phase reconstruction algorithm, or the phase of
the source or target signals). Our approach is to design a
time-frequency transfer function mα such that the mor-
phed TFR are given by a mapping like

[0,1] 3 α 7−→ Xα = mα X0

where the Gabor mask mα will depend on both source
and target TFR, and is a time-frequency matrix of com-
plex numbers, we want to estimate. This approach acts
globally in the time-frequency plane, needs no signal
model, and takes implicitly into account both the tem-
poral and spectral features of the sounds. The Gabor
mask will act on the time-frequency plane by combin-
ing the coefficients of the source and the target. A Gabor
multiplier between two signals can indeed be estimated
by a simple pointwise regularized quotient of the Gabor
representations of the output and input signals. Such a
Gabor mask can be obtained as

m∗µ = argminm‖X1−mX0‖2
2 + µ‖|m|−1‖2

2 (2)

A morphed sound is then obtained by synthesis from the
resulting TFR Xµ = X0m∗µ . In this formulation, the reg-
ularization parameter µ may serve as an interpolation
parameter between input and output signals. More pre-
cisely, setting it to very small values yields Xµ that is
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very close to X1. Doing the same with a large value of
the regularization parameter yields Xµ that is very close
to X0.

A Gabor multiplier can be estimated by iterative meth-
ods as proposed in [26], or by treating time-frequency
coefficients independently of each other, leading to
a diagonal approximation. In the diagonal case, we
provide examples showing that intermediate values of
the regularization parameter yield meaningful signals
that interpolate between input and output signals.

1.4. Goal of the paper

This paper is a follow-up of previous work reported
in [26], where multiplicative morphing constructed in
the time-frequency domain was proposed (see equation
(2))1. In the present paper, we aim at a better understand-
ing of this morphing strategy. We also formalize how this
morphing acts in the time-frequency plane, notably how
it differs from a mixing strategy via arithmetic, geomet-
ric and harmonic means. We also address the problem of
time-frequency phase reconstruction, posterior to modu-
lus morphing. This paper is organized as follows: in sec-
tion 2, the mathematical background of Gabor theory is
briefly described and Gabor multipliers are defined. The
applications to sound morphing are discussed in section
3.

2. TIME-FREQUENCY OPERATORS

Gabor multipliers are defined in the context of Gabor rep-
resentations (see [19] and references therein), which may
be thought of as a subsampled version of the Short Time
Fourier Transform. For the sake of simplicity, we shall
limit the present discussion to the finite-dimensional set-
ting, i.e. to signals that are supposed to be finite length
vectors x ∈ CL (with periodic boundary conditions, i.e.
restrictions to {0, . . .L − 1} of L-periodic infinite se-
quences). Hereafter, ‖·‖will denote the Euclidean norm.
A similar theory can be developed in `2(Z) and L2(R).
We use the formalism of Gabor frames to perform the
time-frequency representations used here, as they pro-
vide a neat mathematical framework. In addition, this
framework allows us to generalize our approach to other
representations involving frames such as the non station-
ary Gabor frames [21, 22].

1In this context, the signals are supposed to be similar enough in the
time-frequency domain so that these transformations can be modeled as
Gabor multipliers.

2.1. Gabor frames
A Gabor frame is an overcomplete family of time-

frequency atoms generated by translation and modula-
tion on a discrete lattice of a mother window, denoted by
g ∈ CL. These atoms can be written

gmn[l] = e2iπnν0(l−mb0)g[l−mb0],

where b0 and ν0 are two numbers (such that L is mul-
tiple of both b0 and ν0), which characterize the time-
frequency lattice under consideration. Here, all opera-
tions have to be understood modulo L. We set M = L/b0
and N = L/ν0.

The Gabor Transformation associates to each signal
x ∈ CL its Gabor transform Vgx ∈ CM×N , defined by
Vgx[m,n] = 〈x,gmn〉, wich more precisely reads

Vgx[m,n] =
L−1

∑
l=0

x[l]e−2iπnν0(l−mb0)g[l−mb0].

Under suitable assumptions on the mother window g and
with a small enough b0ν0 product, this transform is in-
vertible. As well known, it is possible to find mother
windows g so that the perfect reconstruction of the sig-
nal is achieved by

∀x ∈ CL, x = ∑
m,n

Vgx[m,n]gmn .

Such Gabor frames are called normalized tight frames.
For now on, we limit the present discussion to this case.
The extension to more general situations can be done eas-
ily.

2.2. Gabor Multipliers

Let m = {m[m,n],m = 1, ..,M and n = 1, ..,N} denote a
finite sequence of complex numbers, the Gabor multi-
plier Mm associated with m is then defined by :

Mmx = ∑
m,n

m[m,n]Vgx[m,n]gmn, (3)

where m is called Gabor mask (or the upper symbol
in the mathematics literature) and can be viewed as a
time-frequency transfer function (so that Mm is seen as
a “time-varying filter”). Mm is then a linear operator on
the space of signals CL and is diagonal in the Gabor rep-
resentation gmn. Approximation properties of linear op-
erator by Gabor multipliers have been studied in [8, 9].

A Gabor multiplier acts on a signal x by pointwise mul-
tiplication of the Gabor mask with the Gabor transform
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Vgx of x. Pointwise multiplication by m is a linear op-
erator denoted by ϒm. Formally, the action of a Gabor
multiplier is then written as follows:

Mmx = V ∗g ϒmVgx.

2.3. Estimation of a Gabor Multiplier

The estimation problem is expressed as follows. Let x0
and x1 denote respectively source and target signals, as-
sumed to be linked by the relation

x1 = Mmx0 + ε ,

where ε is an additive noise, and m is an unknown Ga-
bor mask, which we aim at estimating. As the solution
m = Vgx1/Vgx0, is not bounded in general, we turn to
a regularized least squares solution. More precisely, we
seek m ∈ CM×N which minimizes the expression

Φ[m] = ‖x1−Mmx0‖2 + µ d(m), (4)

where d(m) is a regularization term, whose influence on
solution is controlled by the parameter µ . The equation
(4) can be viewed as the following inverse problem: min-
imize

Φ[m] = ‖x1−Gm‖2 + µ d(m), (5)

where the operator G and its adjoint read

G = V ∗g ◦ϒVgx0 and G∗ = ϒVgx0
◦Vg (6)

ϒVgx0 denoting the operator of pointwise multiplication
with Vgx0. Notice that this operator depends on the
source signal. Even in situations where a closed form ex-
pression for the solution of (5) exists (for example when
the regularization term is the squared norm of the Gabor
mask) the latter can hardly be exploited practically, as it
involves huge matrix computation. In such cases, as well
as cases where no closed form solution exist, we rather
rely on dedicated numerical algorithms. We refer to [26]
for the details of such iterative methods. Within this pa-
per, we will work with a formulation of the problem de-
fined directly in the Gabor domain, which expresses as

Φ̃[m] = ‖X1−m ·X0‖2 + µ d(m), (7)

where Xi is the Gabor representation of the signal xi.
It is worth noticing that this amounts to a reduction of
the operator G to its diagonal. Such an approximation
yields a simple explicit solution for m, which differs
from the solution of problem (5). More precisely, this

approach does not account for intrinsic correlations of
redundant Gabor transforms, represented here by the
non-diagonal terms of the matrix G. The experiments
showed that the iterative method improve sounds quality
of the morphed signals obtained for arbitrary choices
of the the regularization parameter. Sound results
of such algorithms can be found on the web page
www.lma.cnrs-mrs.fr/~kronland/olivero/aes.html

These results motivated us to try to better understand
such sound morphings, in the simplified formulation (7).

We develop here some interpretations on our morphing
strategy as it allows a first idea of the process. Hereafter,
we will denote by Si the modulus of Xi and ϕi its phase.

2.4. Choices of the regularization function d

More than a regularization term, the function d will pro-
vide us with a simple way to incorporate prior informa-
tion on the time-frequency shape of the morphed signals.
The choice d(m) = ‖|m|− 1‖2 is preferred, as it avoids
audible phase artifacts caused by the difficulty to handle
a well-posed problem to estimate the phase of the Gabor
mask of our morphing problem, and is motivated by the
desire of retaining |m|= 1 as a reference, corresponding
to “no transformation”. As the phase of the Gabor trans-
form depends only on the data-fidelity term, the phase of
the Gabor mask is fixed for now on to the value

arg(m) = ϕ1−ϕ0

which implies that the phase of the morphed TFR equals
to ϕ1. Motivated by specific applications, weighted norm
version can also be used; for example, introducing time-
frequency-dependent weights wkl ∈ R+, normalized so
that ∑k,l wkl = 1, regularization terms of the following
form can be used:

‖|m|−1‖2
w,2 = ∑

k,l
wkl(|m(k, l)|−1)2 . (8)

Such a choice for the regularization function d leads to
an explicit solution for m, obtained by differentiating the
equation (7) with regards to the phase and the modulus
of m. This solution is the Gabor mask mµ :

mµ =
S0S1 + µw
S2

0 + µw
ei(ϕ1−ϕ0) (9)

The weight matrix w will help us to understand some in-
teresting comparison of the considered morphing. These
weights and also µ can be used to control the morphing
strategy.
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Other choices of regularization can be used, such as `1
regularization, which yields Gabor masks that are 1-
sparse, i.e. whose coefficients tend to be shrunk to 1
rather than 0 in the usual approaches. Notice that the
choice of regularization has to be guided by applications;
for the morphing application we shall describe at the end
of this paper, the `2 regularization appeared to be quite
adequate and leads to an easy interpretation of the mor-
phing process. Such a regularization models the trans-
formation to be both smooth and as simple as possible.

2.5. Gabor multipliers for audio applications

The Gabor multiplier as proposed in [20] can be used
to emphasize and measure quantitatively the differences
between two sounds. It is actually a much finer analy-
sis tool as it provides a time-frequency characterization
of the differences between sounds signals, that has been
exploited in various ways in [28, 27, 25]. Here, we will
focus on the synthesis properties of such time-frequency
filters.

3. MORPHING SOUNDS WITH A TIME-
FREQUENCY TRANSFER FUNCTION

Our point is not here to propose a new sound morphing
method directly comparable with the state of the art, but
rather to further investigate the new paradigm proposed
in [26], which exploits Gabor multipliers as described
above. Gabor representation therefore serves as low level
representation, and Gabor masks are used for interpo-
lation. This method uses no explicit signal model, but
assumes implicitly that source and target sounds have a
similar time-frequency support so that a pertinent energy
is captured in the Gabor masks. Such a transformation
is also guided by the signals, according to their own fea-
tures.

3.1. A penalization-based morphing

More precisely, as in [26] we approach the sound morph-
ing problem as follows : given input and output sounds
(or families of sounds), estimate the Gabor mask of a
Gabor multiplier that maps input to output, and asso-
ciate with it a one-parameter family of Gabor masks mµ ,
µ ∈ [0,1] that interpolates between unity and the so-
obtained Gabor mask. We assume that m allows perfect
reconstruction of the target, so that X1 = mX0.
On the one hand, a natural choice for the one-parameter
family of Gabor masks could be :

mµ [m,n] = m[m,n]µ . (10)
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Fig. 1: Values of the Gabor mask as a function of µ , for
different configurations of the couple (S0,S1)

This formulation is equivalent to the multiplicative com-
bination (1) and we have to face the same phase estima-
tion problem.
On the other hand, we will see that a similar formula-
tion can be achieved in a different way by resolving the
equation (7) with well-chosen values for the weights in
the regularization function d(m) = ‖|m|−1‖2

w,2. The pa-
rameter µ is then used both to regularize the problem (4),
and to control the morphing.

We propose in this section to study the latter approach,
that uses the solutions of the above penalized approaches
to estimate a mask able to perform a transformation be-
tween the two source signals. Such a morphing is closely
related to a combination of the spectrograms as the Ga-
bor mask is given by the equation (9), but the connection
is far from obvious.

3.2. Interpretation of the morphing

The penalized-based morphing is closely connected to
the combination approach. However this connection is
not easy to establish explicitly, and we will study this
connection in some details, based on a simplified exam-
ple. We consider the above mask formulation (9), that
we recall here

mµ =
S0S1 + µw
S2

0 + µw
ei(ϕ1−ϕ0) (11)

To analyze this process, we consider different values of
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a couple of time-frequency point (S0,S1) (where the in-
dices [m,n] have been omitted for the sake of clarity),
as depicted on figure No. 1. The value of S1 is fixed
and the value of S0 evolves linearly over a logarithmic
scale. The figure also shows for a logarithmic (log10)
scale of its axes the behavior of the mask values |mµ |
as a function of µ . All curves exhibit a similar struc-
ture. As expected, when µ increases, the Gabor mask
coefficients go from large values (where the target is re-
constructed) to 1 (no transformation). Some interesting
features on these curves can be emphasized. Two regions
appear clearly, separating the points such that S1 > S0 on
the top (red colors) and those such that S1 < S0 on the
bottom (blue colors). And, three particular points (rep-
resented as stars, circles and squares) correspond to par-
ticular values of µ , which depend on the values of the
current couple. We will denote these values by

µ1 = S0S1 , µ2 = S0
√

S0S1 , and µ3 = S2
0 .

The role of µ3 and µ1 are swapped depending on whether
S1 > S0 or S1 < S0.

Comparison with classical means : These adapted
masks allow us to recover classical morphing effects
known as cross-synthesis in computer music [1]. The
three particular values of µ defined correspond to mor-
phed signals obtained as one of the three classical means
evaluated between S0 and S1. More precisely, it is easy
to show that

|mµ1 |S0 = A =
S0 + S1

2

|mµ2 |S0 = G =
√

S1S0

|mµ3 |S0 = H =
2S0S1

S0 + S1

where the mask mµ is given by equation (11) and µi
(more precisely wµ) are adapted to correspond to the
points observed on figure No. 1. We recognize the arith-
metic, geometric and harmonic means, respectively de-
noted by A, G and H. A and G correspond to morphing
obtained by an additive or multiplicative combination of
the two spectrograms S0 and S1. A is simply a mix of
the spectra, that leads to a mix of the two signals, while
G refers to the filtering of one sound by the other one.
We then conclude that classical interpolations [1] can be

obtained by our approach, for suitable choices of the pa-
rameter µ .

For example, the harmonic mean H appears in the mor-
phing process with a similar behavior comparing to the
arithmetic mean. These two means follow a symmetrical
behavior in figure No. 1, with respect to the ”no transfor-
mation” case |m| = 1. Then, varying µ leads to evolve
from the source to the target through a path that includes
classical cross-synthesis effects for specific values of µ .

We now derive another interpretation of the harmonic
mean, using the notion of centroid defined thanks to
Bregman divergences, studied in [24].

Interpretations of such means in terms of Bregman
divergences : The harmonic mean of a data set {Si :
i = 1, ..,n} can be achieved by

H = argminS
1
n

n

∑
i=1

dF(S||Si) (12)

where dF is the Itakura-Saito divergence, defined as the
Bregman divergence associated with F(x) = −Log(x).
This divergence is used in audio applications to compare
two spectra, for example [23]. Similarly, the geometric
mean is achieved by

G = argminS
1
n

n

∑
i=1

dF(S||Si) (13)

where dF is the Kullback-Leibler divergence, associated
with F(x) = x Log(x)−x. On the contrary, the arithmetic
mean is defined for any F , but by inverting the role of S
and Si, such that

A = argminS
1
n

n

∑
i=1

dF(Si||S) (14)

Finally, the symmetrized version of the Itakura-Saito di-
vergence leads to an interesting mean

√
AH = argminS

1
n

n

∑
i=1

dF(S||Si)+ dF(S||Si)

2
(15)

This mean is obtained by developing the
divergences in (15) for F(x) = −Log(x)
and differentiating with respect to S (see
www.lma.cnrs-mrs.fr/~kronland/olivero/aes.html

for details). As the Bregman divergences are not sym-
metric, the right (14), left (12)-(13) and symmetrized
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(15) versions lead to different centroids. A detailed
study of the interpretation and the calculation of such
centroids of data can be found in [24].

3.3. Discussion

This study prevents us from prompt interpretations of
such morphing process. For example, finding a way to
readjust the curves depicted on the figure No.1 might
finally be equivalent to calculate a mean between S0
and S1. Controlling such a morphing process is now a
question of interest that can be addressed with this new
knowledge in a proper way. To control a such penalized-
based morphing, the choice for the weights seems to be a
good way. Another information brought that this study is
that we enlighten the asymmetry of such a morphing pro-
cess, when we identify the role of the source and target
signals in the process.

Finally, it is worth noticing that the iterative process de-
scribed in section 2 is preferably used in practice, as it
leads to a better estimation of the phases of the Gabor
mask. However, it prevents from such simple interpreta-
tions, as we don’t have any explicit formulation for the
solution of the problem (4). As a conclusion, once a reg-
ularization function d and a set of weights w have been
chosen, which leads to a satisfying solution of the form
(7), the use of the iterative process allows to reconstruct
the phase of the Gabor mask in a proper way, so that the
mask verifies the equation (4). Solutions of (7) and (4)
are not the same, morphed sounds are different, but they
satisfy a similar problem (a signal problem, and its ver-
sion in the Gabor domain).

Sounds examples can be found on the web page
www.lma.cnrs-mrs.fr/~kronland/olivero/aes.html

4. CONCLUSION AND PERSPECTIVES

This paper investigated the concept of Gabor Multiplier
as a synthesis tool for audio signals. We enlightened how
the problem of morphing sounds by estimating a Gabor
Multiplier proposed in [26] between two sounds can be
interpreted and controlled. This work is also a first step
towards more sophisticated approaches such as the ad-
dition of stronger priors in the sounds morphing process
to better control the perceived quality of the morphing.
The control of such morphing processes is currently un-
der study.
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