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Abstract

In this article, we propose a new model, called LBLR for Linear Backwater Lag-
and-Route, which approximates the Saint-Venant equations linearized around a
non-uniform flow in a finite channel (with a downstream boundary condition). A
classical frequency approach is used to build the distributed Saint-Venant transfer
function providing the discharge at any point in the channel in the Laplace domain
with respect to the upstream discharge. The moment matching method is used to
match a second-order-with-delay model on the theoretical distributed Saint-Venant
transfer function. Model parameters are then expressed analytically as functions of
the pool characteristics. The proposed model efficiently accounts for the effects of
downstream boundary condition on the channel dynamics.

Key words: Open-channel flow routing, Saint-Venant equations, frequency
response, Laplace transform

1 Introduction

Water resources are renewable but in limited supply. In a context of multi-
ple needs, such as irrigation or domestic water supply, this resource has to
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be collected, shared and then distributed using water transport systems, such
as rivers and/or canals. Water managers control flows in such open-channels
using hydraulic structures (dams, weirs, gates). The water distribution effi-
ciency can be greatly improved by operating these structures using automatic
tools. This requires models that are able to represent open-channel flow rout-
ing with a desired accuracy. Nowadays, many systems are controlled using
linear controllers based on linear models since many methodologies and tools
are well-known and validated for such systems. Linear approaches have also
advantages in terms of simplicity, rapidity and robustness ([11,13,17]). Sev-
eral authors used numerical schemes to obtain such linear models from the
Saint-Venant equations ([1,10,21]). But they are usually high order models.
Alternative approaches could be preferred to obtain lower order models with
coefficients expressed analytically. This justifies the interest in improving such
flow routing models.

Modeling of flow routing along a river stretch or a canal pool has been the
subject of numerous articles since the 1950’s. A comprehensive review of ap-
proximate flow routing methods has been presented in [28]. Different linear
models have been developed for flow routing simulation purposes (e.g. [8,26]).
Most of them are based on analysis of the linearized Saint-Venant equations
around a reference flow. To greatly simplify the equations, the downstream
boundary condition is usually neglected by considering a semi-infinite chan-
nel (see e.g. [8]), leading to a uniform reference flow. However, a downstream
boundary condition imposed by a hydraulic structure, such as a weir, has two
different effects on the flow: it modifies the water depth, causing a backwater
curve, and it enforces a local coupling, called feedback, between the discharge
and water depth. But, even in a linear framework (i.e. for small variations),
neglecting these two effects sometimes leads to large under- or over-estimation
of some parameters such as the response time, peak time or the level of attenu-
ation. The effects induced on the flow dynamics by the downstream boundary
condition have been analyzed based on numerical simulations in [25]. Some
analysis of the backwater effects has also been brought in [7] and [27], and has
underlined the fact that the downstream boundary condition can sometimes
provide significant modifications of the flow dynamics.

In this article, a new three-parameter model, called LBLR for Linear Backwa-
ter Lag and Route, is derived and accounts for the effects of the downstream
boundary condition. It takes the feedback and the backwater effects into ac-
count separately, and provides the discharge at any point in the channel with
respect to the discharge at the upstream end. The three parameters are ex-
pressed analytically depending on the pool characteristics (length, geometry,
roughness, reference flow), which provides a quick and accurate calculation of
these parameters.

Our approach is based on the frequency domain representation of linearized
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Saint-Venant equations, which generates transfer functions in the Laplace do-
main. In this framework, the introduction of a downstream boundary condi-
tion is equivalent to a local feedback between the discharge and the water
level deviations. A moment matching method is then used to compute the
parameters of a first- or a second-order-with-delay model that approximates
the system in low frequencies. The obtained model is first computed in the
uniform case, then extended to the non-uniform flow. In the last section, the
model is validated on a sample canal under different downstream boundary
conditions.

2 Methodology based on a frequency approach

2.1 General methodology

We consider the full one-dimensional Saint-Venant equations for a prismatic
channel of length X linearized around a reference steady state regime, possibly
non-uniform (see Fig. 1).

These equations are rewritten in the Laplace domain, which leads to the Saint-
Venant transfer matrix linking the discharge and the water depth at any point
in the channel to the two boundary conditions: downstream and upstream
discharges.

Since the downstream boundary condition introduces a local coupling between
the downstream discharge and the downstream water depth (feedback), this
relation can be combined with the Saint-Venant transfer matrix, reducing the
number of boundary conditions to only one: the upstream discharge. This feed-
back relation is linearized, prior to its Laplace transformation. Coupling the
obtained relation with the Saint-Venant transfer matrix leads to the desired
transfer function, linking, in the Laplace domain, the upstream discharge to
the discharge at any point in the channel.

Fig. 1. General scheme of the considered channel.
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2.2 Linearized Saint-Venant equations

We consider a stationary regime and small variations around it. The discharge
of the reference flow Q is assumed to be constant along the channel, whereas
the water depth can vary. The following notations are used: x (m) is the
abscissa along the channel, Sb the bed slope and g the gravitational acceler-
ation (ms−2). The following variables represent the reference flow: A(x) the
wetted area (m2), P (x) the wetted perimeter (m), Q the discharge (m3/s)
through section A(x), Y (x) the water depth (m), Sf (x) the friction slope,
V (x) = Q/A(x) the mean flow velocity (ms−1) and T (x) the top width (m),

F (x) = V (x)/C(x) the Froude number with C(x) =
√
gA(x)/T (x) the wave

celerity (ms−1). Throughout the article, the flow is assumed to be subcritical
(i.e., F (x) < 1).

The friction slope Sf is modeled using the Manning formula (see [6]):

Sf (x) =
Q2n2

A(x)2R(x)4/3
(1)

with n the Manning coefficient (sm−1/3) and R(x) the hydraulic radius (m),
defined by R(x) = A(x)/P (x).

Let us denote q(x, t) and y(x, t) the variations in discharge and water depth
at abscissa x and time t, compared to the reference steady regime.

The linearized Saint-Venant equations are given by (see [14] for details):

T
∂y

∂t
+

∂q

∂x
=0 (2)

∂q

∂t
+ 2V

∂q

∂x
− µq + (C2 − V 2)T

∂y

∂x
− νy=0 (3)

where the dependency on x and t is omitted for clarity purposes.

In the general non-uniform case, parameters µ and ν, which are functions of
x, are defined by the following equations:

ν =V 2dT

dx
+ gT

[
(1 + κ)Sb − (1 + κ− (κ− 2)F 2)

dY

dx

]
(4)

µ=−2g

V

(
Sb −

dY

dx

)
(5)

with κ = 7/3− 4A/(3TP )(∂P/∂Y ).
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The two boundary conditions are the upstream discharge denoted q0(t) =
q(0, t) and the downstream discharge denoted qX(t) = q(X, t).

2.3 Frequency approach

The purpose of the article is to establish a transfer function TF (x, s) linking
the upstream discharge to the discharge at any point in the channel.

qx(s) = TF (x, s)q0(s) (6)

For this, the Laplace transform is applied to the Saint-Venant equations, lead-
ing to an ordinary differential equation in the space variable x and parame-
terized by the Laplace variable s. The integration of this equation leads to a
transfer matrix Γ(x, s), called the transition matrix, and gives the discharge
q(x, s) and the water depth y(x, s) at any location with respect to the up-
stream discharge q0(s) and water depth y0(s). This matrix is then coupled
with a feedback relation introduced with the downstream boundary condi-
tion, which leads to an analytical expression of the transfer function TF (x, s).

2.4 Laplace transform

The Laplace transform L of a function f(t) is defined as follows:

L{f} (s) =
∫ +∞

0−
e−stf(t)dt (7)

where s is the Laplace variable.

The following property is used to derive the Saint-Venant equations in the
Laplace domain:

L
{
df

dt

}
(s) = sL{f}(s)− f(0−) (8)

The boundary 0− is chosen to prevent troubles at the origin, especially when
the function f is discontinuous (see [19]).

Taking some liberty with notation, we denote f(s) = L{f}(s). The possible
ambiguity with f(t) will be clarified contextually.
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2.5 Saint-Venant transfer matrix

Applying Laplace transform to the linear partial differential Eqs. (2) and (3)
results in a system of Ordinary Differential Equations (ODE) in the variable
x, parameterized by the Laplace variable s.

The integration of this ODE leads to the transition matrix Γ(x, s) linking the
discharge q and the water depth y at any point x in the canal pool to the
upstream discharge and water depth, q0 and y0 respectively (see appendix A
for details):

q(x, s)
y(x, s)

 = Γ(x, s)

q0(s)
y0(s)

 (9)

with

Γ(x, s) =

γ11(x, s) γ12(x, s)
γ21(x, s) γ22(x, s)

 (10)

2.6 Coupling with a downstream local feedback

We now consider an open-channel with a given downstream boundary condi-
tion expressed as a local coupling between the discharge and the water eleva-
tion. This condition can either be due to a hydraulic structure, or to the effect
of a semi-infinite channel.

Linearizing the relation between the discharge and the water depth leads to
the following equation, expressed in the Laplace domain:

qX(s) = kyX(s) (11)

where k = (dQ/dY )X represents the local feedback.

For example, a rectangular weir is usually described by the following free flow
equation:

Q(X, t) = Cdw

√
2gLw (Y (X, t)− Zw)

3/2 (12)

where Cdw is the discharge coefficient, Lw the weir width, Zw the sill height
and g the gravitational acceleration. If Cdw remains constant, the feedback
parameter k is given here by k = 3

2
Q

Y (X)−Zw
.

One may note that the feedback coefficient k can take any positive value,
from 0 for a wall (qX(t) = 0) to almost ∞ for a large reservoir (yX(t) = 0).
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In particular, it is possible to simulate a semi-infinite channel by choosing a
coefficient k that approximates the non-reflective boundary condition (see [16]
for details).

When assuming a uniform flow at the downstream end of the reach, the water
depth at the reference flow is the normal depth Yn, and the feedback coefficient
kn is defined using the Manning formula.

2.7 Saint-Venant Transfer Function

The Saint-Venant transfer function TF (x, s) at the relative distance x is given
by Eq. (6).

The downstream boundary adds a closed-form relation in the Laplace domain
between the discharge qX(s) and the water depth yX(s) at the downstream
end of the channel (Eq. (11)). This relation is coupled with Eq. (9) expressed
at x = X, which leads to the following equation:

q0(s) = k0(X, s)y0(s) (13)

with

k0(X, s) = −γ12(X, s)− kγ22(X, s)

γ11(X, s)− kγ21(X, s)
(14)

Finally Eqs. (9) and (13) lead to the Saint-Venant transfer function at any
point x:

TF (x, s) = γ11(x, s) +
γ12(x, s)

k0(X, s)
(15)

Eq. (15) provides a linear distributed model for flow transfer in an open-
channel with a given downstream boundary condition. This model is expressed
analytically in the frequency domain using a transcendental transfer func-
tion which depends on the pool characteristics. The next section presents the
method used to accurately approximate this transfer function.

3 Approximate model of flow routing with downstream local feed-
back for uniform flow

In the uniform case, [14] showed that it is possible to get a closed-form expres-
sion of the transition matrix Γ(x, s) (see appendix A). Hence for a uniform
flow, the transfer function TF (x, s) is given by a closed-form expression and
the moment matching method can be applied.
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3.1 Moment matching method

The expression of the Saint-Venant transfer function is generally too complex
to be easily inverted back to the time domain explicitly, so an approximation
is required to get the response in the time domain. In the following, we use
the classical moment matching method (see [9,23]) to derive an approximate
second-order-with-delay model for flow routing.

The R-th cumulant (i.e., logarithmic moment) of a transfer function h is given
by:

MR[h(x, t)] = (−1)R
dR

dsR
[log h(x, s)]s=0 (16)

The purpose of the moment matching method is to match the cumulants of
the exact transfer function to those of the approximate one. Equating the first
n cumulants of the exact transfer function and the approximate one ensures
a good representation for the low frequency range.

M0(x),M1(x),M2(x) andM4(x) denote the first four cumulants of the transfer
function TF (x, s) given by Eq. (15). The Taylor series expansion at s = 0 is
used for the computation of Mi(x), i = 0 . . . 3:

TF (x, s) = A(x) +B(x)s+ C(x)s2 +D(x)s3 + o(s3) (17)

To obtain explicit expressions of A(x), B(x), C(x), D(x), a third order Taylor
expansion at s = 0 of each term of the transfer function TF (x, s) is performed.
Details of the computation are given in appendix B.

The relations between the cumulants and the Taylor coefficients are:



M0(x) = logA(x)

M1(x) = −B(x)

A(x)

M2(x) = 2

(
C(x)

A(x)
− B2(x)

2A2(x)

)

M3(x) = −6

(
D(x)

A(x)
− B(x)C(x)

A2(x)
+

B3(x)

3A3(x)

)
(18)

It is widely accepted that the flow routing in a channel is a delayed process,
and that there is some attenuation of the peak flow. Such phenomenon can
be accurately described by a rational transfer function with delay. To enable
analytical computations, we restrict ourselves to a second-order-with-delay
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model, as it is commonly performed in the literature ([20,23]). We show in the
following that by using the moment matching method, one may identify the
parameters of a second-order-with-delay that matches the low order moments
of the full Saint-Venant transfer function. In some cases, as for instance for
short rivers where no stable second-order is available, a first-order-with-delay
model is identified.

3.2 Second-order-with-delay

The transfer function TF (x, s) is approximated by a second-order-with-delay:

TF (x, s) ≈ g(x)e−τ(x)s

(1 +K1(x)s) (1 +K2(x)s)
(19)

where g(x), K1(x), K2(x) and τ(x) are the model parameters.

Equating the first four cumulants of the transfer function TF (x) and its ap-
proximation (19) leads to:


M0(x) = log g(x)

M1(x) = τ(x) +K1(x) +K2(x)

M2(x) = K2
1(x) +K2

2(x)

M3(x) = 2K3
1(x) + 2K3

2(x)

(20)

The resulting model is a second-order-with-delay (the resolution of the system
provided by Eq. (20) is given in appendix D.1). It is stable only if K1(x) and
K2(x) are positive, which is equivalent to CS > 1, where CS = 8C3

9D2 . This
expression of CS is in agreement with the one defined in [20] and correspond-
ing to the Saint-Venant equations without the inertia terms (diffusive wave
equation).

In the case where CS ≤ 1, the transfer function cannot be approximated by a
stable second-order-with-delay, so the second order is replaced by a first order
that is stable albeit less accurate.

3.3 First-order-with-delay

To approximate the transfer function by a first-order-with-delay,

TF (x, s) ≈ g(x)e−τ(x)s

1 +K1(x)s
(21)
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the time constant K2(x) becomes null and one has to solve the system which
considers only the first three cumulants.

The solution is then given by (see appendix D.2):
τ(x) = M1(x)−

√
M2(x)

K1(x) =
√
M2(x)

g(x) = 1

(22)

where M1(x) and M2(x) can be obtained as closed-form expression using the
third order Taylor series of the transfer function given by Eq. (15).

One may note that other approximate models can be calibrated with the
present method, since it simply requires the solving of the system obtained by
equating the first cumulants of the transfer function and its approximation.
In particular, adding a zero in the transfer function may lead to a better
approximation for short canals (see [15]).

In any case, this method leads to an analytical and distributed expression of
the model parameters (τ , K1 for a first-order-with-delay or τ , K1, K2 for a
second-order-with-delay). These expressions provide a low frequency approxi-
mation of the flow transfer. Parameters are obtained analytically as functions
of the feedback coefficient k and the physical parameters of the pool (geometry,
friction, discharge).

3.4 Step response in the time domain

Since the approximate model is a first- or a second-order-with-delay, it be-
comes easier to obtain the response in the time domain. Especially if the
input is a step (q0(t) = H(t), where H is the Heaviside function), it is possible
to obtain an analytical expression of the output.

Indeed the ordinary differential equation (ODE) corresponding to the second-
order-with-delay transfer function (Eq. (19)) is:

K1(x)K2(x)
d2q

dt2
(x, t) + (K1(x) +K2(x))

dq

dt
(x, t) + q(x, t) = g(x)q0(t− τ(x))

(23)
For a step input and for the following initial conditions:

q(x, 0)= 0 (24)

dq

dt
(x, 0)= 0 (25)

10



the solution is given analytically by:

q(x, t)= g(x)

[
K1(x)

K1(x)−K2(x)

(
1− e

− t−τ(x)
K1(x)

)

− K2(x)

K1(x)−K2(x)

(
1− e

− t−τ(x)
K2(x)

)]
H(t− τ(x)) (26)

If the transfer function is a first-order-with-delay (Eq. (21)), the equivalent
ODE is (23) with K2(x) = 0. The initial condition is given by Eq. (24) and
the solution is:

q(x, t) = g(x)
(
1− e

− t−τ(x)
K1(x)

)
H(t− τ(x)) (27)

In real cases, the input q0(t) differs from the Heaviside function. But, since the
transfer function order remains low, some numerical algorithms can provide
quick and accurate solvers for the ODE (23).

4 Approximate model of flow routing with downstream local feed-
back and backwater effects

4.1 The backwater approximation

We now consider the discharge and the water depth variations around a non-
uniform steady flow. The equilibrium regime is described by Q(x) = Q and
Y (x), solution of the following ordinary differential equation for a boundary
condition defined by downstream elevation Y (X):

dY

dx
=

Sb − Sf

1− F 2
(28)

where Sf and F can be expressed as functions of Y .

Based on an idea initially proposed in [24], and modified in [15], we approx-
imate a channel with a backwater curve by the concatenation of two pools.
This consists in approximating the backwater curve by a stepwise linear func-
tion: a line parallel to the bed in the upstream part (corresponding to the
uniform part) and a line tangent to the free surface at the downstream end in
the downstream part. Let x1 denote the abscissa of the intersection of the two
lines (the discharge and the water depth variations at this point are denoted q1
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and y1 respectively). The corresponding approximation of the backwater pro-
file is schematized in Fig. 2. SX represents the slope of the backwater curve
at the downstream end of the reach and is computed using Eq. (28).

Fig. 2. Backwater curve approximation scheme.

4.2 Transfer function for a non uniform flow

After having divided the pool into two parts, the transfer matrix (9) can be
established for each sub-pool. Γ(x, s) corresponds to the uniform part (length
X = x1, relative position x = x), and Γ(x, s) corresponds to the backwater
part (length X = X − x1, relative position x = x− x1).

In the uniform part (0 ≤ x ≤ x1), we have:q(x, s)
y(x, s)

 = Γ(x, s)

q0(s)
y0(s)

 (29)

and in the backwater part (x1 ≤ x ≤ X):q(x, s)
y(x, s)

 = Γ(x, s)

q1(s)
y1(s)

 (30)

So it is possible to define an equivalent transfer matrix Γ̂(x, s) at any relative
distance 0 ≤ x ≤ X: q(x, s)

y(x, s)

 = Γ̂(x, s)

q0(s)
y0(s)

 (31)
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with

Γ̂(x, s) =

Γ(x, s) if 0 ≤ x ≤ x1

Γ(x, s)Γ(X, s) if x1 ≤ x ≤ X
(32)

As in section 2.7, coupling the feedback relation (Eq. (11)) and Eq. (31) leads
to:

TF (x, s) = γ̂11(x, s) +
γ̂12(x, s)

k̂0(X, s)
(33)

with

k̂0(X, s) = − γ̂12(X, s)− kγ̂22(X, s)

γ̂11(X, s)− kγ̂21(X, s)
(34)

Eq. (33) gives to a closed-form expression of the transfer function TF (x, s) at
any relative distance x (0 ≤ x ≤ X), depending on the pool characteristics. It
provides a linear distributed model for flow transfer in an open-channel with
a given downstream boundary condition and a non-uniform flow.

4.3 Approximate model

The method used to approximate the transfer function for non-uniform flow
is the same method as in section 3. As we know the exact linear transfer
function obtained in the previous section, we compute the first cumulants (see
appendix C) and apply the moment matching method.

5 Validation

5.1 Simulations

For validation purposes, we consider a trapezoidal prismatic channel, with
characteristics detailed in table 1, where X is the channel length (m), m
the bank slope (m/m), B the bed width (m), Sb the bed slope (m/m), n the
Manning roughness coefficient (sm−1/3), Q the reference discharge (m3s−1), Yn

the normal depth (m) and kn the feedback coefficient (m2s−1) corresponding
to the reference discharge Q.

Table 1
Parameters of the example canal

X m B Sb n Q Yn kn

10000 1 50 0.0002 0.02 100 1.87 88.8
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In order to validate our model and analyze the effects of the downstream
boundary condition, different situations have been simulated with three dif-
ferent models. For each situation the Bode diagram and the response to a step
are plotted for two relative positions: in the middle of the channel (X/2) and
at the downstream end (X).

The Bode diagram is a representation of the transfer function in the frequency
domain, used to analyzed the behavior of the system in low and high frequen-
cies. It represents the magnitude AdB (in decibel) and the phase ϕ (in degree)
of the transfer function at s = iω (where i2 = −1).AdB(x, ω) = 20 log |TF (x, iω)|

ϕ(x, ω) = arg (TF (x, iω))
(35)

The step response is the response of the transfer function to a step input
defined as follows:

q0(t) =

 0 if t < 0

1 if t ≥ 0
(36)

The first model is the linearized Saint-Venant model which is used as a refer-
ence for linear flow transfer. Its Bode diagram is obtained using the transfer
function established in section 4.2, and the response in the time domain is
simulated by SIC ([2]), a software that discretizes the Saint-Venant equations
using a Preissmann scheme. The second model is the LBLR, our second-order-
with-delay model (or first-order-with-delay if there is no stable second order
solution), which considers a finite channel with a downstream boundary con-
dition. The third one is a model assuming a semi-infinite channel by neglecting
the upward waves, so that the flow is uniform and downstream structures have
no effect upstream. This model, developed in [9], is based on the transfer func-
tion TF (x) = eλ1x (see appendix A for the definition of λ1), approximated by
a second-order-with-delay using the moment matching method described in
section 3.1.

The validation takes place in three steps corresponding to three different down-
stream boundary conditions. Firstly, we consider a large reservoir or a large
lake, in which the downstream water depth remains constant, which means
that k → ∞ (Eq. 11). The value YX = 1.5Yn = 2.81 m has been chosen for
this simulation.

Secondly, a gate is introduced at the downstream end of the reach in order
to analyze the effects of a cross structure. This gate is described by Eq. (37).
The characteristics of the gate are listed in table 2, where Lg is the width of
the gate (m), Wg is the gate opening (m) and Cdg is the discharge coefficient.
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The downstream boundary condition becomes: YX = 1.12Yn and k = 0.27kn.

Q(X, t) = CdgLgWg

√
2gY (X, t) (37)

Table 2
Characteristics of the downstream gate

Lg Wg Cdg

40 0.65 0.6

Lastly, the gate is replaced by a weir described by Eq. (12). Its characteristics
are listed in table 3, where Lw is the width of the weir (m), Zw is the sill
height (m) and Cdw is the discharge coefficient. For this case, the downstream
boundary condition is: YX = 1.74Yn and k = 1.34kn.

Table 3
Characteristics of the downstream weir

Lw Zw Cdw

40 2 0.4

5.2 Reservoir at the downstream end

The first simulation considers a large reservoir as the downstream boundary
condition, defined by YX = 1.5Yn and k → ∞. Fig. 3 represents the backwater
curve and its approximation for this case, showing the non-uniformity of the
flow. Figs. 4 and 5 show the Bode diagram and the step response of the three
models.
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Fig. 3. Backwater curve and its approximation with a reservoir at the downstream
end. Real backwater curve (−−), uniform normal depth Yn (· · · ) and approximate
backwater curve (− −). x1 is also represented.

The semi-infinite model represents a uniform flow without feedback, and is in-
sensitive to the downstream boundary condition. The Bode diagrams in Fig. 4
show that the complete Saint-Venant model significantly differs from the semi-
infinite model when considering a non-uniform flow with infinite feedback. The
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Fig. 4. Bode diagram at X/2 and X with a reservoir at the downstream end.
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Fig. 5. Step response at X/2 and X with a reservoir at the downstream end.

LBLR model satisfactorily reproduces these changes, at both locationX/2 and
X. The differences are also visible in the time domain in Fig. 5, where LBLR
response remains close to that of SIC.

5.3 Cross structure effect: a gate at the downstream end

In the second simulation, a gate is added at the downstream end of the channel
reach. Characteristics of the gate are listed in table 2. Fig. 6 represents the
backwater curve and its approximation for this case. Figs. 7 and 8 show the
Bode diagram and the step response of the two approximate models and the
complete Saint-Venant model.

In this case, the downstream water depth is close to normal depth. Hence, the
non-uniform part is very short (see Fig. 6), and backwater effects are negligible.
Consequently, the difference shown at the downstream end (in the frequency
domain and in the time domain) is essentially due to feedback effects. The
LBLR model satisfactorily takes these effects into account. One can also note
that the transfer at x = X/2 is not significantly affected by the change in
the downstream boundary condition (see left-hand side of Fig. 7), whereas
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Fig. 6. Backwater curve and its approximation with a gate at the downstream
end. Real backwater curve (−−), uniform normal depth Yn (· · · ) and approximate
backwater curve (− −). x1 is also represented.
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Fig. 7. Bode diagram at X/2 and X with a gate at the downstream end.
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Fig. 8. Step response at X/2 and X with a gate at the downstream end.

it has a greater impact on transfer at the downstream end of the reach (see
right-hand side of Fig. 7). Lastly, the magnitude of the complete Saint-Venant
solution in the high frequency is higher at X/2 than at X. Yet, the semi-
infinite model and the LBLR model are first or second orders based on a
low frequency approximation. Their responses logically differ a little from the
complete Saint-Venant one at x = X/2, where higher frequencies are solicited.
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5.4 Cross structure effect: a weir at the downstream end

In the last simulation, the gate is replaced by a weir. Its characteristics are
listed in table 3. Fig. 9 represents the backwater curve and its approximation
for this case. Figs. 10 and 11 show the Bode diagram and the step response
of the two approximate models and the complete Saint-Venant model.
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Fig. 9. Backwater curve and its approximation with a weir at the downstream
end. Real backwater curve (−−), uniform normal depth Yn (· · · ) and approximate
backwater curve (− −). Abscissa x1 is also represented.
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Fig. 10. Bode diagram at X/2 and X with a weir at the downstream end.
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Fig. 11. Step response at X/2 and X with a weir at the downstream end.

Fig. 9 shows that this downstream boundary condition imposes a largely non-
uniform flow, so that backwater effects are non negligible. Yet, the semi-infinite
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model and the LBLR model are very close to the complete Saint-Venant model
in the low frequency range, and in the time domain, as much in the middle
of the reach as at the downstream end. This simulation shows that backwater
effects can be compensated by feedback effects. In fact, the feedback coefficient
k in this case is greater than the one in the uniform case kn (k = 1.34kn), which
accelerates the flow dynamics (see the case of a reservoir in section 5.2). On
the other hand, backwater effects are responsible for a deceleration of the
dynamics, which compensates for the feedback effects. In some cases, like this
one, the semi-infinite model could be sufficient to reproduce the dynamics
despite the presence of a hydraulic structure at the downstream end.

6 Summary and discussion

6.1 Discussion: response time to a step inflow

The downstream boundary condition, usually neglected in flow routing meth-
ods which merely consider a semi-infinite channel and a uniform flow, may
significantly influence flow dynamics. The moment matching method on the
linearized Saint-Venant transfer function coupled with the linearized feedback
equation at the downstream boundary allowed us to build a new approxi-
mate model, a second-order-with-delay called LBLR. The delay time τ and
the time constants K1 and K2 are expressed analytically as closed-form ex-
pressions of the pool characteristics (geometry, friction, discharge, downstream
water depth, and the feedback parameter).

Results show that the LBLR model satisfactorily takes into account the effects
of the downstream boundary condition. Indeed the LBLR solution accurately
matches the one of the complete Saint-Venant model when the downstream
conditions vary (feedback or backwater effects), while the semi-infinite Saint-
Venant model does not react to those variations. This difference can be quan-
tified by measuring the response time at 80%, which corresponds to the time
when the downstream discharge variation reaches 0.8 m3/s out of a step input
of 1 m3/s. Table 4 summarizes the response time (RT80%) at x = X for each
model and each simulation, and the relative error (ϵr) with respect to the
complete Saint-Venant model.

Finally, the LBLR model greatly improves the estimation of the flow dynamics
in canals possessing a simple geometry, by providing closed-form expressions
of the coefficients that describe the chosen approximate model (e.g. a second-
order-with-delay). The model is obtained via three main approximations which
are the limitations of the method: the low frequency approximation (moment
matching method), the backwater curve approximation and the linearization
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Table 4
Response time at 80% (RT80%) at x = X for each model and each simulation and
relative error (ϵr) with respect to the complete Saint-Venant model.

Model SIC LBLR Semi-infinite

Simulation RT80% ϵr RT80% ϵr RT80% ϵr

Reservoir 1.17 h - 1.04 h 11% 2.44 h 109%

Gate 5.57 h - 4.89 h 12% 2.44 h 56%

Weir 2.33 h - 2.23 h 4% 2.44 h 5%

around a steady state flow. These approximations may explain the minor
difference observed on the graphs between the responses of the LBLR model
and the complete Saint-Venant one.

6.2 Variations of model parameters as functions of the discharge

The time constants τ,K1, K2 of the approximate transfer function can be
expressed as closed-form expressions of the reference discharge Q. To represent
this, an abacus can be drawn, which represents these constants with respect
to the reference discharge for a given downstream boundary condition and at
a given position in the channel. For instance, Fig. 12 shows the variations of
the time constants with respect to the reference discharge at the downstream
end of the reach in the uniform case.

0 50 100 150
0

500

1000

1500

2000

2500

3000

3500

4000

Q (m3/s)

tim
e 

co
ns

ta
nt

 (
s)

τ

K
1

K
2

Fig. 12. Evolution of the coefficients τ ,K1,K2 with respect to the reference discharge
Q, at the downstream end of the reach.

As we expected, the time-delay τ decreases when the discharge Q increases.
Similarly, the response time can be given as a closed-form expression, and
an abacus can be drawn representing the response time with respect to the
reference discharge and a given downstream boundary condition.
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Through the time constants variations, this graph shows the influence of the
chosen reference discharge on the flow dynamics. This is a consequence of the
non-linearity of the Saint-Venant equations. A non-linear extension is envis-
aged, following either a multilinear approach (e.g. [3,5,12,22]) or a non-linear
extension (e.g. [18]). However, we will see in the next section that the linear
assumption may be sufficient to capture the main features of the flow routing
process.

6.3 Attenuation in flood propagation

Two important characteristics of flood propagation are the attenuation level
of the peak flow and the peak time. In this section, the previous example canal
is considered with a weir at the downstream end. The weir is 80 m long, and
2 m high, with a discharge coefficient of 0.4. Eq. (12) is used to characterize
the weir. The upstream discharge routed through the channel is defined as
follows:

Q(0, t) = Qm + (QM −Qm)
t

T0

e
1− t

T0 if t ≥ 0 (38)

where Qm = 20 m3/s and QM = 120 m3/s are the minimum and maximum
discharges respectively, and T0 = 2 h is the upstream time to peak. The
reference discharge is set to the mean value of the upstream discharge: Q = 56
m3/s. With the chosen downstream boundary condition, this leads to YX =
1.92Yn and k = 2.21kn. Fig. 13 shows the response to the upstream hydrograph
at x = X/2 and x = X.
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Fig. 13. Simulation of the response in the time domain at x = X/2 and x = X.

The attenuation level is defined as the difference between the upstream max-
imum discharge and the maximum discharge at the abscissa x. Table 5 sum-
marizes, for each simulation, the attenuation level and the peak time at the
downstream end of the channel (x = X). The relative error with respect to
SIC results is given in brackets.
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Table 5
Attenuation level and peak time at x = X for each simulation. Relative error with
respect to SIC results is given in brackets.

Model SIC LBLR Semi-infinite

attenuation (m3/s) 11.9 10.8 (9.2 %) 16.7 (40.3 %)

peak time (h) 3.42 3.57 (4.4 %) 4.26 (24.6 %)

For this realistic example case, accounting for the downstream boundary con-
dition leads to a great improvement in the simulation of peak flow attenuation.
In addition, although the upstream discharge varies from 20 to 120 m3/s in
this simulation, the linearization of the Saint-Venant equations seems to be
still valid according to the good results obtained with the LBLR model. Let
us also notice that the peak time is correctly reproduced by the LBLR model,
while it is largely overestimated by the model which uses the semi infinite
assumption.

6.4 Criteria on the downstream boundary condition

It is usual in the literature to perform simulation on longer river stretches in
order to minimize the effects of the downstream boundary condition (see e.g.
[4]). In that case, the semi-infinite canal is usually simulated with a three to five
times longer canal. The LBLR model can be used to provide a quantification
of this approximation. For instance, let us consider the response time (defined
in section 6.1) for the example canal. We first estimate the response time at
the distance x = X̄ = 10000 m calculated with the semi-infinite Saint-Venant
model and denoted RTsemi−inf . Then we vary the downstream water depth
YX and the feedback coefficient k in the intervals [0.5Yn, 4Yn] and [0.1kn, 3kn],
respectively. Each couple (YX , k) represents a particular downstream boundary
condition. We expect that the response time at x = X̄, denoted RTLBLR,
calculated with the LBLR model tends to RTsemi−inf when the length of the
canal X increases. We define the distance X∞ as the minimum length X from
which the relative error between RTsemi−inf and RTLBLR is lower than 5%.

Fig. 14 shows the evolution of X∞/X̄ with respect to YX/Yn and k/kn.
X∞/X̄ = 1 means that the downstream boundary condition has almost no
effect on the dynamics. On the contrary, X∞/X̄ = 5 means that the length of
the canal has to be multiplied by 5 to ensure an error on the response time
lower than 5%.

This graph shows that backwater effects as well as feedback effects can have a
large impact on the dynamics. The black zone corresponds to the cases where
those two effects are compensated, which means that the channel has quite
the same behavior with or without the downstream boundary condition. One
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Fig. 14. Evolution of X∞/X̄ with respect to YX/Yn and k/kn.

may conclude that, even under normal flow conditions (YX = Yn), feedback
effect can have an important impact on dynamics, especially for low values of
the feedback coefficient k. The graph also leads to the other conclusion that
for the particular value of k = 1.3kn, backwater effects have almost no impact
on the dynamics, as shown previously with the canal ended by a weir. For the
flood routing process, similar criteria can be built based on the calculation of
the peak time or of the attenuation of the peak discharge.

7 Conclusion

The article proposes a new analytical and distributed model to approximate
flow transfer for a non-uniform open-channel pool. The LBLR is a first- or
second-order-with-delay transfer function that approximates the complete trans-
fer matrix of the linearized Saint-Venant equations coupled with a downstream
boundary condition. The model has been shown to efficiently reproduce the dy-
namic behavior of an open-channel with backwater and different downstream
boundary conditions.

The main advantages of this model are that it gives the discharge at any
location in the channel depending on the discharge at the upstream end, it
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integrates the flow non-uniformity due to downstream hydraulic structures,
and results are given as closed-form expressions, so quick computations are
made possible.

Many applications are possible, from an accurate flow routing to the estimation
of the response time or the attenuation level in a prismatic open-channel, even
in the case of large discharge variations. The research of equivalent geometric
characteristics for non prismatic channels is under study. At the same time,
this model remains simple enough to be used for controller design for open-
channel, such as downstream PI controllers, or even for advanced controller
design (e.g. multivariable controllers).
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Appendix

A Computation of Saint-Venant Transfer Matrix

Applying Laplace transform to the linear partial differential Eqs. (2) and (3),
and reordering leads to an ordinary differential equation in the variable x,
with a complex parameter s (the Laplace variable):

d

dx

q(x, s)
y(x, s)

 = As

q(x, s)
y(x, s)

 (A.1)

with As =

 0 −Ts

− s−µ
T (C2−V 2)

2V Ts+ν
T (C2−V 2)


There are two boundary conditions q(0, s) in x = 0 and q(X, s) in x = X. Let
us consider the integration of this linear system

dξs(x)

dx
= Asξs(x) (A.2)

with ξs(x) = (q(x, s), y(x, s))T and where the initial condition is defined at
x = 0. The solution of the system always exists and is given by:

ξs(x) = Γs(x)ξs0 =

γ11(x, s) γ12(x, s)
γ21(x, s) γ22(x, s)

 ξs0 (A.3)

where Γs(x) is the transition matrix and ξs0 the upstream condition at x = 0.

To solve this equation, let us diagonalize matrix As:

As = PsDsP
−1
s

with
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Ds =

λ1(s) 0

0 λ2(s)

 ,

Ps =
1

Ts

 Ts Ts

−λ1(s) −λ2(s)

 ,

P−1
s =

1

λ1(s)− λ2(s)

−λ2(s) −Ts

λ1(s) Ts

 ,

and the eigenvalues:

λi =α+ (−1)iβ, i = 1, 2

α= a+ bs

β =
√

(2ad+ c2)s2 + 2acs+ a2

with a = ν
2T (C2−V 2)

, b = V
C2−V 2 , c =

V ν−(C2−V 2)Tµ
ν(C2−V 2)

, d = 1
2a

[
C2

(C2−V 2)2
− c2

]
.

In the uniform case, the transition matrix Γs(x) of (A.2) between 0 and x, is given
by the following closed-form expression ([14]):

Γs(x) = Pse
DsxP−1

s =

 λ1eλ2x−λ2eλ1x

λ1−λ2

Ts(eλ2x−eλ1x)
λ1−λ2

λ1λ2(eλ1x−eλ2x)
Ts(λ1−λ2)

λ1eλ1x−λ2eλ2x

λ1−λ2

 (A.4)

Finally the solution of the ordinary differential Eq. (A.2) is:q(x, s)

y(x, s)

 = Γs(x)

q(0, s)

y(0, s)

 (A.5)

B Taylor series expansion of the Saint-Venant transfer function

The method to obtain the Taylor series expansion of the Saint-Venant transfer
function is detailed in this section.

TF (x, s) = A(x) +B(x)s+ C(x)s2 +D(x)s3 + o(s3) (B.1)
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B.1 Some preliminary computations

The elements of the transfer matrix Γ are expressed as functions of λ1 and λ2 or as
functions of α and β. So writing the Taylor series of α and β leads to the Taylor
series of the elements of Γ(x, s).

To make sure that no term will be forgotten in the computations, we choose to
compute the fourth order Taylor series of α and β, given by:

α(s) = a+ bs

β(s) = a+ cs+ ds2 − cd

a
s3 +

(
c2d

a2
− d2

2a

)
s4

In order to simplify the computations, we define three intermediate variables Z1x(s),
Z2x(s), Z3x(s). The following equations resume these variables and their Taylor
series:

Z1x(s) = e−2βx = A1x +B1xs+ C1xs
2 +D1xs

3 + E1xs
4 (B.2)

A1x = e−2ax

B1x = −2cxe−2ax

C1x = −2x
(
d− c2x

)
e−2ax

D1x = −4cx

[
1

3
c2x2 − 2ad

(
1 +

x

2a

)]
e−2ax

E1x =

[(
d2x

a
− 2

c2dx

a2

)
(1 + 2ax)− 4c2dx3 +

2

3
c4x4

]
e−2ax

Z2x(s) = e(α+β)x = A2x +B2xs+ C2xs
2 +D2xs

3 + E2xs
4 (B.3)

A2x = e2ax

B2x = (b+ c)xe2ax

C2x =

(
dx+

1

2
(b+ c)2x2

)
e2ax

D2x =

(
−cdx

a
+ (b+ c)dx2 +

1

6
(b+ c)3x3

)
e2ax

E2x =

[
c2dx

a2
− cdx2

a
(b+ c)− d2x

2a
(1− ax) +

1

2
x2(b+ c)2

(
dx+

1

12
(b+ c)2x2

)]
e2ax

Z3x(s) =
α2 − β2

Ts
= A3x +B3xs+ C3xs

2 +D3xs
3 + E3xs

4 (B.4)
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A3x =
2

T
a(b− c)

B3x =
1

T

(
b2 − c2 − 2ad

)
C3x = 0

D3x = 0

E3x = 0

We also define two operators M and D. These operators are used to compute the
Taylor series of the multiplication F1(s)F2(s) and the division F1(s)/F2(s), where
F1(s) = A1+B1s+C1s

2+D1s
3+E1s

4 and F2(s) = A2+B2s+C2s
2+D2s

3+E2s
4.

If FM = M(F1, F2) and FD = D(F1, F2) and if the Taylor series of FM (s) and FD(s)
are given by:

FM (s) =AM +BMs+ CMs2 +DMs3 + EMs4

FD(s) =AD +BDs+ CDs
2 +DDs

3 + EDs
4

then operators M and D give:

AM = A1A2

BM = A1B2 +B1A2

CM = A1C2 +B1B2 + C1A2

DM = A1D2 +B1C2 + C1B2 +D1A2

EM = A1E2 +B1D2 + C1C2 +D1B2 + E1A2

and

AD =
A1

A2

BD =
1

A2

(
B1 −

A1B2

A2

)
CD =

1

A2

[
C1 −

B1B2

A2
− A1

A2

(
C2 −

B2
2

A2

)]
DD =

1

A2

[
D1 −

C1B2

A2
− B1

A2

(
C2 −

B2
2

A2

)
− A1

A2

(
D2 − 2

B2C2

A2
+

B3
2

A2
2

)]
ED =

1

A2

[
E1 −

D1B2

A2
− C1

A2

(
C2 −

B2
2

A2

)
− B1

A2

(
D2 − 2

B2C2

A2
+

B3
2

A2
2

)
−A1

A2

(
E2 − 2

B2D2 + C2
2

A2
+ 3

B2
2C2

A2
2

− B4
2

A3
2

)]

We define a last intermediate variable δx(s) as following:

δx(s) =
1− e−2βx

2β
e(α+β)x =

1− Z1x

2β
Z2x (B.5)
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Knowing the Taylor series of Z1x and Z2x and using the two operators M and D,
we can compute the Taylor series of the function δx(s):

δx(s) = M [D (1− Z1x, 2β) , Z2x] (B.6)

B.2 Transfer Matrix Γ and Transfer Function TF

All the elements of the transfer matrix Γ(x, s) can be expressed from the four
variables previously introduced.

γ11(x, s) =Z2x(s)− (α+ β)δx(s) (B.7)

γ12(x, s) =−Tsδx(s) (B.8)

γ21(x, s) =Z3x(s)δx(s) (B.9)

γ22(x, s) =Z2x(s) + (α− β)δx(s) (B.10)

So knowing the Taylor series of these intermediate variables, we can use the two
operators M and D to compute the Taylor series of each γij(x, s).

γ11(x, s) =Z2x(s)−M (α+ β, δx(s)) (B.11)

γ12(x, s) =−M (Ts, δx(s)) (B.12)

γ21(x, s) =M (Z3x(s), δx(s)) (B.13)

γ22(x, s) =Z2x(s) +M (α− β, δx(s)) (B.14)

In the same way, we compute the Taylor series of γij(X, s).

Then it is possible to compute the Taylor series of k0(X, s) (Eq. (14)):

k0(X, s) = −D (γ12(X, s)− kγ22(X, s), γ11(X, s)− kγ21(X, s)) . (B.15)

Finally we get the Taylor series of TF (x, s) (Eq. (15)):

TF (x, s) = γ11(x, s) +D (γ12(x, s), k0(X, s)) (B.16)

One can remark that for s = 0, γ11(x, 0) = 1 and γ12(x, 0) = 0, which leads to
TF (x, 0) = A(x) = 1. This means that the static gain of the approximate transfer
function is equal to 1. This result is in agreement with the conservative property of
the flow.
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C Taylor series expansion of the Saint-Venant transfer function in
the non uniform case

In the non-uniform case, the reach is split into two sub-pools. Variables a, b, c, d,
x, X, T , α, β are replaced by their values corresponding to each sub-pool. In that
sense, matrix Γ(x, s) is replaced by Γ(x, s) and Γ(x, s) respectively, where x = x and
X = x1 are the relative position and the length of the uniform part, and x = x−x1
and X = X − x1 are the relative position and the length of the backwater part (x1
is the abscissa of the connection point).

The Taylor series of Γ(x, s) and Γ(x, s) are computed for each sub-pool (see appendix
B). In the backwater part (x1 ≤ x ≤ X), the Taylor series of Γ̂(x, s) is computed
using operator M.

Then we can compute the Taylor series of k̂0(X, s) (Eq. (34)):

k̂0(X, s) = −D (γ̂12(X, s)− kγ̂22(X, s), γ̂11(X, s)− kγ̂21(X, s)) . (C.1)

Finally we get the Taylor series of TF (x, s) (Eq. (33)):

TF (x, s) = γ̂11(x, s) +D
(
γ̂12(x, s), k̂0(X, s)

)
(C.2)

D Moment matching method

D.1 Second-order-with-delay

The transfer function TF is approximated by a second-order-with-delay:

q(x, s) =
g(x)e−τ(x)s

(1 +K1(x)s) (1 +K2(x)s)
q(0, s) (D.1)

We use the following property of the R-th cumulant MR (logarithmic moment) of
a function h(s) expressed in the Laplace domain:

MR[h(s)] = (−1)R
dR

dsR
[log h(s)] (D.2)

The first four cumulants of TF (x) are denoted M0(x), M1(x), M2(x) and M3(x).
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Equating the cumulants of TF and its approximate form leads to:


M0(x) = log g(x)

M1(x) = τ(x) +K1(x) +K2(x)

M2(x) = K2
1 (x) +K2

2 (x)

M3(x) = 2K3
1 (x) + 2K3

2 (x)

(D.3)

Let S = K1 +K2 and P = K1K2:

S2 =M2 + 2P (D.4)

S3 =
M3

2
+ 3PS (D.5)

which leads to the third order equation:

S3 − 3M2S +M3 = 0 (D.6)

We can find (u, v) such as u+ v = S and uv = T . Then (D.6) leads to:

u3 + v3 + 3(T −M2)(u+ v) +M3 = 0 (D.7)

If we choose T = M2, we obtain the following system:

u3 + v3 =−M3 (D.8)

u3v3 =M3
2 (D.9)

u3 and v3 are solutions of the second order equation:

X2 +M3X +M3
2 = 0 (D.10)

IfM2
3 ≤ 4M3

2 , the solutions of (D.10) are complex and this ensure the stability of the
approximation by a second-order-with-delay. Otherwise the Saint-Venant transfer
function can be approximated by a first-order-with-delay. The system to be solved
is then given by the first three equations of the system (D.3) with K2 = 0.
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In the case where M2
3 < 4M3

2 , the solution of (D.3) is given by:

ϕ =
π

2
+ arctan

(
M3√

4M3
2 −M2

3

)
S = 2

√
M2 cos

ϕ

3

P = −M2 −
M3

2S
τ = M1 − S

K1 =
S +

√
S2 − 4P

2

K2 =
S −

√
S2 − 4P

2
g = 1

(D.11)

D.2 First-order-with-delay

In the case where the second order approximate model is unstable (M2
3 ≥ 4M3

2 ), it
is possible to replace the second order by a first order.

q(x, s) =
g(x)e−τ(x)s

1 +K1(x)s
q(0, s) (D.12)

Then K2 = 0, and τ and K1 are determined by equating the first three cumulants
of the exact transfer function and the approximate one:

M0(x) = log g(x)

M1(x) = τ(x) +K1(x)

M2(x) = K2
1 (x)

(D.13)

which leads to: 
τ(x) = M1(x)−

√
M2(x)

K1(x) =
√

M2(x)

g(x) = 1

(D.14)
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