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Abstract

Unstable time-delay systems and recycling systems are challenging problems for
control analysis and design. When an unstable time-delay system has a recycle,
its control problem becomes even more difficult. A control methodology for this
class of systems is proposed in this paper. The considered strategy is based
on the fact that if some internal system signals are available for measurement,
then it will be possible to decouple the backward dynamics of the system and
then a feedback controller could be designed for the forward dynamics. The
key point for this strategy to be carried out is an asymptotic observer-predictor
proposed to estimate these required internal signals. Necessary and sufficient
conditions to assure convergence of this observer are given. After proving that
the proposed control scheme tracks a step input signal and at the same time
reject step disturbances, a procedure summarizing the methodology is provided.
Robustness with respect to delay uncertainty and model parameters are also
analyzed.

Keywords: Time-delay, recycling system, stabilization, observer.

1. Introduction

In recycling systems, the output of a process is partially fed-back to the
input. Recycling processes reuse the energy and the partially processed mat-
ter increasing the efficiency of the overall process. They are commonly found
in chemical industry, for instance, in order to implement a recycle stream for
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a continuous stirred tank reactor (CSTR), the output stream of the reactor
is sent through a separation process (perhaps a centrifuge). Then, the unre-
acted reagents are returned into the CSTR by traveling through pipes. Because
recycling reduces waste of reagents, and hence the cost of the reaction, it is
widespread used in industry. As another example, recycling is often used in the
manufacturing of nylon 66 or in the oxidation of cyclohexene to KA (a mixture
of ketone and alcohol of cyclohexene), among many other reactions [1], in a typ-
ical plant formed by reactor/separator processes, where reactants are recycled
back to the reactor [2], [3].

Recycling processes are systems with positive feedback that can give rise
to some undesirable effects. In fact, instability can occur in recycle systems
when the feedback gain is larger than unity, as an example, the recycle of the
energy developed by an exothermic reaction in an adiabatic plug flow reactor
for feed preheating. Instability could occur due to the exponential increase in
the reaction rate with the temperature when this cannot be properly controlled
[4]. Another example is the recycle of impurities in a plant with recycle, whose
inventory cannot be kept at equilibrium by the separator system [5].

Also, the so-called snowball effect is observed in the operation of many chem-
ical plants with recycle streams. Snowball means that a small change in a load
variable causes a very large change in the flow rates around the recycle loop.
Although snowballing is a steady state phenomenon and has nothing to do with
dynamics, it depends on the control structure. Disadvantages of snowball effect
has drawn the attention of some researchers proposing several control strategies
to avoid the associated problems, [6], [7].

The control of time-delay systems has also been analyzed by the use of
observer strategies mainly for systems without time-lag. In the case of systems
with delayed-state in [8] it is considered a particular nonlinear triangular system
and in [9] a predominant linear system perturbed by a delayed nonlinear term
is considered while in [10] an observer adaptive control is proposed. A digital
redesign of an analog Smith predictor compensator is developed in [11].

When significant transport delay is present in recycled systems, the control
problem becomes more complex. For example, in the case of continuous stirred
tank reactors (CSTR), a problem that arises on the recycling loop is that the
process is modeled usually by assuming that there is not any time-delay on this
path. While this assumption may produce a simpler theoretical analysis, it is
highly unrealistic [1].

It is known that in a system with recycle loops and time-delays, exponen-
tial terms appears in forward and backward paths on its transfer function rep-
resentation. In state space representation, recycled systems with time-delay
correspond to systems with delays at the input and at the state. Model approx-
imation has been proposed to remove the exponential terms from the transfer
function denominator of a delayed system, such as the method of moments [12],
and Pade-Taylor approximations [13], [14]. Other techniques, such as the sea-
sonal time-series model [15], have also been proposed to obtain an approximate
model. Del Muro et. al. [16] proposed an approximate model to represent
recycle systems by using a discrete-time approach. In turn, such approximate
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models can be used for stability analysis or control design [17], [18], [19].
A system with time-delay and open-loop unstable poles is notably more

difficult to control than a system with only open-loop stable poles. Introducing
recycle in such a system would lead to a very difficult (although interesting)
problem. To begin to overcome this situation, in this work, the problem of a
recycled system composed of an unstable first order plant in the direct path
and an stable system of order n in the recycle loop is addressed. The control
strategy will be based on a particular observer-based structure. A preliminary
analysis of this problem was presented at [20].

The rest of the paper is organized as follows: In Section 2 the problem
to be tackled is formulated for the class of systems considered in this work
and the general idea of its solution is outlined. At this point, the need of an
observer-predictor arises. Section 3 presents the proposed control scheme. First,
a preliminary result concerning the stability of a class of input-delay systems
is presented, then a scheme to estimate some internal signals of the system is
proposed. Based on the estimation of these necessary internal variables, the
overall control scheme is presented in the last part of Section 3. As robustness
of this kind of controllers is a fundamental issue, Section 4 is dedicated to its
analysis. Some simulations results are provided in Section 5 in order to illustrate
the performance of the proposed control strategy. Finally Section 6 presents
some conclusions.

2. Problem formulation

Consider the class of recycling system shown in Figure 1, which can be
described as,

Y (s) =
[
Gd GdGr

] [U(s)
Y (s)

]
(1)

with,

Gd = G1(s)e
−τ1s =

b

s− a
e−τ1s (2a)

Gr = G2(s)e
−τ2s =

Nr(s)

Dr(s)
e−τ2s (2b)

where Gd(s), and Gr(s) are transfer functions of the forward (direct) and back-
ward (recycle) paths, respectively; τ1, τ2 ≥ 0 are the time-delays associated to
Gd(s), and Gr(s). a, b ∈ R, with a > 0, this is, Gd is considered unstable; Nr(s)
and Dr(s) are polynomials on the complex variable s. U(s) is the process input
and Y (s) is the process output.

The closed-loop transfer function of system (1) is given by

Gt(s) =
Dr(s)be

−τ1s

(s− a)Dr(s)− bNr(s)e−(τ1+τ2)s
(3)
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Figure 1: A process with recycle.

Note that exponential terms appear explicitly in numerator and denominator of
Gt(s). Stability of (3) is determined by the roots of its characteristic equation,

Q(s) = (s− a)Dr(s)− bNr(s)e
−(τ1+τ2)s = 0 (4)

More precisely, the overall path U(s) → Y (s) is stable if and only if all the roots
of Q(s) are contained in the open left-half complex plane. It is well known that
the transcendental term in Q(s) induces an infinite number of roots preventing
the use of classical control design techniques and standard stability analysis
methods.

Let us describe some ideas behind the proposed methodology. Consider an
input reference R(s) and a new control law R1(s). Then, with respect to Figure
1, if signal ω2 is known, then we can set

U(s) = R1(s)− ω2(s) (5)

obtaining the system shown in Figure 2. At this point, it is possible to design
R1(s) as R1(s) = J(s) (R(s)− ω1(s)) as shown in Figure 3 and where J(s) is a
controller based on the delay free forward model. Since ω1 and ω2 are internal
signals of the system, an observer-predictor scheme to estimate these variables
is developed in the following section.

Figure 2: System of Figure 1 after applying U(s) given in (5).
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Figure 3: Control structure for the system of Figure 2.

3. Observer-predictor based control

3.1. Preliminary results

In this section, a well known stability condition for an unstable first order
plus time-delay system is recalled from [21] for the sake of completeness. This
result will be used later in the proof of the observer-predictor convergence.

Lemma 1. Consider the unstable input-output delay system

Y (s)

U(s)
= G(s)e−τs =

b

s− a
e−τs, a > 0 (6)

with a proportional output feedback

U(s) = R(s)− kY (s) (7)

where R(s) is the new reference input. There exist a proportional gain k such
that the closed-loop system

Y (s)

R(s)
=

be−τs

s− a+ kbe−τs
(8)

is stable if and only if τ < 1/a.

Stability of (8) has been previously studied in the literature. Lemma 1 can
be proved using a classical frequency domain; D-decomposition or even by the
classical Pontryagin Method [22], [23], [24]. An alternative proof of Lemma 1 is
provided in [21] by using a discrete-time approach and is included in Appendix
A.

A useful practical result in order to compute the parameter k involved on
the control scheme is as follows.

Corollary 1. [21] Consider system given by (6) with τ < 1/a. Then, there
exists k ∈ R+ that stabilizes the closed-loop system (8), satisfying α < k < β,
with α = a/b and some constant β > a/b.

The proof of Corollary 1 is also presented in Appendix A.
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Remark 1. From a frequency domain analysis, it is not difficult to accurately
determinate the value of β given in Corollary 1. In fact, such value is given by
β = a

b

√
1 + (ω

a
)2, where ω satisfy ω

a
= tan(ωτ) for 0 < ω < π

2τ . The utility of
Corollary 1 comes from the fact that any k = a

b
+ ǫ, with ǫ > 0 stabilizes the

closed-loop system (8) for ǫ sufficiently small. Notice that the upper bound β
would depend directly on the values of the parameters a, b and τ and therefore
it is determined by the considered plant parameters

3.2. Prediction Strategy

In order to estimate signals ω1 and ω2 shown in Figure 1, the observer-
predictor scheme depicted in Figure 4 is proposed. Its convergence is established
in the following result.

Figure 4: Proposed observer schema.

Theorem 1. Consider the observer-predictor scheme shown in Figure 4, with
Gr a delayed stable transfer function. Then, there exists a constant k such that

lim
t→∞

[ωi − ω̂i] = 0, for i = 1, 2, (9)

if and only if τ1 <
1
a
.

Proof. A state space representation of the observer-predictor scheme shown
in Figure 4 is

ẋ(t) = Ax(t) +A1x(t− τ1) +A2x(t− τ2) +Bu(t) (10a)

y(t) = C1x(t− τ1) (10b)
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with,

x(t) =
[
xd(t) xr(t) x̂d(t) x̂r(t)

]T

y(t) =
[
y(t) ŷ(t)

]T
, B =

[
Bd 0 Bd 0

]T

A =




Ad 0 0 0
0 Ar 0 0
0 0 Ad 0
0 0 0 Ar


 , A1 =




0 0 0 0
BrCd 0 0 0
BrkCd 0 −BdkCd 0
BrCd 0 0 0




A2 =




0 BdCr 0 0
0 0 0 0
0 0 0 BdCr

0 0 0 0


 , C1 =

[
Cd 0 0 0
0 0 Cd 0

]

where x ∈ R
n is the state vector, u ∈ R is the input, y ∈ R

2 is the output, τ1 ≥ 0
and τ2 ≥ 0 are the time-delays present in the system. Ad ∈ R

n×n, Bd ∈ R
n×1,

and Cd ∈ R
1×n are matrices and vectors parameters that corresponds to the

forward loop in the process, and Ar ∈ R
m×m, Br ∈ R

m×1, and Cr ∈ R
1×m

are matrices and vectors parameters that corresponds to backward path in the
process, x̂(t) is the estimation of x(t).

Defining the state prediction errors

exd
(t) = x̂d(t)− xd(t), exr

(t) = x̂r(t)− xr(t), (12)

and the output estimation

ey(t) = ŷ(t)− y(t), (13)

it is possible to describe the behavior of the error signals as,



ėxd
(t)

ėxr
(t)

ey(t+ τ1)
eω2

(t+ τ2)


 =




Ad 0 −Bdk Bd

0 Ar 0 0
Cd 0 0 0
0 Cr 0 0







exd
(t)

exr
(t)

ey(t)
eω2

(t)


 (14)

Note that ey(t) = Cdexd
(t− τ1) and that eω2

(t) = Crexr
(t− τ2). Then, system

(14) can be rewritten as

ėxd
(t) = Adexd

(t)−BdkCdexd
(t− τ1) +BdCrexr

(t− τ2) (15a)

ėxr
(t) = Arexr

(t) (15b)

Since Ar is a Hurwitz matrix, the stability of system (15) can be analyzed by
considering the partial dynamics

ėxd
(t) = Adexd

(t)−BdkCdexd
(t− τ1) (16)

or equivalently, [
ėxd

(t)
ey(t+ τ1)

]
=

[
Ad −Bdk
Cd 0

] [
exd

(t)
ey(t)

]
(17)
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Consider now a state space realization of system (8). It is easy to see that this
dynamics can be written in state space form as,

[
ẋd(t)

y(t+ τ1)

]
=

[
Ad −Bdk
Cd 0

] [
xd(t)
y(t)

]
+

[
Bd

0

]
u(t) (18)

Comparing (18) and (17) it is clear that Lemma 1 can be applied to system
(17). Hence, the result of the theorem follows.

Remark 2. A natural step toward a more general result is the extension of
Lemma 1 to a higher order unstable system. In [25] it is presented the stabiliza-
tion of delayed systems with one unstable pole and n stable poles. In the case
that n = 1, the stability condition become τ1 <

1
a
− 1

b
, with b as the position of

the stable pole. Notice that under these circumstances, it is possible to construct
an observer-predictor for this more general system that will produce an error
dynamics equivalent to the one described in equation (16). Notice that in the
general case, this is, the consideration of an unstable transfer function on the
forward path and a stable one on the recycle path together with a time-delay on
the forward path it is also possible to construct an observer-predictor that will
produce an error dynamics as in (16). The remaining problem consist in find-
ing stabilization conditions in terms of the obtained Ad and BdkCd that in the
present case, can be accomplished due to the lower dimension of the problem.

3.3. Proposed control scheme

Once the estimated internal signals ω̂1 and ω̂2 converge to their actual values,
the ideas described in Section 2 can be implemented. The complete control
strategy, proposed in this work, is depicted in Figure 5. In what follows, it will
be shown that the proposed scheme achieves step input tracking and a particular
disturbance rejection action by using a PI controller with two degree of freedom.
With this aim, consider first the general control strategy depicted in Figure 5,
given by,

U(s) = J(s)(R(s)− ω̂1 + Ey(s))− ω̂2(s) (19)

Then, in order to improve the output response performance, consider a PI
controller with two degree of freedom provided in [26], instead of a simple con-
troller J(s). In such case, the control law can be implemented as,

U(s) = R(s)Gff (s)−Gc(s)(ω̂1(s)− Ey(s))− ω̂2(s) (20)

where,

Gff (s) = Kp(σ +
1

Tis
) (21a)

Gc(s) = Kp(1 +
1

Tis
) (21b)

The following results are concerned with the step tracking reference and the step
disturbance rejection problem by considering a PI controller with two degree of
freedom for the proposed observer strategy.
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Figure 5: Proposed control schema.

Lemma 2. Consider the observer scheme shown in Figure 5. Then, there exists
a PI controller with two degree of freedom given by (20) such that limt→∞ y(t) =
α, where R(s) = α/s is the step input reference and D(s) = 0.

Proof. Consider the observer scheme shown in Figure 5 and the control
strategy given by (20). Then,

Y (s)

R(s)
=

GdGff (1 + kG1e
−sτ1)

G1Gc +GcGd −G1Gce−sτ1 + kG1e−sτ1 + kG1GcGd + 1
(22)

Applying the Final Value Theorem with R(s) = α/s, as input reference to
the transfer function (22), it is produced,

lim
t→∞

y(t) = lim
s→0

sY (s) = lim
s→0

s
N1(s)

D1(s)

α

s
(23)

with

N1(s) = GdGff (1 + kG1e
−sτ1) (24)

D1(s) = G1Gc +GcGd −G1Gce
−sτ1 + kG1e

−sτ1 + kG1GcGd + 1 (25)

Substituting Gd, G1 given in (2a) and the controller Gff and Gc given in
(21), we have,

lim
t→∞

y(t) = lim
s→0

sY (s) = α

9



Lemma 3. Consider the proposed observer scheme shown in Figure 5. Then,
there exist a PI controller with two degree of freedom provided by (20) such that
limt→∞ y(t) = 0, where R(s) = 0 and D(s) is a step input disturbance.

Proof. According to Figure 5,

Y (s)

D(s)
=

Gd +G1GcGd + kG1Gde
−sτ1 −G1GcGde

−sτ1

G1Gc +GcGd −G1Gce−sτ1 + kG1e−sτ1 + kG1GcGd + 1
(26)

Applying the Final Value Theorem with D(s) = η/s, as input reference. From
equation (22), we have,

lim
t→∞

y(t) = lim
s→0

sY (s) = lim
s→0

s
N2(s)

D2(s)

η

s
(27)

with

N2(s) = Gd +G1GcGd + kG1Gde
−sτ1 −G1GcGde

−sτ1 (28a)

D2(s) = G1Gc +GcGd −G1Gce
−sτ1 + kG1e

−sτ1 + kG1GcGd + 1. (28b)

Substituting Gd, G1 given in (2a) and the controller Gff and Gc given in (21),
we have,

lim
t→∞

y(t) = lim
s→0

sY (s) = 0 (29)

From the previous discussions and results, the proposed methodology can
be summarized as follows:

1. Make sure that the conditions of Theorem 1 are satisfied, that is, Gr(s)
a stable transfer function and τ1 <

1
a
for the unstable first order delayed

plant.

2. Tune the forward loop with the parameter k using Corollary 1.

3. Design of a controller J(s) based on the delay free model of the forward
path. A PI or PID control based strategy can be considered.

4. Finally, implement the general control structure as it is shown in Figure
5.

4. Robustness with respect to uncertainties

The control strategy presented in previous sections has been developed under
the assumption that an accurate model of the process is available. In observer-
based controllers for time-delay and recycled systems, it is important to analyze
the robustness of the closed-loop system, under plant parameters and time-
delays uncertainties. This analysis is carried out in this Section for the proposed
controller.

10



Consider a state representation of the open-loop system with recycle in the
nominal case (which can be obtained from the complete state representation of
system-observer expressed in equation (10)),

ẋ = Āx+ Ā1x(t − τ1) + Ā2x(t − τ2) + B̄u(t) (30a)

y = C̄1x(t− τ1) (30b)

where

x =
[
xd xr

]T
, Ā =

[
Ad 0
0 Ar

]
, Ā1 =

[
0 0

BrCd 0

]
, (31a)

Ā2 =

[
0 BdCr

0 0

]
, B̄ =

[
Bd

0

]
, C̄1 =

[
Cd 0

]
(31b)

Before define perturbations for the recycling system, as an example, let the
nominal system be,

ẋ(t) = Ax(t) +Bx(t − τ),

and the actual system as above but with τ replaced by τ0, then p(x(t)) =
B[x(t− τ0)− x(t − τ)]. In this way, with θ = τ0 − τ , we get,

P1(s, θ) = B[e−τ0s − e−τs] = Be−τs[e−θs − 1].

Under the same idea, it is also possible to consider uncertainties on the matrix
B. Let us consider the actual input matrix system as B0, then p(x(t)) = B[x(t−
τ0)− x(t− τ)] + [B0 −B]x(t − τ0). Assuming Bδ = B0 −B, it is obtained,

P2(s, θ, δ) = e−τs[B(e−θs − 1) +Bδe
−θs].

Now, let define perturbations on the time-delays for the recycling system
(30). The nominal values of the time-delays are τ1 and τ2. Thus, the delay
uncertainty is obtained as follows,

P (s, θ) = Ā1e
−sτ1(e−sθ1 − 1) + Ā2e

−sτ2(e−sθ2 − 1), (32a)

Q(s, θ) = C̄1e
−sτ1(e−sθ1 − 1). (32b)

Notice that the uncertainties expressed in equations (32a)-(32b) allows to
analyze the plant uncertainty in both, direct and recycle paths. Furthermore,
the uncertainties can be acting with different proportion due to its independent
characterization as θ1 and θ2. Also, independent robustness analysis for each
time-delay τ1 or τ2 is possible (this can be done by removing τ2 or τ1 from
equations (32a) or (32b), respectively).

In the case that uncertainties are present on both time-delays and matrices
Ā, Ā1 and Ā2, it is obtained,

P (s, θ, δ) =Āδ + e−sτ1 [Ā1(e
−sθ1 − 1) + Ā1δ1e

−sθ1 ]+

e−sτ2 [Ā2(e
−sθ2 − 1) + Ā2δ2e

−sθ2 ], (33a)

Q(s, θ) =C̄1e
−sτ1(e−sθ1 − 1). (33b)
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where, Ā, Ā1 and Ā2 are the nominal matrices of the recycle system and the
corresponding uncertainties are given as Āδ, Ā1δ1 and Ā2δ2 .

A state space representation in the Laplace domain of the observer-based
control structure shown in Figure 5 can be expressed as,

sX(s) = AX(s) +A1e
−sτ1X(s) +A2e

−sτ2X(s) + BR(s) (34)

with X(s) =
[
ex(s) X(s)

]T
, ex(s) = X̂(s)−X(s),

A =

[
Ā GQ− P

−B̄JK̄ Ā− B̄JK̄ + P − B̄JQ

]
,

A1 =

[
Ā1 −GC̄1 0
B̄JC̄1 Ā1

]
,A2 =

[
Ā2 0

−B̄L Ā2 − B̄L

]
,B =

[
0
B̄J

]
.

For simplicity of notation, in what follows, the simplest case where Gd and
Gr are first order plants will be analyzed. This fact produces,

G =
[
Bdk Br

]T
, K̄ =

[
1 0

]
, L =

[
0 Cr

]
. (36)

The characteristic equation of system (34), is given by,

γ = det(sI −A−A1e
−τ1s −A2e

−τ2s)

this is,

γ = det

[
sI − F +GC̄1e

−τ1s P −GQ
M − B̄JC̄1e

−τ1s sI − F +M + B̄JQ− P

]
(37a)

= det(sI − F +GC̄1e
−τ1s) det(sI − F +M) det(I + ψ−1Θ(s, θ)) = 0 (37b)

where

F = Ā+Ā1e
−τ1s + Ā2e

−τ2s, (38)

M = B̄JK̄ + B̄Le−τ2s, (39)

and

ψ =

[
sI − F +GC̄1e

−τ1s 0
M − B̄JC̄1e

−τ1s sI − F +M

]
(40)

is the matrix corresponding to the combined observer-controller for nominal
system, and Θ(s; θ) collects the plant uncertainties.

Considering that the closed-loop quasi polynomials det(sI −F +GC̄1e
−τ1s)

and det(sI−F +M) are stable for a proper choice of G, K̄ and L, then they do
not change sign when s sweeps the imaginary axis and the perturbed closed-loop
system remains stable if det(I+ψ−1Θ(s; θ)) does not change sign for all s = jω.

Straightforward computations produce,

det(I + ψ−1Θ(s, θ)) = det

[
I +

[
Q̃pq Q̃p

] [ P −GQ
B̄JQ− P

]]

= det [I +Nc(s)Dc(s)] ,

(41)

12



where,

Q̃pq = −(sI − F +M)−1(M − B̄JC̄1e
−τ1s)(sI − F +GC̄1e

−τ1s)−1, (42)

Q̃p = (sI − F +M)−1, (43)

which only depends on the nominal system and observer/controller parame-
ter. By using Rouche’s theorem [27], it follows that the closed-loop stability
condition for the perturbed system results,

‖Nc(s)Dc(s, θ)‖∞ < 1. (44)

Therefore, the considered controller-observer strategy for the actual perturbed
system (34) preserves the closed-loop stability for all uncertainties θ1, θ2, Āδ,
Ā1δ1 and Ā2δ2 satisfying condition (44).

Remark 3. The consideration of the Rouche’s Theorem in the analysis of un-
certain linear delayed systems has been previously reported in [28], [29], [30] in
the case of time-delay uncertainties. A similar condition has also been proposed
in the literature in terms of the singular values of the associated matrices [31],
[32] in the analysis of structured uncertainties.

5. Simulation results

In this section, the performance of the observer-based control strategy pro-
posed previously is evaluated by means of two numerical examples.

Example 1

Let us consider a simple reaction A → B in a reactor-separator system with
recycle of the type discussed in [33] and including time-delays at direct and
forward loops. In this way, the open-loop linear model can be written in the
form of (30) where the state xd is the reactor temperature (T ) and xr is the
component concentration (CA). The manipulated input is the jacket reactor
temperature (Tj). Also, the involved constant matrices are given by,

Ā =

[
F
V
(1− λ)− F

V
− UA

V ρcp
+ (−∆H)

ρcp
CAskps 0

0 F
V
(1 − λ)− F

V
+ ks

]
,

Ā1 =

[
0 0

CAskps 0

]
, Ā2 =

[
0 0

CAskps 0

]
, B̄ =

[
UA
V ρcp

0

]

where ks = k0 exp(−Ea/RTs) and kps = ks(Ea/RT
2
s ). It is assumed that τ1

is the time-delay due to temperature measurement and τ2 the time lag caused
by physical transport. The output matrix is C̄1 =

[
1 0

]
, since temperature

(first state) is the measured signal. The transfer functions of direct and recycle
paths are given by,

Gd =
B̄(1, 1)

s+ Ā(1, 1)
e−τ1s, Gr =

B̄(1, 1)−1Ā1(2, 1)Ā2(1, 2)

s+ Ā(2, 2)
e−τ2s (45)
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Operating Volume (V ) 500 ft3

Operating Flowrate (F ) 2000 ft3/hr
Reactor Diameter (Dr) 7.5 ft
Overall heat-transfer coefficient (U) 492.3192 Btu/(hr ft2 ◦F )
Heat transfer area through reactor wall (A) 47.1238 ft2

Preexponential factor (k0) 16.96x1012 hr−1

Activation energy (Ea) 32400 Btu/lbmol
Ideal gas constant (R) 1.987 Btu/lbmol◦F
Heat of reaction (−∆H) 39000 Btu/lbmol PO
Density of coolant (ρ) 53.25 lb/ft3

Heat capacity of coolant (cp) 1 Btu/(lb◦F )
Operating concentration (CAs) 0.066 lbmol/ft3

Operating temperature (Ts) 560.77◦R
Forward loop time-delay (τ1) 0.1 hr
Backward loop time-delay (τ2) 0.2 hr
Recirculation coefficient (λ) 0.5

Table 1: Constant parameters for Example 5

The proposed observer-based control strategy given in Figure 5, is implemented
by considering the parameters values given in Table 1. Since conditions of
Theorem 1 are satisfied, a set of proportional gains can be calculated as 8.18 <
k < 13.19 (see Corollary 1 and Remark 1), choosing in consequence k = 9 for
all the experiments. The two degree of freedom PI controller is implemented by
considering Kp = 41, σ = 0.5 and Ti = 0.142.

In order to analyze the robustness of the control strategy with respect to time
delays, Figure 6 shows the stability condition given by equation (44), where the
uncertainties in time-delays θ1 = 0.012hr and θ2 = 0.04hr are considered. In
this case, such combination of uncertainties gives as result a stable closed-loop
system since ‖Nc(s)Dc(s, θ)‖∞ = 0.9872 < 1. Taking into account the time-
delay uncertainty mentioned above, in Figure 6 it is also presented the stability
condition (44) when all parameters of the model are different from the nominal.
In this case, the following uncertainties are considered,

Āδ =

[
0.03 0
0 0.08

]
, Ā1δ1 =

[
0 0

−0.11 0

]
, Ā2δ2 =

[
0 0.025
0 0

]
. (46)

As it is seen from Figure 6, this set of uncertainties satisfies the stability condi-
tion (44) and therefore the stability of the closed-loop system is also assured.

Now, in order to evaluate the output signal evolution, it is considered a
positive unit step input and initial conditions in the process and the observer of
magnitude 0.1 and 0.2 units, respectively. In Figure 7, a continuous line shows
the output response when it is considered the exact knowledge of the model
parameters; a dashed line depicts the output signal when time-delays τ1, τ2,
are increased by 10% and the nominal direct path unstable pole s1 = 7.1318
is shifted to s1 = 7.3 and the nominal stable recycle-path pole s1 = −6 is
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considered as s2 = −6.2. Additionally, a step disturbance d(t) with a magnitude
of 0.3 units acting at 3hr is considered. The corresponding control signals are
also depicted in the lower part of the figure.

To conclude with this example, Figure 8 shows the corresponding output
error ey(t), when it is considered exact knowledge of the model parameters; a
positive unit step input and initial conditions in the process and the observer
of magnitude 0.1 and 0.2 units, respectively.

It can be seen from Figures 7 and 8 how the observer-based control strategy
produces an adequate response of the system.
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Example 2

Consider now a recycled system of the form (1) with,

Gd =
1

s− 0.25
e−2s, Gr =

10

(s+ 1)(s+ 2)
e−2s. (47)

In this case, the proportional observer design gain is k = 0.3, chosen from
0.25 < k < 0.6342, the control feedback (20) is obtained by considering,

Gff (s) = 1.5

(
0.4 +

1

4s

)
and Gc(s) = 1.5

(
1 +

1

4s

)
(48)

Consider now time-delays uncertainties of θ1 = 0.016 and θ2 = 0.05. Thus,
the stability condition given by (44) is shown in Figure 9. As it is seen, such
combination of uncertainties produces a stable closed-loop operation since

‖Nc(s)Dc(s, θ)‖∞ = 0.9840 < 1.

In order to illustrate the robustness of the system when the observer pa-
rameter k is changed, in what follows, the stability condition (44) is analyzed.
Consider time-delays uncertainties of θ1 = 0.01 and θ2 = 0.04. Under these
conditions, Figure 10 shows condition (44) for different values of k. As it is
seen, while the value of the parameter k increase, the stability condition (44)
tends to its limit. Notice that for k = 0.45, condition (44) is not satisfied. From
this analysis, it is possible to see that the robustness of the control strategy
can be improved by properly choosing the observer parameter k. However, a
compromise between performance and robustness is obtained.

As in the previous example, it is considered a step disturbance D(s) = −0.05
acting at t = 40 sec. Figure 11 shows the evolution of the output and control
signals when considering a zero initial conditions (continuous line) and when
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the initial condition in the recycle path is set at 0.01 (dashed line). Figure 12
shows the error estimation of the recycle signal eω2

(t) whenD(s) = 0 and a small
initial condition of magnitude 0.07 is present in the backward path process.

Lemma 4 guarantee that the controller asymptotically reject step distur-
bances d(t), i.e., to make the sensitivity S(s) = 0 for s = jw = 0.

It could be interesting to have a ”small” sensitivity S(jw) for a wide range of
w and not only for w = 0, but from expression (26) it is clear that the sensitivity
depends on controller parameters k, Kp and Ti. Figure 13 illustrate S(jw) for
tree different values of k.
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Figure 11: Output and control signals in Example 5.

6. Conclusions

Using recycle in unstable processes with significant time-delay leads to a chal-
lenging control problem. In this work this problem has been addressed for the
particular case of one unstable pole with significant delay in the forward path.
Explicit conditions for the construction of an stabilizing observer-based con-
troller scheme for such class of systems are presented. The observer-prediction
strategy is used to estimate some internal variables of the process required for:
i) remove the dynamics of backward loop in the recycling process and ii) design
a stabilizing control law for the free delay model in the forward path. The basis
provided in this work could be useful for extending the class of systems for which
the recycle can be used. Particularly, the case of one unstable pole with several
stable poles plus significant time-delay in the forward path could be addressed.
As it is well known, time-delay uncertainties can affect closed-loop stability of
recycled systems, in order to prevent this possibility in the proposed controller,
a robustness analysis has been developed. The proposed observer-based control
scheme is evaluated by means of numerical simulations, showing an adequate
response.
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Appendix A. Proof of Lemma 1 and Corollary 1

Proof of Lemma 1. The proof use the well known fact that a discrete
time model derived from a continuous time system is equal to its continuous
counterpart if the sampling period T → 0 by considering a zero order hold
device. It is carried out by discretizing the system and then showing that all
the poles remain inside the unitary circle when the sampling period tends to
zero iff τ < 1

a
.

Discretizing model (6) using a zero order hold and a sampling period T = τ
n

with n ∈ N, it is obtained,

G(z) =
b

a

(eaT − 1)

zn(z − eaT )
(A.1)

Model (A.1) in closed-loop with the (discretized) output feedback (7) produces
the characteristic equation,

p(z) = zn(z − eaT ) + k
b

a
(eaT − 1) = 0 (A.2)

Let us to analyze the root locus of (A.2). Open loop system has n poles
at the origin and one at z = eaT . Then, there exist n+ 1 branches to infinity,
n − 1 of them starting at the origin and going directly to infinity. The two
remaining branches starting at a breaking point z1 located over the real axis
between the origin and z = eaT (this situation is illustrated in Figure A.14 for
the case n = 5). z1 can be found by considering the equation,

dk

dz
=

d

dz

[
−
zn(z − eaT )
b
a
(1− eaT )

]
= 0,

producing the equation,

(n+ 1)zn − nzn−1eaT = 0, (A.3)

which has n− 1 roots at the origin and one at,

z1 =
n

n+ 1
ea

τ
n .

If the breaking point z1 over the real axis is located inside the unit circle,
the closed-loop system could have a region of stability, otherwise the system is
unstable for any k.
The stability properties of the continuous system (8) are alternately obtained
by considering the limit as n → ∞, or equivalently, when T → 0 of equation
(A.3), this is,

lim
n→∞

z1 = lim
n→∞

n

n+ 1
ea

τ
n = 1. (A.4)

It is important to note that any point s = θ, over the real axis on the complex
plane s is mapped to z = eθT on the z plane and as a consequence this point
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Figure A.14: Root locus of equation (A.2) for n = 5.

converges to z = 1 when T tends to zero. Notice also that any real point s = θ
on the left half side of the complex plane (θ < 0) is mapped to a point eθT that
tends to one over the stable region of the z plane. On the contrary, if θ is on
the right side of the complex plane over the real axis (θ > 0), the point eθT

tends to one over the unstable region. Then, from (A.2), it is not difficult to see
that if aτ < 1 (i.e., τ < 1/a) there exists a gain k that stabilizes the closed-loop
system (i.e., the limit tends to one from the left). In the case that aτ ≥ 1 it is
not possible to get k that stabilize the system.

Then, if the remaining n − 1 roots are into the unit circle, the closed-loop
is stable. Let us now prove that the remaining n− 1 roots are into the unitary
circle if and only if aτ < 1. Assume that aτ ≤ 1 and to take into account the
continuous case, the characteristic equation (A.2) is modified as,

lim
n→∞

p(z) = lim
n→∞

[
zn(z − eaT ) + k

b

a
(eaT − 1)

]

= lim
n→∞

[
zn(z − ea

τ
n ) + k

b

a
(ea

τ
n − 1)

]

= (z − 1) lim
n→∞

zn

from where it is stated that while one pole is on the neighborhood of z = 1, the
remaining poles are in a neighborhood of the origin. Then, we can finally state
that the system can be stabilized iff aτ < 1.

Proof of Corollary 1.

Assume that τ < 1
a

and take into account the discretized system given
by (A.1). Analyzing the root locus associated to such discrete system, it is
possible to see that the open loop system has n poles at the origin and one at
z = eaT without finite zeros. Then, there are n − 1 branches going to infinity
and a pair converging to a point on the real axis located between the origin and
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z = 1(stability region). Note that if k = 0 the system is unstable. The gain k
that takes the systems to the border of the stability region (z = 1) is obtained
by evaluating k for z = 1, this is,

k = −
zn(z − eaT )
b
a
(1− eaT )

∣∣∣∣∣
z=1

=
a

b
(A.5)

Then by Lemma 1 the proof is concluded.
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