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ABSTRACT

Wave breaking has been observed to affect the bottom boundary layer in surf zones, with

potential impacts on bottom friction. The present paper investigates the impact of wave

breaking on bottom friction and set-up using a recently proposed parameterization of the

wave-induced turbulent kinetic energy in turbulent closure equations of the wave-averaged

flow. The behavior of this parameterization is investigated by comparing phase-resolving and

phase-averaged solutions. We show that the phase-averaged solution strongly overestimates

turbulent kinetic energy, in a way similar to the modeling of air flow over waves. The

current is correctly simulated. When applied to a realistic planar beach and after some

modifications, the mixing parameterization yields the correct reproduction of the observed

longshore current, with only a limited impact on wave set-up.

1. Introduction

Waves in the nearshore zone drive morphodynamic and hydrodynamic responses at many

spatial and temporal scales (e.g. Svendsen 2006). The most obvious hydrodynamic features

are the longshore currents (Bowen 1969) and the increase in mean sea level on the shoreface

(e.g. Longuet-Higgins and Stewart 1963). In the first case, the magnitude of the current is

inversely proportional to bottom friction (e.g. Longuet-Higgins 1970), and friction is believed

to be a secondary term in the cross-shore momentum balance, in which the wave-induced

momentum flux divergence is mostly balanced by the hydrostatic pressure gradient associated

with the wave set-up (e.g. Apotsos et al. 2007).

An accurate parameterization of friction is thus the first priority when modeling surf
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zone flows. For this reason, many in situ experiments have tried to determine some physical

roughness parameter, and various studies aimed at estimating meaningful friction coeffi-

cients from observed flow patterns (Feddersen et al. 2000, 2003). These studies have sug-

gested that friction may not only be a function of bottom roughness, but may also depend

on wave breaking. There are some other possible sources of discrepancy between roughness

and friction coefficients, including some differences in roughness between the alongshore and

cross-shore directions, on account of specific form drags over bedforms (e.g. Barrantes and

Madsen 2000), or the multiple velocity time scales that must be accounted when investi-

gating the effect of bottom friction on either of the flow components (e.g., the effects of

waves on the dissipation of infragravity waves in Reniers et al. 2002). Our purpose here is

thus to investigate a possible parameterization of wave breaking effects on bottom friction,

by adding breaking-induced turbulence in the phase-averaged mixing parameterization pro-

posed by Mellor (2002) (ML02, hereafter) for modeling of the bottom boundary layer. This

parameterization uses turbulent kinetic energy to represent the influence of wave-induced

near-bottom turbulence on the mean flow, and was shown to reproduce accurately observed

current profiles.

The parameterization and its application to an oscillatory bottom boundary layer are

described in section 2. Its application to a realistic surf zone is presented in section 3.

Conclusions follow in section 4.
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2. The phase-averaged parameterization and its appli-

cation to an oscillatory boundary layer

In this section, we simulate the oscillations of the wave bottom boundary layer with the

wave phase for a one-dimensional vertical (1DV) case, and we compare the outcome with

that based on phase-averaged simulations. We redo the numerical experiment described by

Mellor (2002) to compare our results with his model data and with laboratory data from

Jensen et al (1989). Next, we test the behavior of the phase-averaged parameterization when

the waves break, by parameterizing the effects of wave breaking.

a. The governing equations

When the wave phase is solved, the momentum equations in terrain-following coordinates

are the same as eqs. (9a) and (9b) in Mellor (2002), except that we use a k-epsilon closure

to parameterize vertical mixing instead of the Mellor and Yamada (1982)’s scheme. The

differences between both turbulent schemes have little impact on the results of this study.

∂u

∂t
=

τ0x

h
+ ubxωcos(ωt) +

1

D

∂τx
∂ς

, (1)

∂k

∂t
=

1

D2
· ∂

∂ς

(
νV
sk

· ∂k

∂ς

)
− ∂k

∂ς
· ∂ς

∂t
+ Prod + Buoy − ǫ, (2)

∂ǫ

∂t
=

1

D2
· ∂

∂ς

(
νV
sǫ

· ∂ǫ

∂ς

)
− ∂ǫ

∂ς
· ∂ς

∂t
+

ǫ

k
(c1Prod + c3Buoy − c2ǫ) . (3)

where u is the flow velocity in the x-direction, k is the turbulent kinetic energy (TKE,

hereafter), ǫ is the dissipation rate, D is the mean depth and h = D/2 , ς is the terrain-
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following coordinate and t stands for time.

The mixing length is given by l = (c0
µ)

3k3/2ǫ−1 with 0.5270 ≤ c0
µ ≤ 0.5544 and the vertical

viscosity is νV = l(2k)1/2SM (where SM is the stability function1).

The wave forcing is induced by the pressure gradient, ubxωcos(ωt), with a velocity am-

plitude ubx = 2 m.s−1 and a wave frequency ω = 0.654 s−1. The mean flow is generated by a

force analogous to a pressure gradient τ0x/h, where τ0x = 4.10−3m2.s−2 is the x-component of

the mean wall stress vector and h is equal to 0.14 m. The term τx is the x-component of the

Reynolds stress. In equations (2) and (3), c1, c2 and c3 are constant parameters. The terms

’Prod’ and ’Buoy’ are related to TKE and dissipation production by shear and buoyancy;

the ’Buoy’ term is set to zero in our case.

The parameterization of Mellor (2002) deals with the phase-averaged flow. Then, the

following momentum equations are solved where (·) denotes phase-averaged quantities:

∂u

∂t
=

τ 0x

h
+

1

D

∂τx
∂ς

, (4)

∂k

∂t
=

1

D2
· ∂

∂ς

(
νV
sk

· ∂k

∂ς

)
− ∂k

∂ς
· ∂ς

∂t
+ Prod + Buoy − ǫ + P k, (5)

∂ǫ

∂t
=

1

D2
· ∂

∂ς

(
νV
sǫ

· ∂ǫ

∂ς

)
− ∂ǫ

∂ς
· ∂ς

∂t
+

ǫ

k

(
c1Prod + c3Buoy − c2ǫFwall

)
+ P eps. (6)

Two production source terms (P k and P eps) are added in the standard equations for the

k-epsilon model, with the following forms:

P k = ωu2
b(F1ΦF2z)

3, (7)

1The quasi-equilibrium form of Kantha and Clayson (1994) is used. The stability function is derived

algebraically from the transport equations for the Reynolds stresses.
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P eps = C
ǫ

k
Pk. (8)

where P k, F1Φ and F2z are given in Mellor (2002) by equations (18), (20) and (21a),

respectively. F2z is a function of depth distributing the source terms over the water column.

C is a non-dimensional constant equal to 0.9337. ub is the magnitude of the orbital velocity.

In order to correctly model the oscillations of the bottom boundary layer, the expression

of the bottom shear stress must be modified. Our formulation lies on the near-bottom TKE,

so that the effects of the additional terms of TKE can incorporated. This formulation is not

based on a drag coefficient like in the classical equations. The expression of the wave-averaged

bottom shear stress (τ bx) depends on the ratio z/z0, where z0 is the bottom roughness and

z is the depth from the bottom. If z > z0, we use the following expression

τ bx =
uκSM0

√
2k0

ln

(
z

z0

) . (9)

If 0 < z ≤ z0, and to suppress undesirable effects of a negative bottom shear stress, we

rather use:

τ bx =
uκSM0

√
2k0

ln

(
z

z0

+ 1

) . (10)

where k0 is the wave-averaged turbulent kinetic energy near the bottom, κ is the Von

Kármán constant set to 0.4 and the stability function SM0 takes the value 0.39 in the absence

of stratification.

b. Validation: Pure oscillatory flow

Before analyzing the results of the phase-averaged cases, we compare our model results

for the oscillatory boundary layer with the vertical current profiles measured in laboratory
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by Jensen et al. (1989) and the numerical results of Mellor (2002) for this example. We set

τ0x = 0 m2.s−2 in equation (1) in order to simulate a pure oscillatory flow. The resulting flow

is oscillating in time, varying with the wave phase (Ψ) given by relation Ψ =
360 · t

T
(where

T is the oscillatory period set to 9.6 s). When the flow is established (ie. when the transition

stage is over), we study only half a wave period (with phases between 0◦ and 180◦) because

the flow is symmetric. We choose to simulate a rough wall with a bottom roughness set to

2.8.10−5m, which has the value considered in the simulations run by Mellor (2002).

Our simulations are carried out with a one-dimensional version of the MARS3D code

(Lazure and Dumas 2008), using a very high vertical resolution (3600 regularly distributed

levels, so that the vertical resolution is about 7.7.10−5 m), which ensures a good representa-

tion of near bottom processes but does not resolve bottom roughness. We use a time step

equal to 0.005 s. Figure 1 (top row) shows the vertical profiles of the current for the acceler-

ating 0 ≤ Ψ < 90◦ and decelerating 90 ≤ Ψ < 180◦ phases of the flow. Our results are similar

to the measured profiles and to the model results reported by Mellor (2002) (see Figure 1).

In particular, the oscillations of the bottom boundary layer are correctly reproduced. The

vertical profiles of TKE (see Figure 1, middle row) are also comparable to the observed ones

and to the numerical results by Mellor (2002), with some differences that we attribute to

the use of a different turbulence scheme and a different vertical resolution. However, very

close to the bottom, our results obtained in the case of a rough surface slightly differ from

the observations. Both models strongly overestimate the level of TKE near the boundary.

This may be related to the way we apply the wave forcing (i.e. an oscillatory barotropic

pressure gradient), which differs from the experimental conditions of Jensen et al. (1989)

(i.e. oscillatory flows in a vein). Moreover, Jensen et al. (1989) use a smooth wall for their
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experiment. Lastly, the bottom shear stress computed by Mellor (2002) is shown for each

wave phase in Figure 1 (bottom row, blue circles), for an easy comparison with our results

(red crosses). The results are similar.

c. Fully developed mean flow superimposed on an oscillatory flow

1) Impact of the vertical discretization

We consider a fully developed mean flow superimposed on oscillatory flow. The mean flow

is generated by the terms
τ0x

h
and

τ 0x

h
, that are now non-zero and set to 2.10−3 m2.s−2. As in

Mellor (2002), we consider for this case a depth equal to 4 m. In order to correctly simulate

the flow for this depth, we use a vertical mesh that is refined near the bottom and near

the surface. In practice, the vertical discretization has a large influence on the near-bottom

value of F2z (see Appendix A, eq. (A11)), which may strongly modify the solution. Five

meshes have been used to reveal this problem (more details in Appendix A, eq. (A11)), with

some of them including grid points within the bottom roughness (Mesh 3 and 4). For each

individual mesh, the depth of the grid point nearest the bottom (zbot) and the corresponding

value of F2z are given in Table 1. The near-bottom value of the F2z function varies between

0.2 and 5 according to the mesh (see Figure 2, top row). Indeed, when z → 0, both the

F2z function goes to infinity, which has a non-negligible influence on the vertical profile of

the current. For smaller zbot values, the near-bottom source of TKE is increased and the

vertical current shear is reduced. After many numerical experiments, we found that F2z ≃ 1

reproduces reasonably well the average of the phase-resolving solution. Our final experiment

uses mesh No. 5 with a modified F2z function (F2z,mod) for which all values greater than 1
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are reset to values close to unity such that F2z,mod = min(F2z, 1) (see Figure 2, right panel,

blue curve). Moreover, we suppress all negatives values as recommended by Mellor (2002)

in order to add only turbulent source terms. The depth-integrated value of F2z, for the

different meshes, is modified by the suppression of all the negative values and, therefore, the

turbulent quantities that are injected differ.

When the waves do not break, the vertical profile of the current given by the phase-

averaged parameterization is very close to the profile obtained in the phase-resolving case

(see Figure 3, NO BREAK case). The TKE values near the bottom are greatly increased for

the phase-averaged case (see Figure 4, NO BREAK case) because the parameterization uses

additional sources of turbulent kinetic energy (P k) and turbulent dissipation (P ǫ) that are

maximum near the bottom. TKE is about three times larger than in the phase-resolving case.

This high value is reminiscent of the difficulties encountered with mixing length models used

for the simulation of air flow over waves. Indeed, the oscillations due to waves are known to

prevent the turbulent mixing when the eddy overturning time becomes larger than the wave

period (Belcher and Hunt 1993). In these conditions, the classical mixing length models, in

particular when applied to the phase-averaged flow, generally fail to reproduce this effect

and overestimate the mixing (Miles 1996), in the outer boundary layer.

In both cases, when a steady state is reached, the depth-averaged pressure gradient

balances the bottom stress, which is thus the same in phase-resolving and phase-averaged

simulations.
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2) Effects of wave breaking

We anticipate the use of the phase-averaged parameterization in realistic surf zones where

waves break. As a preliminary study, we apply it on the previous test case, where we

assess the effects of wave breaking at the surface. These effects are parameterized. We

account for additional sources of TKE and turbulent dissipation, linearly distributed over

a characteristic length δ according to Walstra et al (2000). Both terms depend on wave

energy dissipation resulting from wave breaking (Dw), such that Dw = 6.75.10−4 m3.s−3

(and ρ0Dw = 0.69 W.m−2, where ρ0 is the reference water density set to 1027 kg.m−3).

The additional source terms for TKE (Pkbr and P kbr) are the same in both phase-averaged

and phase-resolving cases, and we test two vertical distributions determined by a character-

istic length δ:

• Case 1: δ = 0.5 · Hrms ≃ 1 m:

Pkbr = P kbr =
4Dw

Hrms

(
1 − 2z′

Hrms

)
. (11)

• Case 2: δ =
11 · Hrms

8
≃ 3 m:

Pkbr = P kbr =
16Dw

11Hrms

(
1 − 8z′

11Hrms

)
. (12)

where z′ is the distance from the surface and Hrms is the root mean square significant

wave height.

For both values of δ, the depth-integrated value of Pkbr is the same, and is equal to Dw.

The additional source of turbulent dissipation (Pebr) is computed from the source of TKE.

For the phase-resolved case, we have
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Pebr = 1.44 · Pkbr ·
( ǫ

k

)
, (13)

and for the phase-averaged case, we use the following expression

P ebr = 1.44 · P kbr ·
(

ǫ

k

)
. (14)

The surface boundary conditions for the k-epsilon model must be changed to account for

wave breaking at the surface. A Dirichlet boundary condition is used for TKE (Kantha and

Clayson 2004):

kz′=0 = kz′=0 = B
2/3
1 [1 + 3mbα]2/3 u2

⋆. (15)

where B1, b, m, and α are non-dimensional constants set to 16.6, 0.22, 1, and 100,

respectively. u⋆ is the friction velocity.

At the surface, we use a flux boundary condition for turbulent dissipation following

Burchard (2001):

* For the phase-resolved case:

∂ǫ

∂z
|z′=0 = (c0

µ)
3/4




3
2
· σk(c0µ)3/4cwu3

⋆

cµ
+ κk3/2

κ2(z′ + z0s)2



 . (16)

* For the averaged-resolved case:

∂ǫ

∂z
|z′=0 = (c0

µ)
3/4




3
2
· σk(c0µ)3/4cwu3

⋆

cµ
+ κk

3/2

κ2(z′ + z0s)2



 . (17)

where c0
µ, cµ, cw, σk are non-dimensional constants, equal to 0.09, 0.09, 100, and 1,

respectively. z0s is the surface roughness that we set to 0.6 · Hs (where Hs is the significant

10



wave height). We note that for cw = 0, we obtain the flux boundary conditions for non-

breaking case.

For both characteristic lengths of breaking penetration, the effects of wave breaking do

not reach the bottom of the water column. Therefore, turbulent kinetic energy near the

bottom is not modified (see Figure 4, BREAK: case 1 and case 2). However, wave breaking

homogenizes TKE over most of the water column in comparison with the NO BREAK

case. Moreover, as the depth-integrated value of Pkbr is the same for both cases with wave

breaking, the vertical profiles of TKE are similar. The depth-integrated TKE in case 2 is

only 0.9% greater than in case 1, most probably because of numerical effects induced by the

refined vertical mesh. With a regular vertical mesh, the depth-integrated TKE should be

the same for both cases. The TKE budget (see Figure 5) shows that the production terms

(Prod. in figure 5) balance the dissipation (Diss. in figure 5) and diffusion (Diff. in figure 5)

terms. Besides TKE production by shear, the production terms include the sources related

to wave breaking and to the Mellor (2002) parameterization. The mixing induced by wave

breaking reduces the vertical shear of the current and decreases the magnitude of velocity

in the corresponding regions. The deeper the penetration of mixing, the smaller the surface

velocity (see Figure 3, BREAK: case 1 and case 2). However, in both present cases, the

effects of wave breaking on current are weak.

To conclude, for all cases, with and without wave breaking, the phase-averaged param-

eterization correctly reproduces the current while it overestimates near-bottom turbulent

kinetic energy, in comparison with the phase-resolving case. Moreover, the parameterization

shows good performance in presence of wave breaking at the surface. We can apply it now

to surf zones.
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3. Bottom friction and wave set-up in a surf zone

Apostos et al (2007) showed that for shallow depths less than 30 centimeters, the wave

set-up phenomenon is poorly reproduced by the current numerical models. For these depths,

the mixing caused by wave breaking interacts with the mixing enhanced by bottom friction.

Apostos et al (2007) consider that these interactions may modify bottom friction and impact

on the set-up. The parameterization of Mellor (2002) allows computation of the bottom shear

stress from the turbulent kinetic energy and is relevant to study such effects of wave breaking.

Therefore, we use the phase-averaged parameterization previously tested to quantify, in a

surf zone, the modification of the bottom shear stress by wave breaking and the consequences

on the computed longshore current and set-up.

We use the MARS3D-WAVEWATCH III coupled model (Bennis et al, 2011) based on the

quasi-Eulerian velocity (the Lagrangian velocity minus the Stokes velocity). This coupled

model allows to simulate three-dimensional flows in presence of waves by the full coupling

of one wave model, WAVEWATCH III (Tolman, 2009 and Ardhuin et al, 2010), with one

regional ocean circulation model, MARS 3D (Lazure et Dumas, 2008). Hereafter, we remind

the momentum equations in terrain-following coordinates (more details in Bennis et al (2011)

and Ardhuin et al (2008)). Note that all variables introduced in this section are phase-

averaged, so the previous notation (·) is removed for sake of readability.

∂û

∂t
+ û

∂û

∂x
+ v̂

∂û

∂y
+ Ŵ ∂û

∂ς
− fv̂ +

1

ρ

(
∂pH

∂x
+

∂pH

∂ς
· ∂ς

∂x

)

=

[
f +

(
∂v̂

∂x
+

∂v̂

∂ς
· ∂ς

∂x

)]
Vs −

(
∂û

∂y
+

∂û

∂ς
· ∂ς

∂y

)
Vs

−Ws

D
· ∂û

∂ς
− ∂J

∂x
− ∂J

∂ς
· ∂ς

∂x
+ F̂d,x + F̂m,x+F̂b,x, (18)
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∂v̂

∂t
+ û

∂v̂

∂x
+ v̂

∂v̂

∂y
+ Ŵ ∂v̂

∂ς
+ fû +

1

ρ

(
∂pH

∂y⋆
+

∂pH

∂ς
· ∂ς

∂y

)

= −
[
f +

(
∂v̂

∂x
+

∂v̂

∂ς
· ∂ς

∂x

)]
Us +

(
∂û

∂y
+

∂û

∂ς
· ∂ς

∂y

)
Us

−Ws

D
· ∂v̂

∂ς
− ∂J

∂y
− ∂J

∂ς
· ∂ς

∂y
+ F̂d,y + F̂m,y+F̂b,y. (19)

where (û, v̂, ŵ) is the quasi-Eulerian velocity, pH is the hydrostatic pressure, (F̂m,x, F̂m,y)

are the mixing effects induced by waves and other processes, (F̂d,x, F̂d,y) are the sources

of quasi-Eulerian momentum that are equal to the sink of wave momentum induced by

wave breaking and wave-turbulence interaction, (F̂b,x, F̂b,y) are the sources of quasi-Eulerian

momentum related to the sink of wave momentum induced by bottom friction (to be included

only when the wave bottom boundary layer is resolved), J is the wave-induced mean pressure

and (Us, Vs, Ws) is the three-dimensional Stokes drift.

Two evolution equations (one for TKE, one for turbulent dissipation) are used for mod-

eling turbulence:

∂k

∂t
=

1

D2
· ∂

∂ς

(
νV
sk

· ∂k

∂ς

)
− ∂k

∂ς
· ∂ς

∂t
+ Prod + Buoy − ǫ + Pk, (20)

∂ǫ

∂t
=

1

D2
· ∂

∂ς

(
νV
sǫ

· ∂ǫ

∂ς

)
− ∂ǫ

∂ς
· ∂ς

∂t
+

ǫ

k
(c1Prod + c3Buoy − c2ǫ) + Pǫ. (21)

Equations (20) and (21) are the classical equations of the k-epsilon model with the

addition of two source terms, Pk and Pǫ, accounting for the mixing effects due to bottom

friction and wave breaking. These terms differ according to the simulated test cases and are

given by equations (22) and (23). For the parameterization of Mellor (2002), the constant β

is set to one and the constant γ is set to zero. For the other case, the constants β and γ are

equal to zero and one, respectively.

13



Pk =
4Dw

Hrms

(
1 − 2z′

Hrms

)

z′≤Hrms/2

+ βω|ub|2 (F1ψF2z)
3 + γ

2Df

δ

(
1 − D − z′

δ

)

D−δ≤z′≤D

,(22)

Pǫ =
ǫ

k

[
1.44

(
4Dw

Hrms

(
1 − 2z′

Hrms

)

z′≤Hrms/2

+ γ
2Df

δ

(
1 − D − z′

δ

)

D−δ≤z′≤D

)]
(23)

+
ǫ

k

[
Cβω|ub|2 (F1ψF2z)

3] .

where δ is the thickness of the wave bottom boundary layer, Df is the wave energy

dissipation due to bottom friction (calculated from Soulsby (1995) and based on a cubic

near-bottom wave orbital velocity), z′ is the distance from the surface and D is the mean

depth. The dissipation due to wave breaking, Dw, directly comes from the wave model.

The original function F2z given by Mellor (2002) shows some problems for this case.

As discussed in the previous section, the near-bottom values change according to the mesh

in use, with numerical inaccuracy as a result. Here, a strange behavior of F2z is obtained

because the values of the wave orbital velocity near the bottom are weaker than for the

1DV case. The wave orbital velocities are less than 0.75 m.s−1, which leads to positive

values of F2z near the surface (see Figure 6, top row). Indeed, when the near-bottom wave

orbital velocity goes to zero, F2z goes to infinity at the surface (see Appendix A, eq. (A11)).

These positive values introduce some turbulent kinetic energy near the surface, which is not

physically realistic because F2z must monotonously decrease from the bottom to the surface.

Unphysical interaction with wave breaking is another problem. Therefore, we remove from

now on all unrealistic positive values of F2z near the surface in addition to its negative values

(see Figure 6, bottom row).

By analogy with the previous study, we change the surface boundary condition for TKE

into the following Dirichlet boundary condition (Burchard 2001):

14



k =
(u⋆)

2

c
1/2
µ

[
a +

(
3σk
2

)1/2

c1/4
µ cw

]2/3

(24)

where a is set to one. The other constants have been previously defined.

WAVEWATCH III, the wave model that solves the transport equation of the wave action

density spectrum N (N being function of time, space, wave number and direction), is a

phase-averaged model.

DN

Dt
=

S

σ
(25)

where S represents the source terms and σ is the intrinsic wave radian frequency.

As the wave model does not solve the wave phase, the expression of bottom shear stress

must account for the oscillations of the wave bottom boundary layer with the wave phase.

Parameterizations for the bottom shear stress classically use the wave orbital velocity near

the bottom. It is the case for the Soulsby (1995) parameterization that we will test hereafter.

The formulation of Mellor (2002) is another type of parameterization that is based on near-

bottom TKE. We compare here the results given by Mellor (2002) (ML02, hereafter) with

the results given by Walstra et al (2000) with the Soulsby (1995) parameterization (WSB95,

hereafter) for modeling near-bottom processes. For the WSB95 case, the additional source

terms are given by eq. (22) and (23) with β = 0 and γ = 1, and the bottom shear stress

(Tt) is expressed as:

Tt = Tc

[
1 + 1.2

( |Tw|
|Tw| + |Tc|

)3.2
]

, (26)

where Tc and |Tw| are the bottom shear stresses due to the current and to the waves,

respectively:
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Tc = ρ0



 κ

log
(
zm

z0

)




2

|û1|û1 and |Tw| =
1

2
ρ0fw|uorb|2. (27)

zm is a reference depth above the sea bed, uorb is the wave orbital velocity near the

bottom, ρ0 is the reference density, û1 = (û1, v̂1) is the quasi-Eulerian velocity near the

bottom and fw is a wave friction factor (Soulsby, 1997) defined as:

fw = 1.39

(
σz0

|uorb|

)0.52

. (28)

The formulations are tested in the Nearshore Sediment Transport Study (NSTS) con-

figuration (Wu et al, 1985 and Thornton and Guza, 1986). An incident oblique wave is

propagating on a planar beach (Leadbetter beach in California). The bathymetry decreases

with the cross-shore distance, and a longshore current and breaking waves develop (see Fig-

ure 7). The main characteristics of the wave forcing are the following: the significant wave

height is less than one meter (≃ 0.96 m), the mean wave period is about twelve seconds and

the mean wave direction is about 109 degrees. As we have an incidence angle of 19 degrees,

the southern boundary (treated like a wall) casts a shadow in the model domain (Figure

8). This shadow is removed in the coupled model by the use of a smaller computational do-

main for MARS3D and the use of periodic boundary conditions at its northern and southern

boundaries.

For both models, the time step is set to one second and the horizontal resolution is

4m × 20m. We use a refined vertical mesh near the bottom and near the surface, with 100

sigma levels (i.e., λt = 100), allowing the resolution of the bottom roughness set to 2.10−3 m.

The expression of the vertical mesh is the following (where λ represents the vertical grid
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point and λmax, here set to 1200, is the number of grid points distributed over the entire

water column)

ς = a1 · exp [a2 · (λ − λt)] + a3, ς < λt/2, (29)

ς = −a1 · exp [−a2 · (λ − 1)] + a4 · exp [0.5 · a2(1 − λt)] + a5, ς ≥ λt/2. (30)

with a1 = 9.67.103, a2 = 0.2, a3 = −0.99, a4 = 1.93.104 and a5 = −0.97.

The depth (z′′), equal to the mean sea surface elevation η̂ at the surface and to −h at

the bottom, is computed as:

z′′ = ς · (η̂ + h) + η̂. (31)

Longuet-Higgins (1970) showed that in the longshore direction, the bottom shear stress

balances the barotropic longshore current. Thus, we evaluate the validity of our computed

bottom shear stress by using the measurements of the barotropic longshore current. The

wave forcing is correctly simulated (see Figure 9, top row). For a bottom roughness set to

2.10−3 m, which is coherent with a sandy beach (Feddersen and Trowbridge 2005), the peak

of the barotropic longshore current computed for the WSB95 case has an intensity similar to

the observed one (see Figure 9, WSB95 case). However, this peak is located nearer the shore

than the observed one because the bottom stress formulation is probably unsuitable for this

case. Indeed, the parameterization of Soulsby (1995) does not account for the mixing effects

induced by wave breaking, though this process directly impacts on the spatial location of

the peak of the current. Moreover, this parameterization has been deduced from model and

data intercomparison and, therefore, it can induce some inaccuracies on the results.

We now test the ML02 parameterization with the modified F2z (see previous explanations)
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to possibly improve the simulation of the barotropic longshore current. The comparison with

NSTS data shows that the simulated maximum longshore current is now about three times

weaker than the observed one, due to the overestimation of the bottom shear by the ML02

parameterization (see Figure 9, bottom row, original ML02 case). In ML02, the bottom

shear stress in the y-direction depends only on two parameters, the near-bottom turbulent

kinetic energy (k0) and the bottom roughness (z0) because the bottom shear stress in the

y-direction (τby) can be expressed as:

τby = A · v̂, (32)

where:

* If z > z0,

A =
κSM0

√
2k0

ln

(
z

z0

) . (33)

* If 0 < z ≤ z0,

A =
κSM0

√
2k0

ln

(
z

z0

+ 1

) . (34)

For the WSB95 case, the A term is equal to:

A =



 κ

log
(
zm

z0

)




2

·
[
1 + 1.2

( |Tw|
|Tw| + |Tc|

)3.2
]
· |û1| (35)

These equations show the very different scalings of the two bottom stresses, with one

based on near-bottom TKE and one other based on the near-bottom wave orbital velocity.

Although the bottom roughness is relatively uncertain, a reasonable current is only ob-

tained with z0 as small as 1.10−4 m, which is about one order of magnitude smaller than the
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value estimated for similar sandy beaches (e.g. Feddersen and Trowbridge (2005)).

The A term, plotted for all parameterizations in Figure 10, balances the current in the

bottom stress parameterization. The A term is about four times larger in the ML02 case

(Figure 10, bottom row, left panel, original ML02 case) than in the WSB95 case, which

induces a weaker barotropic longshore current. This term in ML02, for fixed z and z0, only

depends on the near-bottom TKE. Therefore, its overestimation is caused by an inappropri-

ate level of TKE near the bottom, which is similar to what we found when comparing the

phase-resolving and phase-averaged models.

If bottom friction is defined using eq. (32) with a TKE level reduced by a factor 2, the

magnitude of the longshore current becomes acceptable (see Figure 9, modified ML02 case).

The comparison with WSB95 shows that the modified ML02 gives a good location for the

peak of the longshore current, highlighting the positive impact induced by the account of

TKE in the bottom stress parameterization. Alternatively, we may reduce the values of F2z

in order to leave unchanged the possible input of TKE from breaking waves. However, this

would adversely modify the current profile.

Lastly, we find that the way we model bottom stress does not affect much the set-up (see

Figure 11). Many numerical simulations show that the wave set-up is significantly increased

when bottom friction is strongly increased.

4. Summary and Conclusions

In this study, we investigated the relevance of a bottom friction parameterization based

on turbulent kinetic energy, with sources naturally included from the wave bottom boundary
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layer and wave breaking, following the work of Mellor (2002). For this purpose, we specified

the profile of a phase-averaged source of near-bottom TKE and we corrected some weaknesses

in the profile parameterization proposed by Mellor (2002). Although the mean current profile

can be reproduced, the model strongly overestimates TKE near the bottom. The additional

source of TKE related to breakers at the surface (Walstra et al 2000) has minimal impact

on the vertical profile of the current and the ML02 parameterization shows a good behavior

in presence of waves breaking. Two characteristic lengths were tested to distribute the

wave breaking sources over depth. We obtained almost similar results, knowing that some

differences are due to the need for a refined vertical mesh near the bottom and near the

surface. The TKE equilibrium differs according to the characteristic length used for the

distribution of the turbulent sources induced by wave breaking. In all cases, the production

terms balance the dissipation and diffusion terms.

Then, for a surf zone, we compared the parameterization of Mellor (2002) with an equiv-

alent scheme that was proposed by Walstra et al (2000) and embeds Soulsby’s (1995) pa-

rameterization. The parameterization of Soulsby (1995) for bottom stress does not consider

the effects of mixing induced by wave breaking because it is only based on the wave orbital

velocity near the bottom. Here, the vertical structure of the F2z function must be changed

because, otherwise, the orbital velocity in use adds unrealistic turbulent kinetic energy and

dissipation near the surface. Moreover, by comparison with the NSTS data, the bottom

shear stress computed with the original parameterization of Mellor (2002) was shown to

produce a weaker longshore current. Trial simulations were used to find that an acceptable

longshore current is obtained if one divides by two the near-bottom level of TKE. Then, we

note that the location of the peak of the longshore current is in agreement with the obser-
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vations. Therefore, we conclude that the use of the near-bottom TKE in the bottom stress

parameterization is relevant, and we recommend the modification of the parameterization of

Mellor (2002) before its use in a surf zone.
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APPENDIX A

(i) Some vertical meshes

The discrete vertical distribution for the terrain-following coordinate (ς) is the following

for each mesh (where λ represents the vertical grid point and λmax, here set to 1200, is the

number of grid points distributed over the entire water column):

* Mesh 1:

ς =
exp(0.001265 · λ)

2.3
− 1.428, ς < λmax/2, (A1)

ς =
− exp(0.001265 · (−λ + λmax))

2.3
+ 0.43, ς ≥ λmax/2. (A2)

* Mesh 2:

ς =
exp(0.01265 · λ)

3.98.103
− 0.999, ς < λmax/2, (A3)

ς =
− exp(0.01265 · (−λ + λmax))

3.98.103
− 0.005, ς ≥ λmax/2. (A4)

* Mesh 3:

ς =
exp(0.03 · λ)

1.28.108
− 1, ς < λmax/2, (A5)

ς =
− exp(0.03 · (−λ + λmax))

1.28.108
, ς ≥ λmax/2. (A6)

* Mesh 4:

ς =
exp(0.02 · λ)

3.2.105
− 1, ς < λmax/2, (A7)

ς =
− exp(0.02 · (−λ + λmax))

3.2.105
, ς ≥ λmax/2. (A8)

* Mesh 5:

ς =
exp(0.017 · λ)

7.49.103
− 0.999, ς < λmax/2, (A9)
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ς =
− exp(0.017 · (−λ + λmax))

7.49.103
, ς ≥ λmax/2. (A10)

The elevation from the bottom (z) is given by: z = 2hς + 2h.

The F2z function is given in Mellor (2002) (see his equation (21a)) and his expression is

recalled hereafter.

F2z = −0.0488 + 0.02917lz + 0.01703lz2

+
[
1.125(lz0 + 5) + 0.125(lz0 + 5)4

]
×
(
−0.0102 − 0.00253lz + 0.00273lz2

)
(A11)

with lz = ln

(
zω

ub

)
and lz0 = log

(
z0ω

ub

)
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zbot Fbot

2z

Mesh 1 3.10−2 m 0.2
Mesh 2 9.2.10−4 m 0.9
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Fig. 8. Map of the significant wave height computed by WAVEWATCH III. The gray zone
shows the computational domain used for the hydrodynamic model (MARS3D).
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Fig. 10. Comparison between the modified ML02, the original ML02 and the WSB95
parameterizations for TKE (top row, left panel), the y-component of the bottom shear
stress (top row, right panel), the term A (bottom row, left panel) and the 3D longshore
velocity near the bottom (bottom row, right panel).
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Fig. 11. Comparison of the mean sea surface elevation for the modified ML02, the original
ML02, and the WSB95 parameterizations.
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