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Abstract

An efficient management of returned items is thet l@ay to keep an unsatisfied customer. For Catataty Mail-Order
Retailers, as more than ninety percent of the rethitems go back to stock, returns can be conceasdte first supplier.
Quality managers study the returns as they refleetopinion of customers against the product’s iquarhus, a precise
forecast of the returns and indicators of retusnsampulsory in order to optimize the supply chamd improve the service
quality.

The returns rate, ratio between returned and $emisj is a strategic indicator often used by sédpartments in catalog
and mail-Order retailers. It's used to improve Supply chain control by well forecasting the quigntif work and reducing
the outstanding goods. It's also used to estinfegebudget and define which items from the curreasen can be carried
forward for the next season, and which items vekd improvements.

This paper presents a study of a real returns phenon. A new way to estimate the returns rateasiged and a study of
forecasting models is explained. A phased appraafirecast returns rate is provided for distaretkng sector.

Key words:Reverse Distribution, Forecasting, Returns, Phagtetyirns indicators, Mail-order retailing.

1 Introduction

Distance selling sector has been generally stagoartven declining for many years ago. Becausehef t
increased supply, the market has become more leokatid the competition extends now beyond thengglli
distance.

The logistical chain, as the customer relationsisig, priority where mail-order companies are rgyon in their
strategies in order to be able to stay competitivéhe market and to increase their market sharavelb
Recently viewed as one of the logistical chainéssuhe subject of returns management becomesasiogly
important and regarded as a strategic businesseatem

In order to satisfy their clients, Distance Sellexgfors afford the opportunity of returning the guwot at almost
any time even if it is specified on each sale supporeturn date limit for each item category. Thigategy
generates a very important stream of returns ofiret@5% in average sale in terms of quantity [8] which
explains the consideration of returns as the lepdimpplier. Consequently, returns prediction hasob® the
paramount importance.

Through this article we present a phased appraacihder to predict the return rate early in therentr season.
This work was developed mainly for quality managergrovide them with a better visibility of custers’

" This paper was not presented at any other revuee§fmnding author M. Masmoudi. Tel. +33-5-61-33289+ax. +33-5-
61-33-83-45
Email addresseamalek.masmoudi@isae.fr (Malek Masmoudi).
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reaction toward their products for the current eea3hus, they could take decisions that are moreige about
the products to be renewed for next season, ars ttiobe eliminated or modified. Neverthelesss #xpected
that logistic managers in particular suppliers ¢iaa in this work an efficient way to enhance manag
procurement, and the returns processing managéesttier control the work pace in the treatment whdp that
feeds the stock with the non-defective returnedipcts.

The paper is organized as follows. In the secomticse we explain the phenomenon of returns inatisé
selling sector and we analyze it later. In thedlsection, we first give an overview of the fordoas models
used. Subsequently, we detail the three steps ofapproach to forecast returns. The forth sectomai
conclusion of our work.

2  The product returns in Catalog and mail-order retailing

The first reflections on the reverse logistics begathe early80s Since then, several definitions and names
have emerged [8]. In this article the term revéogéstics means “the returns, the reverse movemeatproduct
based on its reuse, recycling or disposal” whiaesponds to the current definition of reverseritigtion.

Logistic is strongly affected by the phenomenonretiirn. For all that key logistical issues that éndween
answered to the area of distribution become moreptex to manage for reverse logistics [1]. In addit the
issue of returns is far from being exclusively fogistical mismanagement of returns has primarilyegative
impact on the main strategy of the company name$yamer loyalty in terms of product quality andvées. In
fact, bad returns management creates a backlodwiggers a delayed repayment of customers aridcae@ase
in work-in-process. This causes problems of defeamed launched overestimated restocking causingstmak
problems. In this chapter, we will explain conceghtat have been identified in the field of revelmgistics in
catalog and mail-order retailing sector; which w#llp us later in our approach to forecast thermstu

2.1 The reverse distribution

In catalog and mail-order retailing, the reverssridiution can be summarized in four steps (figlre

«  First, the customer returns the products to a tehfbranch store, RV\®r shop), by phone or by post.

e Second, the provider responsible for products dgjivand collection includes the returns and filenthto
the sorting center. The postal operator deposts thle packages to the sorting center.

e Third, the returns are sorted by type of items, aadh type is sent to its appropriate destinatmm f
treatment.

« Last, information about returns is stored in theadase. Returns that are flawless feed the stockttese
containing defects are sent elsewhere (liquidatéaaprices or destroyed).

RVC / Shop Branch store Customer’s Postal
house service

V

Fig. 1. Reverse distribution in catalog and madlesrretailing

In our industrial case, due to the existence dédkht means of feedbacks (RVC, shop, branch stostomer’s
home and postal office) as well as the lack of atiooous and homogeneous traceability system, netare

! RVC: French abbreviation of meeting catalogueceffithe place where customers consult catalogues,

choose items and place orders then come back thgehosen items.
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finally recorded at the treatment date. Thereftigeriot possible to locate the bottleneck in theerse supply
chain in case of a problem of backlog of custoreedback.

If the return is done in RVC or in the store orghone, the return motif of the customer is requkteprovide.
This is not the case for the half of the returret @hre done in relay and by post. Information abeturning
reasons allows quality managers to better undetstaeir products and also allows to the treatmemiter to
locate defects if they exist.

In addition to the reason of the return, qualitynangers is welling to know the fitting time takentbg customer
to perceive that the product does not satisfy Aihis time is the period between the delivery date the date
of return. However, the date of return availabléhe database does not match the real date ohretoere the
customer has effectively returned the product hathar an earlier date which is the treatment dataleady
explained. This effect puts the quality manageidbeom the idea of analyzing the behavior of theistomers
and puts us back in our study from the idea ofdaséing returns with causal methods.

2.2 Returns Phasing

We define the phasing of returns as the speedaafuet returns after expedition. Returned productsrey those
sold in a week of expedition are recorded in sdvetbbwing weeks. We define the coefficients oktheturns
phasing by the percentages of returns recordeddh ef these weeks. See figure 2.

100%

—e— Return:
percentage

accumulation
50%

mEmmmm  Returns
percentag

0%

Fig. 2. Example of returns Phasing

In [11] the coefficients of returns are calculatgith probabilities. This is quite possible whileriah history
exists in the database. The analysis that we ceedwn returns phasing (figure )owed that:

e The curve of phasing is not stationary. Phasingase spread out in some specific periods such eation
periods and periods of sales. Thus the coefficiefitse phasing should be previewed, rather thimated

« |t takes several weeks to get all the product nstuFigure 3 shows that the accumulatior abefficients
reaches at avera@®% of all the returns. This is true for all produatsthe department where we did our
study. By analyzing data from other department wuaykvith completely different category of produocise
found phasing wider spans ovEZ coefficients.

A h ..

100% H: 8" coefficient
90% i " G: 7" coefficient
80%

70% | F: 6" Coefficient
60% | F: 5" coefficient
50% |

40% D: 4™ coefficient
30% C: 3" coefficient
20%

Expedion  _ B: 2" coefficient
weeks

10%
a A: 1%coefficient

Fig. 3. Variation of returns coefficients per exjiet week for a family of products

In figure 3, tha™ coefficientrepresents the percentage of returns recordedi\litheeksf lag between sending
and receiving.
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2.3 The returns rate : a strategic indicator :

Managers at the strategic level use returns rasstimate the budget. Returns rate is also an &sisienlicator
for decision makers because it reflects the custaaaetion to products. The returns rate indica&atefined as
the ratio of returned products to the expeditedipets. It can be calculated in different ways. \W&in in this
paper two estimation formulas called weekly retuate and indexed returns rate.

The weekly returns rate is formulated as following:

r(s)
Tweekly(s) ==
E(9 1)
With:
r(s): returns recorded among expeditidith®week s
E(s): Expeditions of the week s.

It is obvious that the weekly returns rate of a kveeouldn't be calculated unless the returns fromeeligions of
the weeks are all recorded. So, with this formula we musitwee weeks+8 to calculate the returns rate of the
weeks: which is an unacceptable condition in our studygecwhere the estimation is needed early in thewcur
season.

Presumably, the curve of returns rate is barelgtdiating around a fixed value, but in reality ladijsturbances
occur during the season and cause complicatiotiset@nalysis of changes in returns rate. Sevecabifa are
behind these disturbances mainly: the balance griwliday periods, the beginnings of Price-Lifitg, hearts

of seasons and times of beginnings and ends ofssaghere cannibalism between the products of twoent
seasons comes in a remarkable way. Figure 4 shioevgpdce of the weekly returns rate presenting large
fluctuations particularly in the middle of the seasvhich corresponds to the price-list period.

Managers, in strategic level, require a stablexrafghe returns rate which considers for eachentrweeks the
cumulative returns and cumulative expeditions ftbebeginning of the season until the finished feestk. See
figure 4. The formula is:

s—1

D> R(s—)

(=8E—- )

Z E(s—

scurrent week
R(s): The feedback received in the we&k(E)# r (S)).
E (s): Expeditions of week.

|ndex

With:

Return

“ rate
29%
27%‘: Season T1\ 'in Season 2 Y :Zte:klyremms
25% ff\ﬁ ’Wf\ H{m /\ h{‘\ _ = Indexed returns
23% " t'ﬁ .l t [y rate
21% i ¥ —Y '!AI. f \'r.“'
19% ¥ H " 4 -
¥ Expedition
17% .‘.....‘........‘..ym....‘........‘... — Weel&

200451

200502
200506
200510
200514
200518
200522
200526
200530
200534
200538
200601

200605
200609
200613
200617
200621

200625
200629
200633
200637

Fig. 4. The weekly returns rate and the indexegrnstrate for a family of products

The index formula is an underestimation of the nmeturate when applied to the la&tweeks Indeed, the
numerator does not contain all the I8siveekseturns and yet the denominator contains the &tpkditions.
Thus, the formulas 1 and 2 are completely inadegfmatthe early season where returns are not gettezed in
their entirety. We will offer better estimates farias in 3.3 by exploiting our knowledge of the regiphasing.
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3 Phased approach to forecast returns rate

Recent works deal with the problem of forecastietyms [4], [6] and [7]. Nevertheless they offernflas for
research field which are not yet adapted to thastig. Indeed, in order to apply them, it would lpaibly need to
hire an expert in stochastic models [4] and [6ihaartificial intelligence [7]. Manufacturers, seekhave simple
models that provide acceptable results which caeasdy integrated into the tool for handling dataich they
have to be able to quickly generate dashboardsonétiting simple queries. See figure 5.

The family2 return rate in 2005
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Fig. 5. Designing queries and integrating formutathe business Object tool for obtaining a dashib@ath
indicators on returns.

We suggest a forecasting approach which combinesnege observation with the application of foreaagti
techniques that are adapted from those designedinfa series extrapolation. In this section, wespra
forecasting models in general and those used invotk in particular. Subsequently, we present sieptep our
approach to forecasting returns rates.

3.1  Overview of forecasting models
In the forecasting world, there are three clas$ésobiniques:

* The qualitative technique that is used when datasaarce or when the information is qualitativeudées
intuitive judgment to transform qualitative datéoiguantitative estimates.

« The chronological series extrapolation techniquéckvhis a projection of the history, the latter mbst
available and reliable over a series of years past.

e The causal or explanatory technique that is useehvgtossible to determine correlations betweendhies
and to provide explanatory factors.

Qualitative techniques are simpler since they ased on intuitions, but they are inaccurate. Comtise causal
models are more complicated and generally morabieli Unfortunately, the use of these causal methed
impossible in our study case. We justified thisthey inaccuracy of the recorded returns dates. liyjnaé turned
to the extrapolation methods of chronological sedespite of the low history that exists in theablase.

The models used in our approach of forecastingmstrate are the following:

* Single and double exponential smoothing [3].

* Additive and multiplicative smoothing of Holt [Shd Winters [12]

* The stationary process ARMA and non-stationary @ecSARIMA of Box and Jenkins [2] including the
MA [9] and the AR process [13].

Other more complex models are used in sales faiagafl0]. The complexity of our study focuses on
developing a process to follow the prediction dfires which is a new concept compared to the dalegast.
Thus, we limit ourselves to apply the models lighetbw and compare them to keep the best oneitlmairfdata
sets. Applying other methods would be possibléd@ftame of our approach.
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3.2 Forecasts of returns phasing: First step

Impressive results have led us to believe in tlegliptability of the coefficients of Phasing:

e The returns phasing curve is seasonal and cy¢figaire 3). Therefore, forecasting models will hgpked
on each phasing coefficient.

e The pace of the phasing is the same for familiggoducts from the same category. Therefore, we can
apply the prediction of phasing coefficients onoeoaly one family of products.

It always begins by tracing the graphs of our chlogical series in order to visualize the evolutafrchronic,
detects potential accidents (peaks or troughs), @eives a general trend. To help better visuatize
chronological series, it is possible to apply @efilor transformation. The best known filter is tim®ving
average.

In the case of phasing coefficients, we notice ppagent seasonality. Thus, the reliable models ¢hat be
applied are exponential smoothing models, Holt-@finhodels, and Box-Jenkins models. We presentié th
paper the forecasting process established foritsiecbefficient f). The same approach is applied to the other
coefficients.

In our database, we have a short serie82operiods which are equivalent to two seasons. l@niiie naive
forecasting methods such as moving average, ctogivall series extrapolation methods previously ineet
are recommended to produce a forecast for a maxipanod equivalent td/3 of the history we have. Thus, in
our case, the forecast projection will be relialoiely for 28 periods. Among the chronological series
extrapolation methods, the additive model Holt-Wiris the one we selected for the prediction offaents of
phasing as it best fits the series. The smoothogfficients of the Holt-Winter technique can beiomed.
However, in order to make it simple they are sdl.®(figure 6).

holt winter coefficient A
Méthode additive

100*A

0,3961

N Rk o =N W s ou oo N
P S S S

T T T T T T T T T T T
1 11 22 33 44 55 66 77 88 99 110

Fig. 6. Prediction of the coefficient A with theditive Holt-Winter method

Box and Jenkins methods start by observing theéostity of the series. In fact, before applying FMA
model which is suitable for series presenting appiaseasonality as is the case for the coefficiehfzhasing,
the series must be stationary i.e. null varianakteand.

Box-Cox transformation oA coefficient series is proposing a valuelofl. Thus we have the stationarity in
term of variance. The curve of coefficiehshows a decreasing trend. To stabilize the seriesms of trend we
proceed to differentiation. We choose the bestdiffitiation that offers us a modified set with aizental trend
and minimal deviations. Differentiation of orderslsufficient in the case of factéc See Figure 7.

Diagramme de Box-Cox de 100*A Diagramme d'analyse de tendance de 100*A i d'analyse de ( ient A) d=1
o o & Modéle de tendance linéaire Modéle de tendance linéaire
Yt = 5,487 - 0,029841*t Yt = 0,008 - 0,000123*t

e

: e

5,0 £2 0,0 25 5,0 1 68 16 24 32 40 48 S 6+ 72 80 1 8 16 24 32 40 48 56 64 72 80
Lambda Indice Indice

100*A
I S
ca
Gobh b S A o N w

Fig. 7. Analysis of variance (Box Cox Transformaji@nd analysis of trend before differentiation after
differentiation with the ordrel of the coefficiefut

Once the series becomes stationary with the diffexton of order 1, we analyze the ACF (Autocaatin
functions) and PACF (Partial Autocorrelation funci$) correlograms. See figure 8.
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We check the last buttoners coming out the con@identervals in the ACF and PACF in order to define

coefficients of the SARIMA model (Figure 8). In ocase, this reasoning isn't efficient. In fact, kweow that

the frequency is 41 weeks (number of periods pkr saason), and we only ha8éd periods in the history.
Technically speaking, the lag value of these cogiems doesn’t exceed the one quarter of obsengtidich

is 21. Thus, through the history that we dispose, wdctoat affirm the existence of a seasonality whialtue is

greater than 21 through the correlograms. Simildhlg spectral analysis provides us with insigaificvalues of
frequency equal t@6.

ACF (coefficient A) PACF (coefficient A)

1,04 1,04
0,8 0,8
0,6 0,64
0,44 E 0,44
024 — h/l 77777777777 | T

0,0 I.I :o,o lILIIIIII | LI

-0,2- -0,2 L e _
0,4 -0,47|>

0,6 0,6
0,8 -0,8
1,0 -1,0

Autocorrélation

Autocorrélation partielle

T T T T T T T T T T T T T T T T T T T T
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
Décalage Décalage

Fig. 8. ACF and PACF on coefficient A series

Finally, with the available data, the model of Hélinter forecasting seems to solve the problem. SARIMA
model would be useful if we would have recordechdaim at least seasons.

3.3 Returns estimation: Second step

In order to avoid the lack of adaptability of tlerhulasl and2, we exploit our estimates of the returns phasing
coefficients to define new formulas for the returate that will be called partial returns rate (estigd weekly
returns rate) and global returns rate (adjustedxead returns rate).

r(s—i)/zi:Coeff( s

=0

Tpartiel(s_ I) = E(S— i) (3)
i[r(s—i)/iCoeff( b S D}/i Hs ) ifs< s
Tglobal(s) = . - i " o - o1 (4)
Z{r(s—i)/ZCoeff( j, s— D}Z[ r(s— ) /Z Hs ) ifs>s
With:

s: Current week,

s The8" week in the new season,

r(s): Received feedback received among the expeditibtieeoveek s,

E (s): Expeditions of week,

coeff (j, s):Thej™ coefficient of phasing returns the week of expediti (Coeff (0, s) = A (s), coeff (1, s)
=B (s),..., Coeff (7, s) = H (¥)

These two estimates 3 and 4 have a negligible gdpthe real returns rate calculated at the enthefseason.
Furthermore, the mass effect in the expression @ptetely covers the gap. The advantage of the two
expressions 3 and 4 is that they provide good estisnof returns rates at any time of sale.

We call partial return and overall return rate tegpective numerators of partial returns and globiairns rate.
Subsequently, we focus on predicting the returte, n@hich seems more interesting to study tharnréhgrns
themselves. Multiplication by the expedited quasijput us back easily to the prediction of returns
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3.4  Forecasting the returns rate: Third step

To predict the global returns rate of a specificdgtarea we take into consideration both the hjstee have in
our database, and estimates made for the final svee&ale. Consideration of the estimates for tiveenit year
is essential. In fact, this is the main key thédvas knowing the starting trend in the series whieflects the
customers’ reaction to the current season’s predidte evaluation of forecasting methods that veegaing to
elaborate is based on the difference between valog®stimated values. A final validation will beng by the
end of season when all returns are recorded amsdlleurue values of the rate of return can beutatied.

We consider the same predicting approach as thatapplied for the returns phasing. To compare tbhdain
predictions, we consider, in addition to the patthe previewed series, the sum of differences @) the sum
of squared deviations (SCE) between previewed gadne estimated values.

Among the extrapolation of chronological series hods, the Holt-Winter multiplicative model is theeowe

select for the prediction of the global returnseratith SE=4.26%and SCE=0.00387%figure 9). With the

double exponential smoothing mod8E=4.58% and SCE=0.0458%,and with Holt-Winter additive model
SE=5.36%andSCE=0.0506%.

Méthode multiplicative

1 12 24 36 48 60 72 84 96 108
Indice

Fig. 9. Returns rate forecast using the multipheatolt-Winter model

Starting from the crude series of the returns rafth) a transformation of CoxBok = 3 (the transformation
function: F (x) = (100 * x} ) and differentiation of order 1, we get a modifigeries which is stationary. See
figure 10.

Yt = 21,213 +0,0129*t Yt = 0,00106 - 0,000032*t

25 Variable
—e— Réel 0,05
—®— Valeurs ajustées

Mesures de l'exactitude Mesures de lexactitude
MAPE  2,87753 0,004 MAPE 116,124
MAD 061751 b MAD 0,012
MSD  0,64327 MSD 0,000

taux
a

1 9 18 27 36 45 54 63 72 81 1 6 8 27 36 45 54 63 72 81

Fig. 10. Analyse of the returns rate series trezfdie and after differentiation

ACF and PACF analyses of the modified series enabli® choose the coefficients of the autoregressi¥ (q)

and moving averag®lA (p). In our case, the last barred out of the certittad®e in the correlogram ACF is
present in period 2. Therefore, we choqse 2. Similarly, as the last barred out of the conficeimterval in the
correlogram PACF is present in period 2, we chqose2 (figure 11). Consequently, we apphRMA (p, q) =
ARMA (2,2)to the changed series of the returns rate andbseree the new ACF and PACF correlograms. See
figure 12.

ACF PACF

1,0 1,09
0,8 0,8
0,61 0,6
0,4 0,4
0,2 02 — —- — — — —— —
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-0,4 -0,4-
0,6 0,6
-0,8 0,8
-1,04 -1,0

oo Ly e —

Autocorrélation
o
Autocorrélation partielle

Fig. 11. ACF and PACF on the modified series efrsturns rate
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Autocorrélation
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Autocorrélation partielle
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Fig. 12. ACF and PACF after applying the ARMA(2r2pdel on the modified series of the returns rate

We found no barred exceeding the confidence intémvilie newACF and PACF. Thus, the ARMA (2,2) can be
selected for the series which changed the retwates Having applied the differentiation of ordetolget the
modified series, we can conclude that ARIMA (2,1,2)is the best Box and Jenkins model for predictimg t
returns rate with SCE = 0,14% and SE = 9,86%.

Finally, for the prediction of the global returrete Holt-Winter model is the most suitable sinceribvides
better results than Box-Jenkins models and othatefscof extrapolation of chronological series. B@xkins
models will certainly be more efficient if we woulthve a broader history but this will not change oerall
approach to forecasting.

4 Conclusion

The importance of the returns phenomena encounagéleorder managers to develop a warning systenthier
abnormally high values of the returns rate indicaarly in the current season. These alerts couduhtaally

lead to a cessation of product marketing or a prbtine. Thus, we identified the need to develogmredictive

tool allowing learning from what threshold valuetioé returns rate and in how many weeks it wilpbssible to
have a reliable prediction of returns for everyesaeek.

Some problems like data imprecision and incompksenn the industrial area justify the additionainplexity
of real industrial problems compared to theoretfmalblems. Whereas we have such problems in o cfs
study, we have managed so far to develop, follovthrey analysis of components and constraints ofrseve
logistics, a predictive tool for the adapted retuta the field of distance selling sector. The dgplent of this
tool is very simple as it can be adapted to otheaspresenting the problem of reverse logistidh@sfter sale
service and re-production.
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