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Adaptive initialization of a EVKNN classification
algorithm

Stefen CHAN WAI TIM, Michele ROMBAUT and Denis PELLERIN

Abstract The establishment of the learning data base is a long anoltgthsk that
must be carried out before starting the classification m®caAn Evidential KNN
(EVKNN) has been developed in order to help the user, whiopgses the "best”
samples to label according to a strategy. However, at thbieg of this task, the
classes are not clearly defined and are represented by a nofriabeled samples
smaller than thé required samples for EVKNN. In this paper, we propose to take
into account the available information on the classes uamgdapted evidential
model. The algorithm presented in this paper has been testtee classification of

an image collection.

1 Problem positionning

1.1 Classification problem

The classification process needs some a priori knowledgthéoclass definition.
This knowledge can be modeled for the classes (heural nietwayesian classi-
fier) or can be limited to a learning set composed of labeletpsas (KNN, SVM).

In any case, the classifier needs a learning set to managdag®fication of un-
labeled samples from the collection and this learning sedtrbe representative of
the classes. When it is the case, the classical approachesrgrefficient and are
used in numerous applications. However, setting up suchitgadatabase can be a
laborious task for the user.

We proposed in a previous paper [1], an assistance systemé#ge collection
classification presented Fig. 1. The first part of the sysbersed on Evidential KNN
(EVKNN), models all available knowledge provided by thesalty labeled images
in order to structure the unlabeled ones. The second partssraassistance system
(based on active learning) that proposes an ordered lishafés to be labeled ac-
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Fig. 1 Labeling process of the
training set. At the beginning,
the training set is almost

empty. The EVKNN classifier

takes all available labeled User
samples to propose to the Unlabeled |—® EyKNN |—# agreement
user a label for an unlabeled
sample. With agreement of

Labeled

the user, the new labeled

sample is stored in the labeled

cording to a specific strategy and assign a possible labeigldssuitable interface,
the user agrees or disagrees with the proposal, and thd globaledge is updated.

set.

This paper deals with the beginning of the first part of theliay process, when
the training set is almost empty, with only some labeled dampn this case, there
are generally less thdnsamples that belong to each known class and the samples
are not completely representative of a class. ThereforéNEvalgorithm cannot be
used directly without adaptations. The adaptations arsepted in Section 2, and
the adapted algorithm is tested on an image collection i@e8).

1.2 Evidential KNN

In [2], T. Denceux explains that "voting KNN” procedures shesveral limitations
and he proposes to take into account the distance from tgklmais to model uncer-
tainty and imprecision in class labels. It is assumed thastt of training samples

is composed of enough samples for each class of decisiohelKNN algorithm,
when there are at leaktknown samples of each class, there are enough training
neighbors to model the membership of every incoming uné&abshmple to each
class. T. Denceux proposes to model these memberships bf/fhelitions (see Eq.

1).

We assume tha€ is the incoming unlabeled sample, axifis a labeled sample
belonging to clas€y, one of theQ known classesd®! is the distance between
these two samples in the parameter space. The knowledgee of, tlabel gives

information about the class &f. The basic belief assignment (BBA}Qq is defined
on Qq = {Hq,Hq}, where hypothesisl; means “sample® belongs to clas€y”,
whereadH, is the opposite hypothesis:

p
aq.e_(%)
1—m

! 1)
—m™(Hg)

mzq(Hq)
m™(Qq)
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This model is very interesting when a class is representesgtbgral samples in the
parameter space. It means that two distant samples in thi® syan still belong to

the same class. It can be noticed that for a particular €fgsthe proposed BBA

form will not cause conflict.

If there arek neighborsxi], we can defingkk BBAs on the same frame of dis-
cernmentQq that can be conjunctively combined to give the BB&a concerning
the sample® on membership to class,. In our previous paper [1], we proposed
some adaptations in the combination. Contrary to Denceuopgsitions in [2],
we assumed that th@ classes are not exclusive. The combination ofGhBBAs
m“ extended to the spad@ = Q; x Q x ... x Qq gives one BBA with possible
multi-labeling. The combination architecture is desadiibe[1].

1.3 Initialisation step

The EVKNN method is very efficient if the number of clas§gs known, and if

the training set is representative enough. If not, the perdmce of the classifier is
reduced. In the later case, the goal is to model the poorrrdton efficiently and

possibly to ask an expert to validate the decision. It is &lgoortant to take into

account the difference of available samples for each cksssyell as the relative
properties of the classes. The Belief Function Model isipalerly well adapted to

model such poor information, and given a large mass of bigliedetsQy.

In this paper, we describe an adaptive method to proposeisiaeto an expert.
At each step, the choice of the expert is used to improve tlogvlatge to get a
labeled sample and to adapt the information model for thesClg At the begining,
the training set is only composed of some labeled samplefmdtance less thak
samples for each known class. The problem is to model thisvletye about the
belonging ofx® to a known class. Then, a proposition is made that is valitlhye
the operator.

2 Adaptive model of knowledge

The labeled neighbo«‘q gives information on the belonging &f to the clas<, that

can be modeled by the equations 1. The parameg{sveights the distance;' be-
tween the samplg; and the labeled sampig. The parametemy is the discounting
parameter that models the unreliability of the source afrimfation. In the classifi-
cation step, if the distance between two samples is nullitiemot completely sure
thatxs belongs to the same claSg of x'q Generally, the two parametesg andayg
are constant, at least for each class. We propose to adaputsiag the knowledge
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from known classe€q, that is to adapt them according to number and position of
labeled samples in the parameter space.

2.1 Adaptation ofoy

For one unlabeled samplg, thek neighborsxiq of each clas€y are extracted if
they exist. If not, all labeled samples of the cl&sare used. We propose to adapt

. S,i i . . . S, .
the distancel; betweerxs andx by defnjlng a relative dlstanc(e.";,—q). The idea
is to take into account the mean dista®é of xs from alll samplesx'q/ € Cy for all

classe<y. We propose to defingg whereCy andC, are known classes ands a
tuning parameter:

Ty = ¥+ Ming (meany .q(d5) )

Therefore in equation 1, the distand&i is weighted by mean distance to the
nearest clas§y. The consequence of this definition is :

o ifthe near clas€y has a mean distance comparable to the distd@icehe doubt

is high. This can be modeled with a large mass attributeddbmgq(Qq), given
a small value tajg.

o ifthe near clas€y has a mean distance higher than the distaﬁ“&ethe doubt is

low. This can be modeled with a larger mass attributerqfftb(Hq), given a large
value toay,.

2.2 Adaptation ofayg

The number of known neighbors has a great influence on the B&#ues. If one
classCq contains a lot of labeled samples (more th@rdue to the definition of the

BBA (Eqg. 1), the conjonctive combination kBBAs reinforce then}Qq(Hq). Onthe
contrary, if the clas€ is underepresented{( < k), then BBA is less informative.
This can induce an imbalance between the classes.

We propose to adapt the parametgto the number of known neighbors for each

classCqy. The idea is to reinforce the mamf:?q(Hq) whenkg < k. The definition of
Oqis:

1
ag=a, (3)

whereap = 0.8. In equation 3aq > ap when the number of neighbokg is less
thank, to reinforce the mass of théy hypothesis. It is equal tag whenky = k.
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3 Application to image classification

The automatic classification problem is very complex forgeéand video) collec-

tions because the user interprets the semantic contenextiteeted attributes from
the images are not directly connected to the classes wigh#dtetuser. During the

labeling process of the learning set, the classificatiotegysnust take into account
the knowledge of the user in order to "learn” the clagsgdn the KNN approach,

the system requires samples of images (or videos) that laeéeth by the user. The
operation is long and tedious. In a previous work [1], we ttgved an assistance
classification system based on the fact that it is difficultzfaiser to a priori define
all the classes, and manage all the images from the dataibasiéaseously.

3.1 Global architecture of the classification system

It could be difficult for a user to classify a set of images tigatarly when the set
is large and the classes are not defined a priori. This is tbe, ¢ar instance, when
somebody wants to store his holiday images, not only by titampg, but also by
themes (actions: visit, drive..., locations: at home, oatd.). The images can be
multi-labeled. Rather than submitting all the images stamgously, or one by one
in random order, the idea is to propose an "adequate” ordiemfimg a sampling
strategy by an active learning process, rarely used foristatdeling [3]. We retain
the main elements of the developed system. The main ideasisléot images for
the user which are "interesting” to classify according tgadfic strategy and to
propose a label. The user can accept the proposed labelangethe label or cre-
ate a new class. The automatic image selection is carriefi@utthe accumulated
knowledge from the previous image classification.

The framework is divided into two main parts [4]: a fully aatatic part for
“modeling the knowledge” presented in this paper, and argplart that concerns
the user interactions in order to select the images to bdddhéa a graphic user
interface. The entire framework is presented as three mednlFig. 2.

3.2 Sampling strategies

A small set of chosen images is proposed to the user to gta3siese could be
very similar to labeled images (Most Positive unlabeledges) or very different
from labeled images (Most Rejected unlabeled images). \&eectihe Most Positive
strategy for the test because it introduces an imbalancauwiber of neighbors
between classes during the process.
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Choosing a selection Interactions
strategy
- State of : Image -
Jimboea ] | Modeling and | knoweedge|  Active | 9 Graphic  |Labeling [ abeled
synthesis 1 selection > User images
of knowledge of images Interface

New state of labels

Fig. 2 Architecture of the system of classification

We define a positive hypothesisi € Qp € Q composed of only one local pos-
itive hypothesis such ds, the others corresponding to local negative ones such as
Hn:

wg: (Hq7ﬁn1»ﬁnzv"'vﬁnN) (4)

This positive hypothesiey means that the unlabeled image belongs to the single
classCy. The strategy, sometimes named "most relevant” [5], seliénet unlabeled
images that obtain the highest pignistic probability [6jnguted onQp, subset of
Q made up of only positive hypotheseﬂ (EqQ. 4). It corresponds to the selection
of "easy to classify” images, because the visual conteneiy gimilar to already
labeled images.

3.3 Results

The classification algorithm has been tested on a Corel ds¢abf 321 images
(Examples in Fig. 3). The database contains 9 classes ('"Ments’, '‘Bus’, 'Din-
ausors’, 'Elephants’, 'Mountains’, 'Flowers’, '"HorsesMeals’, 'Faces’), and each
class has between 15 to 46 images. Some classes are vegeetous from the
color point of view.

For each image, two kinds of features (color and orientatiame been extracted.
For color, classic 3D histograms in HSV domain have been wsiB bins in each
dimension, giving 512 components. For orientation, we Usgtzontal and vertical
gradient filters that give a histogram of 64 bins.

At any time, an unlabeled image is proposed to the user aicgpta the chosen
strategy (here the Most Positive) as well as a proposed.|@bel user can accept
the proposed label or reject it. In the later case the prdpssacognized as false
proposal. The objective is to limit such false proposalsrigieo to make the task
easier for the user. The test is performed automaticallgesthe ground truth is
known.
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Fig. 3 Examples of color images belonging to the collection

3.3.1 Effect of the parametergy

An example of comparison is given in Fig. 4. We chase: 0.5 (best result) in the
constant case, whereag adapted case follows Eq. 2.

Compared tar constantgy adapted resulted in a reduced number of false clas-
sification proposals. Indeed, df; is too small, the mass goes to the doubt and part
of information disappears. Ifiq is too large, the massi(Hg) tends towardsg.
Here we are too categorical comparatively to the compledityhe content. Fooy
adapted, if the class is far from any other one tbgis large, otherwisey is small.

3.3.2 Effect of the parameterag

An example of comparison is given in Fig. 5. We chose- 0.8 (best result) in the
constant case, whereag adapted follows Eq. 3 witlrg = 0.8.

Compared tax constantaq adapted resulted in reduced number of false clas-
sification proposals. This result is due to the reductiomdfalance on the masses
during the search of neighbors. The valueogfis close to 1 when the number of
neighbors is 1, giving more mass to tHghypothesis. Itis equal tag whenkg = k.

4 Conclusion

The adapted EVKNN proposed in this paper makes the task ofttreeasier during
long and tedious labeling of the training set. The algoritiakes into account the
real known neighbors (less thghand the relative distances of the classes. Because
the user is in the loop, a new class can be added when a samipésaand in this
case, the proposed adapted EVKNN is particularly efficiEiné algorithm has been
tested on an image collection. The image classificationga®ds very complex
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Number of false
classification proposals
)

Number of false
classification proposals

50

40

o constant o constant

0

20

o, adapted o, adapted
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%0 200 250 o0 360 0 50 100 150 200 250 300 380
Number of images classified Number of images classified

L
0 50 100

Fig. 5 Comparison of classification results

Fig. 4 Comparison of classification foo
9 b for o constant andrq adapted ¢ constant)

constant andry adapted § constant)

because the user attaches semantic interpretation for ageirtihat an automatic
system can not manage using simple image attributes.
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