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Abstract. This paper addresses a still original issue and a solution that,
while emerging from the pattern recognition point of view, certainly
shares common goals with mobile HCI research goals. The contribution
is at the crossroads of multimedia data analysis for content-based re-
trieval, and wearable computing. As users are acquiring multimedia con-
tent personal mobile devices, they are getting also undergoing informa-
tion overflow. The problem of structuring the content into time-oriented
meaningful episodes is addressed, and we argue that geographical lo-
cation processing is crucial, as a complement to processing audiovisual
material. A technique for model-based temporal structuring of one’s tra-
jectory during a day is presented, based on a Bayesian/MAP approach,
that generates one or several summaries. Experimental results illustrate
the applicative interest of the problem addressed and validates the pro-
posed solution

1 Context and objective

The work exposed in the present paper addresses needs related to information
retrieval in personal mobile devices, especially aiming at those which purpose is
to be continuously carried by their user, such as mobile phones and PDAs. In-
deed, such small wireless terminals are undergoing considerable progress in their
ability to capture, store, process and transmit data, notably of the multimedia
form. Several models that incorporate image and audio acquisition, as well as
geolocation of the users and that are targeting the general public, are currently
being released, or are soon to be on the market.

The viewpoint of the paper is from the pattern recognition community rather
than human-computer communication, but the goal of the work certainly coin-
cides with HCI preoccupations and its purpose is cross-fertilization of ideas. As
multimedia content is gathered, it progressively builds up a valuable memory
of ones’s life, which can be later searched, whether for practical, emotional, or
much-sought fun pass-time purposes. A means of access that could prevail is
the familiar time management software available on PDAs, with calendar-like



views on which multimedia content could be “annotated”. Yet, for the owner to
quickly, reliably and comfortably retrieve a well-defined piece of information in
a large collection, or merely browse in it to get an overall idea, the content ought
to be organized, at least partly automatically. More precisely, bearing in mind
the the stringent input and display constraints of mobile devices, we believe a
crux is the ability to generate compact summaries of one’s activities during a
given period, that suit visualization and browsing needs, including the above-
mentioned need with the straying-type of browsing. Our focus in on proposing
techniques for structuring the collection along the time-axis, via analysis of the
multimedia data.

Although the more general problem of content-based retrieval of audiovisual
material has largely being addressed for several years (e.g. TV summaries[20,
9]), understanding of needs and working out of solutions dedicated to the the
particular context tackled here remains rather open. Early exploration of the
automated diary concept was proposed in [13,18], yet leaving out multimedia.
Recently, proposals have been made towards organizing one’s personal image
collection, based on image features [14]. Towards organization of video collected
from a wearable computer, a summarization technique was presented in [2],
which rates the interest of video shots via measurements on brain waves. The
structures that are extracted from the personal data collection (e.g. through
statistical learning) are utilized here for navigating within the collection, but
they may also benefit other purposes : context-awareness [1] and prediction [6].
For instance in [15], the authors propose automatic discovery of the user’s fre-
quented places and assignement of location-sensitive reminders. Alternatively, a
technique to learn and infer location from image sequences acquired from a worn
camera is presented in [21], so as to avoid the difficulties of accurate indoor lo-
calization. Interestingly, a paper is being published in parallel to the present [3],
that addresses very similar goals (automatic multiscale determination of one’s
pertinent locations), although aiming at prediction rather than browsing the
past.

In [8], we proposed to determine, from wearable video, periods when the user
had met people, by coupling probabilistic face detection with HMM, leading to
visual time-oriented summaries. In the present paper, we examine the unsuper-
vised generation of summaries from geographical position sequence recordings.
The results section shows how these contributions may be combined. We advo-
cate the use of location because it appears realistic and useful. Indeed, it is not
restricted to wearable computing platforms, but is also to be available on less
intrusive, lower-price, ordinary mobile phones, whether with audio-visual capa-
bilities of not. Further, it is relatively reliable, compared to most information
that may be extracted from wearable images and audio. With time and identity
of people the user met, it is likely to be the major search/browse criterion for
searching one’s data collection, and it is indeed quite easy to express for the user
(e.g. compared to image-based queries). Also, from our experiments, location
accuracy fades more slowly in one’s memory than alternative search/browse cri-



teria, especially in the long run. Finally, the use of positioning only places modest
storage and processing requirements.

Positioning technologies, surveyed in [7], may be GPS (possibly GSM network-
assisted GPS), GSM basestation triangulation-based techniques such as E-OTD
or its WCDMA successor, or cell identifier ; there is likely to be time-switching
or fusion among these sensors, depending on local availability, reliability or sub-
scription. Besides, indoor performance is under encouraging R&D [10] and post-
processing is likely to be performed (e.g. in the form of enhanced Kalman fil-
tering). Due to this improving and unstable situation, the present work is not
dedicated to a particular technology or noise characteristics, but remains on the
white Gaussian noise assumption (whereas actual corruption on measurements
is likely to be time-correlated and its variance would be time-varying). Still, the
statistical framework employed is flexible enough to introduce more elaborate
noise models. Let us finally mention that in our application, the sampling rate
would typically be a few seconds.

In the remainder of the paper, we formalize the problem and outline its
solution (section 2), providing developments in sections (2.1) and (2.2). Section
3 presents experimental results, while section 4 summarizes the contribution and
suggests further work.

2 Statistical trajectory segmentation

The general problem may be stated as summarizing the observed spatio-temporal
trajectory o = {oy = (z¢,9¢)},t = 1,..,T of the user. In fact, the sub-goal
tackled in this paper consists in partitioning the time-series into time segments,
represented by the sequence s = {s;},t = 1,..,T of hidden state labels, in which
s¢ indicates to which of the M models o; is assigned. The process should be as
data-driven (unsupervised) as possible, regarding M the number of segments.
With [16], and in contrast to [12], we consider that the degree of homogeneity
within a segment should also be as much as possible estimated from the data,
rather than be set a priori. Besides, we conjecture that segmentation of the
trajectory according to a piece-wise parametric model provides a reasonnably
meaningful account of the episodes that compose the period to be processed, at
least for short periods (e.g. a day). Let © = {60,k € {1,... M}} denote the
set of parameters vectors. Linear models are assumed in the remainder of the
paper. We consider batch processing (that would occur e.g. every evening), but
the technique proposed can be made incremental. Given these requirements, the
problem comprises the two following aspects :

— the classical interwoven issues of unsupervised data clustering are gathered
: estimating the model parameters, associating the data to the models, and
determining the adequate number of models.

— the sequentiality of measurements should be introduced, so as to guarantee
time-connexity of data assigned to a model, and limit spurious models due
to very noisy measurements.



Denoting by S be the set of possible partitions, the chosen optimality criterion
is the maximum a posteriori (MAP) label configuration, defined by (1).

S _ 1
5 = argmax pe(slo) = argmax po(ols)p(s) 1)

The MAP criterion is a Bayesian estimator that transforms the search into
an optimization problem. In our case, the search is conducted as follows : the
search space is partitionned into subspaces {Sx},1 < k < T, where Sj con-
tains all segmentations composed of k£ segments. Search within each subspace is
conducted independently, as detailled in section 2.1. The solutions obtained for
these various segmentation complexities are compared (section 2.2) and one or
several global solutions are finally selected. For our application, we might not be
only interested in a single, but in extracting several pertinent segmentations of
the trajectory, especially if they can all summarize well the data, with various
degrees of granularity, so as to supply the user with several alternative visual
representations at multiple temporal scales, i accordion summarization [5].

2.1 Search for an optimal segmentation within a subspace Si

The search for a maximum likelihood estimate of @ is conducted by means of
the Expectation-Maximization (EM) algorithm [17]. It is a well-known iterative
scheme which, provided with some initialization for @, replaces the (ignored)
data-to-model assignments by their statistical expectation (E step), given the
current parameter values. Therefrom, new parameter values may be computed
(M-step), until (garanteed, but possibly slow) convergence. In our case, still, the
data-to-model assignments are more restricted as in common clustering situa-
tions, as data assigned to a model should be connected in time. In terms of our
model, the probabilities of assigning a data element to a model are not inde-
pendent among the data set. This structural constraint on the search space is
dealt with by setting a hidden Markov model structure on the label sequence
that constraints, via the transition matrix, connectivity of identical labels. Con-
ditionally to models parameters © and segmentation complexity k, the MAP
sequence is straightforwardly estimated with the Viterbi algorithm (hereunder
"MAP step’), which replaces our E step in the EM algorithm. As these mod-
els parameters © are unknown, iterations between MAP and M steps, which is
known to convergence fast in practice, could be a solution but, because of the
“hard” data-to-model assignements it carries out (in constrast with EM), it is
known to lead to poorer parameter estimates than EM [4], which we confirmed
experimentally. To combine EM and MAP-M so that their respective shortcom-
ings are addressed, we employ the following three-phase scheme (algorithm 1),
in which results of each phase initialize the next one.

2.2 Model comparison and selection

The attempt to fit (e.g. linear) models to the data is to be viewed as the iden-
tification of the major trends and changepoints in the trajectory, that serve the



Algorithm 1

——

sk ., ¢ segmentation in k segments of equal length
= a reasonnable initial guess
Do MAP-M phase (until convergence)

— M-step : computer a maximum likelihood estimate of model parameters @
(linear regression)
— MAP-step : estimate a MAP segmentation

Loop

= fast computation of rough parameter estimates, that supply the EM phase just
below with a good initialization

Do EM phase (10 iterations)

— M-step : estimate a maximum likelihood of model parameters ©
(weighted linear regression)
— E-step : compute the expectation of data-to-model assignements

Loop

= provides a better initialisation for the the MAP-M phase, thus leading to a more
reliable segmentation

Do MAP-M phase (until convergence)

— M-step : maximum likelihood estimation of model parameters @ (linear
regression)
— MAP-step : estimate a MAP segmentation

Loop
= final segmentation s* with k segments and likelihood p(o|s*).




purpose of building a summary. A difficulty is that the more complex (flexible)
the overall model proposed, i.e. the more segments we allow, the better it can fit
to the data (e.g. in terms of likelihood), eventually undesirably fitting small local
deviations due to noise. There exist principled approaches to defining the trade-
off between goodness-to-fit vs. segmentation complexity, a problem well-known
as Ockham’s razor. The statistical view chosen is a well-founded framework
for handling this unsupervised segmentation issue. A closely related, alterna-
tive, framework to handle this same issue is that of the information-theoretic
viewpoint [11,19]. Definition (1) in fact naturally exhibits this property. Let
S* be the set of all segmentations composed of k segments. All segmentation
within S* beinga priori equal , the prior probability distribution p(s*) is flat
and p(s¥) = 1/card(S*). This can be interpreted as the general Bayesian self-
penalizing property of model complexity. Stirling’s approximation conveniently
re-expresses this result as In p(s*) ~ Tin(t) — (T — k)In(T — k).

The search for the optimal segmentation according to (1) can thus be carried
out as defined in Algorithm 2. The outcome of algorithm 1 is a set of candi-

Algorithm 2

For all possible segmentation complexities k € [kmin,kmaz]

Do

search for the optimal segmentation s/;C using algorithm 1 , this provides
lnp(o|;7°).

compute the complexity penalty l'n,p(s/k)

compute the a posteriori probability In p(s?“|0) = lnp(o|s7“) +In p(s/;“) + const.
Loop

date segmentations (one per segmentation complexity) with their a posteriori
probability.

An advantage retained from the Bayesian inference viewpoint is that, once
provided with a posterior distribution, one is free to take decisions that suits
one’s dedicated needs, including extracting several pertinent solutions. The tech-
nique proposed for extracting a set of segmentations is to retain, among the
solutions found in each of the subspaces, those which are local maxima, along
the k-axis, within this set of solution. That is, if the trajectory inherently ex-
hibits multiple levels of granularity (e.g. one moves between cities, but also
within these cities), these levels can automatically be determined. Besides, the
number of pertinent segmentations that can well explain the data is also auto-
matically determined by the data, and is at least one. Let us finally underline
that parametrization of the technique is low.

3 Experimental results

We report experimental results from GPS measurements, on which white Gaus-
sian noise is added to simulate alternative sensors. The period reported corre-



sponds to activities during one day (going from home to two stores within a
shopping center, then to work, temporarily to some university closeby, then to a
library and finally back home. Fig 1 shows the corresponding trajectory. The two
segmentations found to be relevant by the proposed scheme are overlaid (with
some offset for readability), and both correspond to desirable outputs. The (mi-
nus) likelihood (penalized by segmentation complexity) for the optimal solution
in each subspace Sj are plotted vs. k. Two local minima are identified. k.. is
limited to 15, as finest summaries would anyway be unsuitable for the small GUI
targeted. Fig. 2 shows a calendar-view displaying in parallel summaries from the
present technique (left) and the ones based on face-detection (right). Images help
summarize the face-based segments [8]. Interestingly, besides provding a good
overview of the day, as the user has partial memory of the day, she can often
identify the location via the face of the person that was met there, or vice-versa.
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Fig. 1. Above: : spatio-temporal trajectory of the user, with the two-level summaries
determined (the finest scale in bold lines; the coarsest resembles the finest, safe two
grouping represented by dashed boxes).Below: penalized likelihood of candidate opti-
mal segmentation with various complexities, and indication of the selected segmenta-
tions.



Monday, October 16

14

15
16

17

18

Fig. 2. Calendar-type of view constructed from the summaries built (the fine-scale
location-based summary is chosen, left, and “meeting”-based summary (using face
detection), right). Vertically is time of the day. Upon selection of a meeting, the face of
the person met constitute an iconic summary. Images can similarly help indicate the
location.

4 Conclusion

This paper has presented a contribution in a still rather open applicative field
: personal multimedia data analysis for automatic annotation of electronic di-
aries. Arguing in favour of the use of unsupervised structuring of one’s trajec-
tory towards compact summaries to be displayed on a PDA screen, a statistical
technique is proposed that, thanks to its Bayesian/MAP principle, provides an
automatically determined number of time-oriented segmentations. This formal-
ism would also easily enable GUI-experts, by rating the desirable complexity
of summaries, to define and integrate a more elaborate prior probability distri-
bution on the segmentation complexity. Appropriate naming of segments could
partly come from a Geographical Information System, yet opening catchy issues.
Finally, for longer durations, while the system is well able to separate “in town”
and “out of town” remote trips, it has limitations in its “compression ability”,
due to the current summarization criterion. We are currently examining comple-
mentary criteria, based on detection and representation of periodicity, of usual
vs. unusual.
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