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CONTROLLABILITY OF 3D LOW REYNOLDS SWIMMERS

JEROME LOHEAC* AND ALEXANDRE MUNNIER*!

Abstract. In this article, we consider a swimmer (i.e. a self-deformable body) immersed in a fluid, the flow
of which is governed by the stationary Stokes equations. This model is relevant for studying the locomotion of
microorganisms or micro robots for which the inertia effects can be neglected. Our first main contribution is to prove
that any such microswimmer has the ability to track, by performing a sequence of shape changes, any given trajectory
in the fluid. We show that, in addition, this can be done by means of arbitrarily small body deformations that can be
superimposed to any preassigned sequence of macro shape changes. Our second contribution is to prove that, when no
macro deformations are prescribed, tracking is generically possible by means of shape changes obtained as a suitable
combination of only four elementary deformations. Eventually, still considering finite dimensional deformations, we
state results about the existence of optimal swimming strategies for a wide class of cost functionals.

Key words. Locomotion, Biomechanics, Stokes fluid, Geometric control theory
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1. Introduction.

1.1. Context. Relevant models for the locomotion of microorganisms can be tracked back to
the work of Taylor [16], Lighthill [11, 10], and Childress [6]. Purcell explains in [12] that these
sort of animals are the order of a micron in size and they move around with a typical speed of 30
micron/sec. These data lead the flow regime to be characterized by a very small Reynolds number.
For such swimmers, inertia effects play no role and the motion is entirely determined by the friction
forces.

In this article, the swimmer is modeled as a self deforming-body. By changing its shape,
it set the surrounding fluid into motion and generates hydrodynamics forces used to propel and
steer itself. We are interested in investigating whether the microswimmer is able to control its
trajectory by means of appropriate shape deformations (as real microorganisms do). This question
has already be tackled in some specific cases. Let us mention [14] (the authors study the motion of
infinite cylinders with various cross sections and the swimming of spheres undergoing infinitesimal
shape variations) and [2] (in which the 1D controllability of a swimmer made of three spheres is
investigated).

Our contribution to this question is several folds. First, we give a definitive answer to the control
problem in the general case: the swimmer we consider has any shape at rest (obtained as the image
by a C'* diffeomorphism of the unit ball) and can undergo any kind of shape deformations (as long as
they can also be obtained as images of the unit ball by C*! diffeomorphisms). With these settings, we
prove that the dynamical system governing the swimmer’s motion in the fluid is controllable in the
following sense: for any prescribed trajectory (i.e. given positions and orientations of the swimmer at
every moment) there exists a sequence of shape changes that make him swim arbitrarily close to this
trajectory. A somewhat surprising additional result is that this can be done by means of arbitrarily
small shape changes which can be superimposed to any preassigned macro deformations (this is
called the ability of synchronized swimming in the sequel). Second, when no macro deformations
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are prescribed (this is called freestyle swimming in the paper), we prove that the ability of tracking
any trajectory is possible by means of shape changes obtained as an appropriate combination of
only four elementary deformations (satisfying some generic assumptions). Third, we state a result
about the existence of optimal swimming.

Notice that the paper follows the lines of [4] in which the authors study the controllability of a
swimmer in a perfect fluid.

1.2. Modeling.

Kinematics. We assume that the swimmer is the only immersed body in the fluid and that
the fluid-swimmer system fills the whole space, identified with R?. Two frames are required in the
modeling: The first one € := (E;, Ey, E3) is fixed and Galilean and the second one ¢ := (ej, e, €3)
is attached to the swimming body. At any moment, there exist a rotation matrix R € SO(3) and
a vector r € R? such that, if X := (X1, Xo, X3)* and x := (x1,22,23)* are the coordinates of a
same vector in respectively € and e, then the equality X = Rx + r holds. The matrix R is meant
to give also the orientation of the swimmer. The rigid displacement of the swimmer, on a time
interval [0,7] (T > 0), is thoroughly described by the functions ¢ : [0,7] — R(t) € SO(3) and
t :[0,T] = r(t) € R3, which are the unknowns of our problem. Denoting their time derivatives
by R and ¥, we can define the linear velocity v := (v1,vs,v3)* € R? and angular velocity vector
Q= (Q1,Q,Q3)* € R3 (both in ¢) by respectively v := R*f and € := R*R, where for every
vector u := (uy,uz,u3)* € R3, @ is the unique skew-symmetric matrix satisfying Gz := u x z for
every = € R3.

Shape Changes. Unless otherwise indicated, from now on all of the quantities will be ex-
pressed in the body frame ¢. In our modeling, the domains occupied by the swimmer are images
of the closed unit ball B by C' diffeomorphisms, isotopic the identity, and tending to the identity
at infinity, i.e. having the form Id + ¢ where ¥ belongs to D§(R?) (the definitions of all of the
function spaces are collected in the appendix, Section A). With these settings, the shape changes
over a time interval [0, 7] can be simply prescribed by means of functions ¢ € [0,T] + ¥, € D} (R3)
lying in WL1([0, 7], D}(R3)). Then, denoting ©; := Id + 9;, the domain occupied by the swimmer
at every time ¢ > 0 is the closed, bounded, connected set B; := ©;(B) (keep in mind that we are
working in the frame ¢) and w; := 9,0(©~1) is the swimmer’s Eulerian velocity of deformation.
We shall denote ¥ := 9B the unit ball’s boundary while ¥; := 60;(X) will stand for the body-fluid
interface. The unit normal vector to ¥; directed toward the interior of B; is n; and the fluid fills
the exterior open set JF; := R?\ B;.

The Flow. The flow is governed by the stationary Stokes equations. They read (in the body
frame e):

—pAu+ Vp =0, V.u=0 inF (t>0),

where p is the viscosity, u the Eulerian velocity of the fluid and p the pressure. These equations
have to be complemented with the no-slip boundary conditions: u = Q x x + v + w; on ¥;. The
linearity of these equations leads to introducing the elementary velocities and pressures (u;,p;)
(i =1,...,6) and (ug,pq), defined as the solutions to the Stokes equations with the boundary
conditions u; = e; x z (i = 1,2,3), u; = e;_3 (i = 4,5,6) and ug = w; on ;. Then, the
velocity u and the pressure p can be decomposed as u = Zle OQu; + 2?24 v;_3u; + ug and
p = Z?zl Qip; + 2?24 v;_3p; + pa- Notice that the pairs (u;,p;) (¢ = 1,...,6) and (ug, pq) are
well-defined in the weighted Sobolev spaces (W (F;))® x L%(F;) (see the Appendix, Section C).
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FiG. 1.1. Kinematics of the model: The Galilean frame € := (Ej)1<j<3 and the body frame ¢ := (e;)1<;<3
with e; = RE; (R € SO(3)). Quantities are mostly expressed in the body frame. The domain of the body is By at
the time t and By is the image of the unit ball B by a diffeomorphism ©¢. The open set F := R3\ By is the domain
of the fluid. The position of the swimmer is given by the vector r (in €) and its orientation by R € SO(3). The
vector v := R*TF is the translational velocity (in e).

Dynamics. As already pointed out before, for microswimmers, the inertia effects are neglected
in the modeling. Newton’s laws reduce to th T(u,p)n; x xdo = 0 (balance of angular momentum)
and fEf, T(u, p)n; do = 0 (balance of linear momentum) where T(u, p) := 2uD(u) —pld is the stress
tensor of the fluid, with D(u) := (Vu+ Vu*)/2. The stress tensor is linear with respect to (u, p) so
it can be decomposed into T(u,p) = Z?:l Q;T(u;,p;) + 22;4 vi—3T(u;, pi) + T(ug, pa). In order to
rewrite Newton’s laws in a short compact form, we introduce the 6 x 6 matrix M(¢) whose entries
are

Mij (t) = {

Js, € (T(uj,pj)ng x v)do =[5, (v x &;) - T(us,pj)nede (1<i<3,1<;5<6
fEt €e;,_3- T(uj,pj)ntda (4 <1<6,1<5<6

=

);
and N(t), the vector of R® whose entries are
Ni(t) = Js, e+ (T(ug, pa)ny x 2)do = [, (z x €;) - T(ug, pa)nedo (1 <i < 3);
e th e;,_3 - T(ug, ps)n.do (4 <i<6).

With these settings, Newton’s laws take the convenient form M(¢)(£2,v)* + N(¢) = 0. Upon an
integration by parts, the entries of the matrix M(t) can be rewritten as M;;(s) := 2u fft D(w;) :
D(u;)dz, whence we deduce that M(t) is symmetric and positive definite. We infer that the
swimming motion is governed by the equation:

<9> — M()'N(t), (0<t<T) (L1a)

\%

To determine the rigid motion in the fixed frame &, Equation (1.1a) has to be supplemented with

the ODE:
d (R\ (R
7 <r> = (Rv)’ 0<t<T), (1.1b)
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together with Cauchy data for R(0) and r(0). At this point, we can identify the control as being
the function ¢ € [0,T] — ¥; € D{(R?). Notice that the dependence of the dynamics in the control
is strongly nonlinear. Indeed ¥J; describes the shape of the body and hence also the domain of the
fluid in which are set the PDEs of the elementary velocity fields involved in the expressions of the
matrices M(t) and N(¢).

Considering (1.1), we deduce as a first nice result:

PROPOSITION 1.1. The dynamics of a microswimmer is independent of the viscosity of the
fluid. Or, in other words, the same shape changes produce the same rigid displacement, whatever
the viscosity of the fluid is.

Proof. Let (u;,p;) be an elementary solution (as defined in the modeling above) to the Stokes
equations corresponding to the viscosity p > 0, then (uj, (&/p)p;) is the same elementary solution
corresponding to the viscosity & > 0. Since the Euler-Lagrange equation (1.1) depends only on the
Eulerian velocities u;, the proof is completed. O

As a consequence of this Proposition we will set 4 =1 in the sequel.

Self-propelled constraints. For our model to be more realistic, the swimmer’s shape changes,
instead of being preassigned, should be resulting from the interactions between some internal forces
and the hydrodynamical forces exerted by the fluid on the body’s surface. To do so, the dynamics
(1.1) should be supplemented with a set of equations (for instance PDEs of elasticity) allowing
the shape changes to be computed from given internal forces. However, this would make the
problem of locomotion much more involved and is beyond the scope of this paper. For weighted
swimmers, this issue can be circumvented by adding constraints ensuring that the body’s center of
mass and moment of inertia are deformation invariant in the body frame. Unfortunately, massless
microswimmers have no center of mass and their moment of inertia is always zero.

To highlight the fact that constraints have still to be imposed to the shape changes for the
control problem to make sense, consider the following result:

PROPOSITION 1.2. Let 9, 9T € WHL1([0,T], D§(R?)) be two control functions such that © :=
Id 4+ 9 and 61 := Id + 9 differ up to a rigid displacement on the unit sphere (more precisely,
for every t € [0,T], there exists (Q(t),s(t)) € SO(3) x R?® such that (Q(0),s(0)) = (Id,0) and
Ofls = Q(t)O4|x + s(t)). Then, denoting by t € [0,T] — (R(t),r(t)) € SO(3) x R3 a solution (if
any) to System (1.1) with Cauchy data (Ro, o) € SO(3) x R3, we get that the function t € [0,T]
(RY(t),rT(t)) := (R(A)Q(t)*,x(t) — R()Q(t)*s(t)) € SO(3) x R? is also a solution with the same
Cauchy data but control 91. In particular RT(£)O] +rT(t) = R(t)O; +r(t) for all t € [0,T] (i.e. the
swimmer’s global motion is the same in both cases).

Proof. If we denote by u,(t) (i = 1,...,6) (respectively u! (¢)) the elementary velocity fields ob-
tained with the control function 9 (respectively 91), it can be verified that u;(¢, ) = Q(t)*u T(Q(t)x—k
s(t)) for every t € [0,T], every z € F; and every i = 1,...,6. We deduce that M(t) = Q(t)*MT (#)Q(t)
where the elements of M(t) (respectively M (¢)) have been computed with the elementary velocity
fields u;(t) (respectively ul (¢)) and Q(t) € SO(6) is the bloc diagonal matrix diag(Q(t), Q(t)). On
the other hand, denoting respectively by wy(z) = 8;0,(0; ! (z)) and w] (z) = 8,0] (0]} (x)) the
boundary velocity of the swimmer in both cases, we get the relation: wy(x) + x(t) x z + (t) =
Q(t)*w!(Q(t)x + s(t)) for all t € [0,T], where x(t) := Q(t)*Q(t ) and ¢(t) := Q(t)*s(t). With
obvious notation, we deduce that N(t) + M(t)(x(t), ¢(t))* = Q(¢t)*NT(¢). If we set now (Q,v)* :=
—M(t)N(t) and (QF,vi)* .= —MF(¢)NT(¢), we get the identity (QF,v)* = Q(#)(Q2 — x,v — ¢)*.
It suffices to integrate this relation, taking into account that (Q(0),s(0)) = (Id,0), to obtain the
conclusion of the Proposition and to complete the proof. O
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If we apply this proposition with ¢ constant in time (the boundary of the swimmer is O(X)
at any time), we deduce that any shape change which reduces to a rigid deformation Q(t)z + s(t)
on the swimmer’s boundary ©(X) will produce a displacement (Q(¢)*, —Q(¢t)*s(t)). But if we
compute the global motion of the swimmer, we obtain Q*(¢)(Q ()@ (z) + s(t)) — Q(¢)*s(t) = O(x)
for every x € ¥ and every time ¢ which means that the swimmer is actually motionless (the rigid
deformation of the swimmer’s boundary is counterbalanced by its rigid displacement). To prevent
this from happening, we add the following constraints to the deformations (inspired by the so-called
self-propelled constraints for weighted swimmers, see for instance [5]):

/ Oy (z)de =0 (for all t € [0,7]) and / 0;0¢(z) X O(z)do =0 (for a.e. t €[0,7]). (1.2)
b b

About the existence of such deformations, we have in particular:

PROPOSITION 1.3. For every function 9 in W'([0,T], D§(R?)) such that [, 6,—(z)do =
0, there exists a function 9T in W11([0,T], D}(R?)) satisfying (1.2) and an unique absolutely
continuous rigid displacement t € [0,T] — (Q(t),s(t)) € SO(3) x R? such that Q(0) = 1d, s(0) = 0
and O]z, = (Q(t)6; +s(t))|s, for every t € [0,T).

In other words, the proposition tells us that any function of W11([0, T, D}(R?)) satisfying the
first equality of (1.2) at ¢t = 0, can be made allowable (in the sense that it satisfies (1.2)) when
composed with a suitable rigid displacement on the unit sphere.

Proof. Define §(t) := (1/4m) [;,©;do (an absolutely continuous function on [0,77]) and &, :=
O, — 8(t) for every t € [0,T]. The matrix J(t) := [, [|6:/|&s1d — Oy ® ©,do is always definite
positive since (J(t)z) - ¢ = [ [|©; x x||jsdo for all t € [0,T] and all z € R®. We can then define
x(t) :=I(t)"" [ 0:0; x Oy do as a function of L'([0,T],R?). The absolutely continuous function
t € [0,T] — Q(t) € SO(3) is obtained by solving the ODE 9;Q(t) = Q(¢)x(t) with Cauchy data
Q(0) = Id (we consider here a Carathéodory solution which is unique according to Gronwall’s
inequality). Then, we set s(t) :== —Q(t)s(t) for all t € [0,T]. The function O, := Q(t)O; + s(t)
is in W11([0, 7], C1(R?)?), satisfies (1.2) but does not take its values in D}(R3) because O, (z) =
Q(t)z +s(t) +o(1) # x as [|z[|rs — +00. Let Q and €’ be large balls such that |,y 7 O(B) C Q
and Q C € and consider a cut-off function ¢ valued in [0,1] and such that £ = 1in Q and £ = 0
in R3\ Q. To complete the proof, define Of as the flow associated with the Cauchy problem
X(t,x) =&(x)0e(x) + (1 — &(2)) 0 (x), X(0,2) = Op—o(x). O

DEFINITION 1.4. We denote by A the non-empty closed subset of WH1([0,T], D{(R?)) con-
sisting of all of the functions verifying (1.2).

1.3. Main results. The first result ensures the well posedness of System (1.1) and the conti-
nuity of the input-output mapping:

PROPOSITION 1.5. For any T > 0, any function ¥ € WH([0,T], D{(R?)) (respectively of
class CP, p = 1,...,+00,w) and any initial data (R(0),r(0)) € SO(3) x R?, System (1.1) admits
a unique solution t € [0,T] — (R(t),r(t)) € SO(3) x R? (in the sense of Carathéodory) absolutely
continuous on [0,T] (respectively of class C? ).

Let (9;)j>1 € WHL([0,T], D}(R?)) be a sequence of controls converging to a function 9. Let
a pair (Ro,ro) € SO(3) x R? be given and denote by t € [0,T] — (R(t),t(t)) € SO(3) x R3 the
solution in AC([0,T],S0(3) x R?) to System (1.1) with control ¥ and Cauchy data (Ro,ro). Then,
the unique solution (R7,v7) to System (1.1) with control ¥ and Cauchy data (Ro,to) converges in
AC(]0,T],50(3) x R?) to (R,T) as j — +00.

We denote by M(3) the Banach space of the 3 x 3 matrices endowed with any matrix norm.
The main result of this article addresses the controllability of System (1.1):
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THEOREM 1.6. (Synchronized Swimming) Assume that the following data are given: (i) A
function 9 € A (the reference shape changes); (ii) A continuous function t € [0,T] + (R(t),¥(t)) €
SO(3) x R3 (the reference trajectory to be followed). Then, for any € > 0, there exists a function
t €10,T] — 9 € D{(R3) (the actual shape changes) in A, which can be chosen analytic, such that
Vo = Yo, U = U and sup,cpo 1 (Hﬁt —Villoamsys + [IR(E) = R(t) ) + [E(t) — r(t)|lre) < ¢
where the function t € [0,T) — (R(t),r(t)) € SO(3) x R3 is the unique solution to system (1.1)
with initial data (R(0),r(0)) = (R(0),7(0)) and control V.

This theorem tells us that any 3D microswimmer undergoing approximately any prescribed
shape changes can approximately track by swimming any given trajectory. It may seem surprising
that the shape changes, which are supposed to be the control of our problem, can also be somehow
preassigned. Actually, the trick is that they can only be approximately prescribed. We are going
to show that arbitrarily small superimposed shape changes suffice for controlling the swimming
motion.

When no macro shape changes are preassigned we have:

THEOREM 1.7. (Freestyle Swimming) Assume that the following data are given: (i) A function
U € D§(R?) such that [, ©do = 0 (the reference shape at rest) (i) A continuous function t €
[0,T] — (R(t),¥(t)) € SO(3) x R? (the reference trajectory). Then, for any ¢ > 0 there exists a
function ¥ € D§(R®) (the actual shape at rest) such that (i) [, ©do =0 (i) [|[J — I prmsy <
e and (iii) for almost any 4-uplet (V1,...,Vy) € (C5(R?)*)* satisfying [, Vidz = 0, [,6 x
V;do = 0 and fz V;xV;do =0 (i,j =1,...,4), there exists a function t € [0,T] — s(t) =
(s1(t),.-.,84(t))* € R (which can be chosen analytic) such that, using 9; := 9 + Z?:l si(t)V; €
D{(R3) as control in the dynamics (1.1), we get SUPe(o,7] ([IR(t) — R(t) sy + [E(t) —x(t)||rs) <€
where the function t € [0,T] — (R(t),r(t)) € SO(3) x R? is the unique solution to ODEs (1.1) with
initial data (R(0),r(0)) = (R(0),t(0)).

We claim in this Theorem that any 3D microswimmer (maybe up to an arbitrarily small mod-
ification of its initial shape) is able to swim by means of allowable deformations (i.e. satisfying the
constraints (1.2)) obtained as a suitable combination of almost any given four basic movements.

If we still seek the control function ¢; as a combination of a finite number of elementary
deformations, i.e. in the form

Dy =9+ si(H)Vi, (1.3)

wheret € [0,T] — s(t) := (s1(t), ..., s,(t))* € R"isin L*([0, T],R"), [ ©dz =0and (Vy,...,V,) €
(C§(R3)®)™ is a fixed family of n vector fields satisfying [, Vidz = 0, [,© x V;dz = 0 and
Js VixV;dz =0 (i,j =1,...,n) we can state the following result:

THEOREM 1.8. (Ezistence of an optimal control) Let f : SO(3)xR3x D{(R3)x (C3(R?)?) - R
be a continuous function, convex in the third variable and let KC be a compact of R™. Let (Rg,ro,V0)
and (Ry,r1,91) be two elements of SO(3) x R® x D§(R?) such that there exists a control function 9,
(i) having the form (1.3) with s(t) € K for a.e. t € |0,T], (ii) satisfying V1—¢ = Jo, S1=r = %1 and
(iii) steering the dynamics (1.1) from (Ro,r¢) (att =0) to (R1,r1) (at t =T). Then, among all
of the control functions satisfying (i-iii), there exists an optimal control ¥F realizing the minimum
of the cost

/T f(R(t), I'(t), 19t, 3t19t) dt
0
6



The proofs of these results rely on the following leading ideas: First, we shall identify a set
of parameters necessary to thoroughly characterize a swimmer and its way of swimming (these
parameters are its shape and a finite number of basic movements, satisfying the constraints (1.2)).
Any set of such parameters will be termed a swimmer signature (denoted SS in short). Then, the
set of all of the SS will be shown to be an (infinite dimensional) analytic connected embedded
submanifold of a Banach space.

The second step of the reasoning will consist in proving that the swimmer’s ability to track
any given trajectory (while undergoing approximately any preassigned shape changes) is related to
the vanishing of some analytic functions depending on the SS. These functions are connected to
the determinant of some vector fields and their Lie brackets (we will invoke classical results of Geo-
metric Control Theory). Eventually, by direct calculation, we will prove that at least one swimmer
(corresponding to one particular SS) has this ability. An elementary property of analytic functions
will eventually allow us to conclude that almost any SS (or equivalently any microswimmer) has
this property.

Eventually, the existence of an optimal control in Theorem 1.8 is a straightforward consequence
of Filippov Theorem (see [1, Chap. 10])

1.4. Outline of the paper. The next Section is dedicated to the notion of swimmer signature
(definition and properties). In Section 3 we show that the matrix M(¢) and the vector N(¢) (in
(1.1a)) are analytic functions in the SS (swimmer signature, seen as a variable) and in Section 4
we will restate the control problem in order to fit with the general framework of Geometric Control
Theory. In the same Section, a particular case of swimmer will be shown to be controllable. In
Section 5 the proof of the main results will be carried out. Section 6 contains some words of
conclusion. Technical results and definitions are gathered in the appendix in order to make the
paper more readable.

2. Swimmer Signature. A swimmer signature is a set of parameters characterizing swimmers
whose deformations consist in a combination of a finite number of basic movements.

DEFINITION 2.1. For any positive integer n, we denote C(n) the subset of D§(R?) x (C}(R3)3)"
consisting of all of the pairs ¢ :== (9,V) such that, denoting © :=1d+9 andV = (Vy,...,V,,), the
following conditions hold (i) the set {Vi|s-ex, 1 <i<n, k=1,2,3} is a free family in C*(X) (ii)
every pair (V, V') of elements of {©,V1,...,V,} satisfies [, Vdz =0 and [V x V'dz =0.

We call swimmer signature (SS in short) any element ¢ of C(n).

By definition, D}(R?) is open in C}(R?)? (see appendix, Section A). We deduce that for any
c € C(n), the set {s:= (s1,...,8,)" € R" : 94+ 1 | sV, € D{(R?)} is open as well in R™ and
we denote S(c) its connected component containing s = 0.

DEFINITION 2.2. For any positive integer n, we call swimmer full signature (SFS in short) any
pair ¢ := (¢, s) such that ¢ € C(n) and s € S(c). We denote Crp(n) the set of all of these pairs.

Restatement of the problem in terms of swimmer signature (SS) and swimmer full
signature (SFS). Pick a SS, ¢ = (¢,V) € C(n) with V := (Vy,...,V,,) (for some integer n).
Denote © :=Id 4+ ¢ and for all s € S(c), O :=Id+ 39+ > ;5 V; (c:= (¢, s) € C(n) is hence a
SFS). The body of the swimmer occupies the domain B := O(B) at rest and B, := O4(B) (for any
s € 8(c)) when swimming. Notice that within this construction, the shape changes on a time interval
[0,T] (T > 0) are merely given through an absolutely continuous function ¢ : [0,T] — s(t) € S(c).
If t € [0,7] — 5(t) € R™ stands for its time derivative in L!([0, 7], R™), the Lagrangian velocity at
a point x of B is Y., $;(t)V;(z) while the Eulerian velocity at a point « € Be is > i, ;(t)w(z)
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with wi(x) := V;(6;1(x)). Due to assumption (ii) of Definition 2.1, the constraints (1.2) are
automatically satisfied.

The elementary fluid velocities and elementary pressure functions corresponding to the rigid
motions depend only on the SFS. Therefore, they will be denoted in the sequel u;(c) and p;(c) to
emphasize this dependence. The same remark holds for the matrix M(¢) whose notation is turned
into M(c). The elementary velocity and pressure (uq, pg) connected to the shape changes can be
decomposed into ug = > ; §;w;(c) and pg = Y., $im(c) respectively. In this sum, each pair
(wi(c),m;(c)) solves the Stokes equations in F, := R?\ B, with boundary conditions w;(c) = w’
on Y. := 0Bc.

Introducing the matrix N(c), whose elements are

(©) = {fzcw x &) - T(wj(e),mj(c)nds (1<i <3, 1<j<n);

Nij(e : .
Js. €i—s - T(w;(c), mj(c))ndo (1<i<6,1<j<n);

(recall that the viscosity u can be chosen equal to 1), the dynamics (1.1a) can now be rewritten in
the form:

({f) — _M(c)"'N(c)s, (0<t<T) 2.1)
Let us focus on the properties of C(n) and Cp(n).

THEOREM 2.3. For any positive integer n, the set C(n) is an analytic connected embedded
submanifold of C3(R3)3 x (CE(R?)®)™ of codimension N := 3(n + 2)(n +1)/2.

The definition and the main properties of Banach space valued analytic functions are summa-
rized in the article [17].

Proof. For any ¢ := (9,V) € C(R?)?x (CE(R?)3)", denote Vg := Id+d and V := (V,..., V,,).
Then, define for k = 0,1,...,n, the functions Ay, : C§(R?)3 x (CF(R?)?)" — R3FT1=F) by Ay (c) ==
(fz Vidz, [ Vi x Vigde, .., [ Ve x V,, dx) . Every function Ay is analytic and so is A :=
(Ao, ..., An)* : CER3)? x (CHR?)®)™ — RN (N := 3(n+2)(n+1)/2). In order to prove that
0.A(c) (the differential of A at the point ¢) is onto for any ¢ € C(n), assume that there exist
(n+2)(n+1)/2 vectors a € R?® (0 < i < j < n) such that:

Zn:ai (DA (e), My =0, Ve e CHR3)P x (CL(R?))?, (2.2)

where ; = (al, it ... af)* € R3H=) (j = 0,...,n) and " := (9", V") € C{(R?)?
(CHR3)3)™ with VO = Id + 9" and V" := (V... V"), Reorganizing the terms in (2.2), we
obtain that:

Z/Vk Za xV;+af - Zaka}xfo
j=k+1

Since this identity has to be satisfied for any (9", V") € C}(R?)? x (C}(R?))3, we deduce that, for
every k=0,...,n

k—1
Za x Vs +af — Z al x Vs =0. (2.3)
J=0 j=k+1
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Integrating this equality over X, we get that a’,g =0 (k=0,...,n). Taking into account Hypothesis
(ii) of Definition 2.1, the identity (2.3) with k = 0 leads to ) = 0 for every j = 1,...,n. There are
no more terms involving Vy in the other equations and invoking again Hypothesis (ii) we eventually
get ol =0 for 1 <i < j < n. So, equality (2.2) entails that &; = 0 for all ¢ = 0,...,n and the
mapping d.A(c) is indeed onto for all ¢ € C(n).

The linear space X = Ker d.A(c) is closed since A is analytic. Let Y be an algebraic supplement
of X in C}(R3)3 x (C}(R3)3)", and denote by Py the linear projection onto Y along X. A crucial
observation is that the linear space Y is isomorphic to RY and hence it is finite dimensional and
closed in C¢(R?)? x (CE(R?)3)". Define the analytic mapping f : X x Y — R by f(z,y) =
A(c+ 2 +y). The mapping 9,f(0,0) = 9.A(c) o Py being onto, the implicit function theorem
(analytic version in Banach spaces, see [17]) asserts that there exist an open neighborhood O; of 0
in X, an open neighborhood O3 of 0 in Y, and an analytic mapping g : O1 — Y such that g(0) =0
and, for every (x,y) in O1 x Oy, the two following assertions are equivalent: (i) f(z,y) =0 (or, in
other words, ¢+ x + y belongs to C(n)), and (ii) y = g(z). The analytic mapping g provides a local
parameterization of C(n) in a neighborhood of c.

In order to prove that C(n) is path-connected, consider two elements c¢f := (97, V1) and
¢t = (95, V1) of C(n) and denote OF := Id 4+ 9f, YV .= (VI,...,Vl) and 6F := 1d + v,
Vi = (VI ..., V). According to Definition A.2, Di(R?) is open and connected. This entails
that it is always possible to find a continuous, piecewise linear path ¢ : [0,1] +— J; € D}(R?)
such that ¥,—¢g = 97 and 9,1 = 9%. We introduce 0 = t; < t; < ... < t; = 1, a subdivision

of the interval [0, 1] such that ¢ 0y is linear on every subinterval [t;,t;11] (j = 0,...,k — 1)
and we denote Oy = Id 4+ Uy, ¥ 1= G4y, O :=Id+ ¥ (j = 0,...,k). Since Cj(R?)% is an
infinite dimensional Banach space, it is always possible to find by induction W1, W5, ..., W, in

C}(R3)3 such that (i) both families {W1|s - ek, ..., Wy |s - ek,V“g ey, Vi|s ey k=1,23}
and {Wils - ex,..., Wyls - ex, Vils - ex, ..., Vi|s - e, k = 1,2,3} are free in CL(R3) and (ii)
for any pair of elements V, V', both picked in the same family, [, Vdz =0, [ 67 x Vdz = 0
(for all j = 1,...,k) and [,V x V'dz = 0. Define the function t € [0,1] — V; € Cj(R?)* by
Vii=(1-20)VI+2tW, if 0 <t < 1/2 and Vi := (2—26)W,; + (2t —1)V¥ if 1/2 < ¢ < 1 and denote
V; = (Vi,...,VP) € (CH(R?)3)". Eventually, a continuous function linking ¢! to ¢ is given by
t e [0, 1] = € C(Tl) with Cp = (§T7V3t/2) if 0 S t S 1/3, Ct i — (193t_1,V1/2) if 1/3 <t § 2/3 and
Ct = (ﬂi,VP,t/g_l/g) if 2/3 <t<L1.0

We omit the proof of the following corollary, similar to that of the theorem above:

COROLLARY 2.4. For any positive integer n, the set Cp(n) is an analytic connected embedded
submanifold of C3(R?)3 x (CLR3)3)™ x R™ of codimension N := 3(n +2)(n +1)/2.

We denote by IT the projection of C(n) onto D}(R3) defined by II(c) = o for all ¢ := (9,V) €
C(n). The proof of the following corollary is a straightforward consequence of arguments already
used in the proof of Theorem 2.3:

COROLLARY 2.5. For any positive integer n and for any ¥ € II(C(n)), the section II-({9})
is an embedded connected analytic submanifold of {9} x (CE(R?)®)™ (identified with (CE(R?)3)")
of codimension 3n(n + 3)/2.

3. Sensitivity Analysis of the Matrices M(c) and N(c). For any positive integers k and
I, we denote M(k,[) the vector space of the matrices of size k x I (or simply M(k) when | = k).
THEOREM 3.1. For any positive integer n, the mappings ¢ € Cp(n) — M(c) € M(6) and
c € Cr(n) — N(c) € M(6,n) are analytic.
Let us begin with a preliminary lemma of which the statement requires introducing some
9



material. Thus, we denote F' := R3\ B (remember that B is the unit ball, ¥ := 9B and n is the unit
normal to 3 directed toward the interior of B). For all £ € D} (R?), we set = :=Id+¢, B¢ := Z(B),
Fe = E(F) and Z¢ := E(X). We denote q := (£,W), with W := (W', W?2) C (C}(R?)?)?, the
elements of Q := Dj(R?) x (C5(R?)%)? and wi := W' (Z~1) (i = 1,2). Finally, for every q € Q,
we define:

®(q) := [ D(up): D(u})dz, (3.1)
Fe

where, for every ¢ = 1,2, there exists a function pfl € L*(F¢) such that the pair (ufl,pfl) €
(W (Fe))? x L?(Fe) solves the Stokes system:

—Aul +Vp,=0  inF, (3.2a)
V-oul=0 inF, (3.2b)
ufl = Wé on Y. (3.2¢)

The first equation has to be understood in the weak sense, namely:
/FVuﬁl :Vvdz — /Epg(v v)dr =0, Vve (W (Fe))? (3.3)
3 3

Recall that the function spaces are defined in the Appendix, Section A.
LEMMA 3.2. The mapping q € Q — &(q) € R is analytic.
Proof. We pull back equality (3.3) onto the domain F using the diffeomorphism =. We get:

/FVUglA£ :VVdr — /Fpglasg :VVdz =0, VYVe (W (F)? (3.4a)
where Ul :=u} 0o Z, Pl :=pl 05, Je := det(VZ), A¢ := (VE*VE) 1 Je and B := (VE*)"1Je.
Likewise, (3.2b-3.2¢) can be turned into:

Be: VU, =0, inF, (3.4b)
U,=W' onX. (3.4¢)

We now claim that the mapping £ € D}(R3) — A¢ — Id € EJ(R3,M(3)) is analytic. Indeed, the
mappings ¢ € D}(R3) — VE*VE —1d € EJ(R?,M(3)), A € E§(R3,M(3)) — (Id+ A)"! —1d €
EJ(R3,M(3)) and ¢ € D{(R?) — Je — 1 € CJ(R?) are analytic. Then, for i = 1,2, we define the
analytic functions I : @ x (Wi (F))? x L*(F) — (Wy *(F))? x L*(F) x (H'/?(X))? by:

) <A$aU?'>_<BEaP7'>
I''(q,U,P):= Be : VU )
7=(U0 - W)
where vy : (W'(F))? — (H'/?(X))? is the trace operator and
(A, U, V) := / VUA¢: VVdz, (Ue (WY F))? Ve (Wy(F))?),
f
(B¢, P,V) ;:/ PBe : VVdz, (P L?*(F), Ve (Wi (F))?.
f
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We wish now to apply the implicit function theorem (analytic version in Banach spaces, as stated
n [17]) to the analytic function I'*. Observe however that we are only interested in the regularity
result. Indeed, according to Proposition C.2, we already know that for all ¢ = 1,2 and all q € Q,
there exists a unique pair (U}, Pt) € (W (F))? x L*(F) such that I'"'(q, U%, P) = 0. For every
q € 9, the partial derivative 8(U’p)Fi(q, Ué, Pfl) can be readily computed. Indeed, we have:

) <A§7X7'> - <]B£77T» > .
(Ow,m I (a,Ug, Pg), (x;m)) = Be : Vix , Y(xm) e (W (F)) x L*(8).  (3.5)
75 (x)

Let (f,7, g) be any element of (W ' (F))®x L2(F)x (H'/?(F))3. The equation (0, pyI"(q, (UL PY), (x,m)) =
(f,n,g), is equivalent to:

VA:Vde—/ﬂB%:Vde: £,V o , YVe W (F))?,
/F X poe V) s pox i (Wo (F)
B : Vx=mn, inF,

X=g onX.

According to Proposition C.2, there exists a unique solution (x, ) € (W¢(F))? x L?(F) such that
HX||(W01(F))3 + HWHL?(F) < O&I:HfH(W[;l)g + ||77||L2(F) + Hg||(H1/2(E))3] where the constant C& >0
depends on & only. We infer that for every q € Q, O p)I’ i(q, Ufl, Pé) is a continuous isomorphism
from (W (F))? x L*(F) onto (W '(F))? x L*(F) x (H'?(£))?. The implicit function theorem
applies and asserts that the mappings q € Q — (UL, P}) € (Wg(F))* x L*(F) (i = 1,2) are
analytic.

To conclude the proof, it remains only to observe that the function @(q) introduced in (3.1)
can be rewritten, upon a change of variables as

®(q) = i/F(VUéVE” + (VUSVETN ) (VUIVET + (VUGVETY)) Je da,
which is analytic as a composition of analytic functions. O

We can now give the proof of Theorem 3.1.

Proof. For any ¢ := (¢,s) € Cr(n), where ¢ := (9,V), we apply the lemma with & := ¢ +
Y sV and W W? € {e; x =, e;, i = 1,2,3} to get that the mapping ¢ € Cr(n) — M(c) €
M(6) is analytic. To prove the analyticity of the elements of N(c), we apply the lemma again with
E=9+>" 5V, W e{e;x =Z,e,i=1,2,3} and W2 € {Vy,...,V,,}. 0

4. Control Problem.

4.1. Controllable swimmer signature. Let us fix ¢ € C(n) (for some positive integer n)
and recall that S(c) is the connected open subspace of R™ such that (¢, s) € Cp(n). Introducing
(f1,...,f,) an ordered orthonormal basis of R™, we can seek the function ¢t € [0,T] — s(t) € S(c¢)
as the solution of the ODE $(¢t) = Y"1 | X;(¢)f; where the functions \; : ¢ € [0,T] — X\;(t) € R are
the new controls, and rewrite once more the dynamics (2.1) as:

Z i ( (e, S)f:N(C’ S>fi> ., (0<t<T). (4.1)
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It is worth remarking that in this form, s is no more the control but a state variable and ¢ € C(n)
is a parameter of the dynamics. Considering (4.1), we are quite naturally led to introduce, for
all ¢ € Cp(n), the vector fields X;(c) := —M(c)"!N(c)f; € RS, Yi(c) := (X!(c),X2(c),f;)* €
T1aSO(3) x R3 x R™ (we have used here the notation X; := (X}, X?)* € R? x R?) and Z.(R, s) :=
RrYi(c) € TRSO(3) x R?® x R™ where Ry := diag(R, R,1d) € SO(6 +n) is a bloc diagonal matrix.
The dynamics (4.1) and the ODE (1.1b) can be gathered into a unique differential system:

ZA t)Zi(R, s) (0<t<T). (4.2)

For every i = 1,...,n, the function (R,r,s) € SO(3) x R® x §(c) — Zi(R,s) € TRSO(3) x R® x R"
can be seen as an analytic vector field (constant in r) on the analytic connected manifold M(c) :=
SO(3) x R? x 8(c). We denote ¢ any element (R, r,s) € M(c) and we define Z(c) as the family of
vector fields (Z%)1<;<, on M(c).

LEMMA 4.1. Let ¢ be a SS fized in C(n) (n a positive integer). If there exists ( € M(c) such
that dim Lie; Z(c) = 6 + n, then the orbit of Z(c) through any { € M(c) is equal to the whole
manifold M(c).

Proof. Rashevsky Chow Theorem (see [1]) applies: If LiecZ(c) = T¢M(c) for all ( € M(c)
(or more precisely, for all (R,s) € SO(3) x S(c) since Z% does not depend on r) then the orbit of
Z(c) through any point of M(c) is equal to the whole manifold. Let us compute the Lie bracket
[Zi(R,s), ZI(R,s)] for 1 <i,j <nand (R,s) € SO(3) x S(c). We get:

(XI x X1)(e) (9, X
0. X

. . X = 0s, X5)(
[Ze(R, 5), ZUR, s)] = Rr | (X} x X2 =X x X2)(c) | + Rr | (05, X2 -0, X2)(c) | - (43)
0

By induction, we can similarly prove that the Lie brackets of any order at any point { € M(c)
have the same general form, namely the matrix R multiplied by an element of T{14 ¢, M(c). We
deduce that the dimension of the Lie algebra at any point of M(c) depends only on s. According
to the Orbit Theorem (see [1]), the dimension of the Lie algebra is constant along any orbit. But
according to the particular form of the vector fields Z¢ (whose last n components form a basis of
R™), the projection of any orbit on S(c) turns out to be the whole set S(¢) (or, in other words,
for any s € S(c) and for any orbit, there is a point of the orbit for which the last component is s).
Assume now that dim Lie¢+ Z(c) = 6 + n at some particular point (* := (R*,r*,s*) € M(c). Then,
according to the Orbit Theorem, for any s € S(c), there exists at least one point (R, rs, s) € M(c)
such that dim Lie(g_ r_ ) Z(c) = 6 +n. But since the dimension of the Lie algebra does not depend
on the variables R and r, we conclude that dim Lie;Z(c) = 6 4+ n for all ( € M(c). O

DEFINITION 4.2. We say that ¢, a SS in C(n) (for some integer n) is controllable if there exists
¢ € M(c) such that dimLiecZ(c) = 6 + n.

It is obvious that for a SS to be controllable, the integer n has to be larger or equal to 2. The
following result is quite classical (a proof can be found in [5]):

PROPOSITION 4.3. Let ¢ € C(n) (for some integer n) be controllable (with the usual notation
c:=(0,V),V:i=(Vi,....,Vy) and 95 :== 9+ >, 5;V; for every s € S(c)). Then for any given
continuous function t € [0,T] — (R(t),%(t),5(t)) € SO(3) x R® x S(c) and for any ¢ > 0, there
exist n C1 functions \; : [0,T] = R (i =1,...,n) such that:

]
1. supyepo, 1] <||R(t) = R(®)me) + [I£(t) — r(@)llrs + [[9s50) — 79s(t)Hcg(Rs)3) <¢
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2. R(T) = R(T), v(T) =¢(T) and s(T) = 5(T);
where t € [0,T] — (R(t),x(t),s(t)) € M(c) is the unique solution to the ODE (4.2) with Cauchy
data R(0) = R(0) € SO(3), r(0) = r(0) € R?, s(0) = 5(0) € S(c).

Let us mention some other quite elementary properties that will be used later on:
PROPOSITION 4.4.

1. If ¢ := (¥,V) € C(n) (n > 2) is a controllable SS with V := (V1,...,V,) € (CL{R3)3)"
then any c¢* := (9,VF) € C(n + 1) such that V¥ := (V1,...,V,, V,11) € (CH(R3)3)nHL
(for some V411 € C*(R3)3) is a controllable SS as well.

2. If ¢ := (9,V) € C(n) (n > 2) is a controllable SS, then for any 9* € {9+ > 1 sV, s €
S(c)} the element ¢* := (9*,V) belongs to C(n) and is a controllable SS as well.

3. If c .= (9,V) € C(n) (n > 2) is a controllable SS, then all of the controllable SS in the
section IT=1({9}) form an open dense subset of II*({¥}) (for the induced topology).

4. If there exists a SS in C(n) for some n > 2 then, for any k > n, all of the controllable SS
in C(k) form an open dense subset of C(k) (for the induced topology).

Proof. The two first assertions are obvious so let us address directly the third point. Denote
& (k positive integer) the set of all of the vectors fields on M (c) obtained as Lie brackets of order
lower or equal to k from elements of Z(c). Then, consider the determinants of all of the different
families of 6 + n elements of &, as analytic functions in the variable V (the other variables ¢ and
s = 0 being fixed). Since c is controllable, there exist at least one k and one family of 64+ n elements
in & whose determinant is nonzero. According to Corollary 2.5 and basic properties of analytic
functions (see [17]), the determinant can vanish only in a closed subset with empty interior of the
section 1T~ ({¥}) (for the induced topology). The proof of the last point is similar. O

4.2. Building a controllable swimmer signature. In this subsection, we are interested in
computing the Lie brackets of first order [ZL(R, s), ZZ(R, s)] at (R, s) = (Id,0), for a particular SS
¢:= (Id, V) € C(4) (so the shape of the swimmer at rest is the unit ball). We make use of the usual
notation V := (Vy,..., Vy) (to be specified latter on), s = (s1,...,54) € S(c) and ¢ := (¢, 5).

To carry out the aforementioned task, we introduce the classical spherical coordinates (o, , 3)
such that, for all  := (z1,22,23)* € R3, x # 0, we have x1 = gcos(a)sin(3), T2 = gsin(a)sin(3)
and x3 = pcos(3). At each point (g, e, 5) we define the related local frame (e,,eq,eg). For any
n > 1, we call rigid spherical harmonics of degree —(n + 1) any function having the form:

(Q?avﬂ) = Q_(n+1) Z ’YmYn,m(Cosﬁva)a (44)
m=—n
where y_p,...,v, € R and Y}, ,,, are the classical spherical harmonics of degree n € N and order

m e {-n,...,n}.

According to Lamb, [9] (one can also see the book of Happel and Brenner, [8, ch. 3.2, p.
62]), the solution (u,p) of the Stokes equations around an immersed body of any shape can be
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decomposed as follows (in the body frame):

+oo

n—2
u= Z (V X (X=(nt+1)0€0) + VO _(n41) — mQQVP—(n+1)
n=1
n+1
—_p_ 4.
+n(2n _ 1)p (n+1)9eg> ) ( 53’)
+oo
p= Zp—(nﬂ), (4.5b)
n=1

where p_(,,41), X—(n+1) and ¢_(,41) are rigid spherical harmonics of degree —(n + 1).

The functions p_ 41y, X—(n+1) and ¢_ 41y (or more precisely the coefficients ¢, k € {—n,...,n}
arising in (4.4)) have to be determined in order to satisfy the boundary conditions on the surface
on the body. This can be done following a method given in [3] to which we refer for further details.

The main interest of writing the solution of the Stokes equations in the form (4.5) is that the
entries of the matrix M(c) and N(c) can be easily determined.

LEMMA 4.5. Let S be any smooth open bounded domain of R® and denote F := R3\' S. Let
(u,p) € (Wg(F))3 x L2(F) be a solution to the Stokes equations given by (4.5) satisfying, for some
no € N, X—(nt1) = O—(nt1) = P—(n+1) = 0 for all n > ng.

Fori = 1,...,6, let (u;,p;) € (WE(F))® x L3(F) be the solution to the Stokes equations
corresponding to the boundary condition u;(z) = xxe; ifi € {1,2,3} andu,;(x) = e;_3 ifi € {4,5,6}

on 0S. Then we have,
—87V(0%x_2)
D(u )d - . 4.6
</ () x)i—l 6 (—47?V(g3p2) (4.6)

yeeey

Proof. Let 1; be the rigid vector field defined by @;(z) = « x e; if i € {1,2,3} and u;(z) = e;_3
if 4 e {4 5,6}. Since u and u; are smooth, we have 2 [ D(u) : D(w;)dz = [,5 T(u,p)u; -ndo =
Jos T(u,p)t;-ndo, where n is the normal to 88 oriented towards the interior of S. Let B(0, R) C R3
be a ball centered at 0 of radius R > 0 such that S C B(0, R) and denote Fr := FNB(0, R). Using
the Green formulae and the fact that for every i € {1,...,6} we have D(w;) := (V;+Vu})/2 =0
we obtain [, T(u,p)@; - ndo = — faB(o,R) T(u,p)u; - ndo, with n the normal to OFp oriented
towards the exterior of Fg. Invoking the L? orthogonality of the spherical harmonics, we get (4.6).
]

When the body is specialized to be the unit sphere and the boundary conditions for u are e; x x
or e; (i,j =1,2,3), the entries of the vectors in (4.6) are the elements of the matrix M(c,0) and
we get M(c,0) = diag(8n1d,4nId). Similarly, if u =V, (i = 1,...,4) on the surface of the body,
the entries of the vectors in (4.6) turn out to be the elements of the matrix N(c7 0). Let now the
vector fields V; be defined by V; (o, o, ) := Vi(o, o, B)e, for every i € {1,...,4} with

Vi(o, o, B) =0~ TR (V3 1) (4.7a)
Va(o, o, B) =0~ BTV (V1) (4.7b)
Va(o, 0, 8) =0~ TR (Y3 5) (4.7¢)
Vi(o, o, B) =0~ TR (V) (4.7d)



In this case, we get merely N(¢,0) = 0 and hence X;(¢,0) =
Focusing now on the second term in the right hand side of (4
,7j=1,...,4 and ¢ = (¢,0):

0 (i =1,...,4) in identity (4.3).
.3), it remains to compute, for all

95, X;(c) — 95, X;(c) = M(c) ™" [(ast(C)Xi(C) — 05,M(c)X(c))
-H@ﬁ@m—@ﬁwmﬁ

:M@Yﬂ%N@ﬂfiﬁwm} (4.8)

In particular, we need the expressions of the derivatives of the entries of the matrix N(c) with
respect to s.

LEMMA 4.6. Let V € C3(R?)2NC>®(R3)3 and wo € C®(2)? (recall that 3 is the boundary of
the unit ball B and F := R>\ B). For every t small enough, we define Oy = Id +tV, B; = 6,(B),
Et = aBt, .Ft = ]R,3 \E and Wi = W O Qtil € COO(Et)

Let also (ug,p) and (i, pt) € (Wi (F))2 x L3(F) (i =1,...,6) be the solutions to the Stokes
problems in JF; with boundary conditions u; = wy, ul(z) =z x e; if i € {1,2,3} and ui(z) = e;_3
if i € {4,5,6} on 3;. Then we have

& ([ s pwiyas) | = [ DGty Deui_gyan

where ujy € (W§(F))? is solution of the homogeneous Stokes problem in F with the boundary
condition

u, = —-VwoV on . (4.9)

Proof. Since, for all ¢ small, the solution u; is smooth, according to [15, Theorem 4], the
derivative of ¢ — u; at t = 0 is solution of the homogeneous Stokes problem in F with boundary
condition (4.9) (notice that the boundary condition is merely obtained by differentiating the equa-
tion u; 0 @ = 0 with respect to ¢t at ¢t = 0). Using the same argument as in the proof of Lemma
4.5, we have 2 [ D(u;) : D(uj) dz = — JoB(o.r) T(ue, )8 - ndo. Differentiating with respect to
t and invoking the linearity of T and the Green formulae, we get the conclusion. O

Applying Lemma 4.6 with the vector fields V; (i = 1,...,4) defined in (4.7), we obtain after
lengthy computations involving spherical harmonics:

0 0 0 0 00 —3;15 0
2
0 0 —3;%5 0 00 0 0
0o -3 0 0 30 0 0
— 8 8
6s1N(CaS) 5=0 0 0 0 _gﬁ ) aszN(Cvs) s=0 0 0 0 0 ’
0 0 0 0 00 0 B2
0 0 0 0 00 0 0
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0 25 0 0 0 0 0 0
e 2 0 0 0 0
ST 0 0 0 0 0 0 0
3
0,N(e,s)| =[O0 0 0 0 1 9 Nes)| =[-42 0 0 0
$=0 0 0 0 0 $=0 227 3
0 0 0 0 0 2¢§5ﬁ 0 0
23
0 0 0 -2 0 0 22 0

One easily check now that dim (span {0s,N(c)f; — 95,N(c)f;,1 <i < j <4}) = 6 and then
dim (span {ZF(1d,0), [Z{(Id,0),Z7(1d,0)],1 < k < 4,1 < i< j <4}) = 10 which is the dimension
of SO(3) x R? x S(c). It entails, according to the forth point of Proposition 4.4:

PROPOSITION 4.7. For any integer n > 4, the set of all the controllable SS is an open dense
subset in C(n).

5. Proofs of the Main Results.

Proof of Proposition 1.5. Let a control function ¥ be given in W11([0, 7], D}(R?)) and
denote © :=Id 4+ 9. With the notation of Lemma 3.2, at any time ¢ the entries of the matrix M(t)
have the form ®(q) with q := (9, W), W := (WL, W?2), WJ € {e; x Oy, e;,i =1,2,3} (j =1,2).
We deduce that ¢ € [0,T] — M(¢) € M(3) is absolutely continuous. To get the expression of the
elements of the vector N(t) we only have to modify W? which has to be equal to d;9;. It entails
that t € [0,7] — N(¢) € RS is in L([0,T],RS). Existence of solutions is now straightforward
because t € [0, 7] — M(¢)"!N(t) € RS is in L'([0,T],R’) and Carathéodory’s existence theorem
applies to (1.1b). Uniqueness derives from Gronwall’s inequality.

Let us address the stability result. With the same notation as in the statement of Proposi-
tion 1.5, denote by (€7, v7)* the left hand side of identity (1.1a) when the control is 97 and (€, v)*
when the control is 9. As j — +o0, it is clear that (Q7,v7)* — (Q,¥)* in L'([0,T],R®). Then,
integrating (1.1b) between 0 and ¢ for any 0 < t < T, we get the estimate ||R(t) — R’ (D)) <
fOT | R(s)—R7(3)|Imz)|I€2(s) || rs + [|€ (s) — ©(s) || s ds. Applying Grénwall’s inequality, we conclude
that R/ — R in C([0,T],M(3)) as j — +oo and we use again the ODE to prove that R/ — R in
LY([0,T],M(3)). Then, it is easy to obtain the convergence of r7 to T and to conclude the proof.

Proof of Theorems 1.6 and 1.7. We shall focus on the proof of Theorem 1.6 because it
will contain the proof of Theorem 1.7. For any integer n, we shall use the notation ||c[|¢(n) =
[9]lcarays + 2imy [ Villcamsys for all ¢ € Cg(R?)? x (C5(R?)?)™ with, as usual, ¢ := (¢,V) and
V.= (Vl,...,Vn). B B

Let & > 0 and the functions t € [0,7] — 9, € D{(R?) and t € [0,T] — (R(¢),%(t)) € SO(3) xR3
be given as in the statement of the theorem. According to Proposition B.1, we can assume that
9 € C¥([0,T], D§(R?)) N A because this space is a dense subspace of A.

Step 1 (small initial jerking of the swimmer). In this step, we prove that the swimmer
is able to modify slightly its shape in order to become controllable. Set ¥! := ¥;—¢ and Vi :=
Oi—o € CH(R?)3. According to the self-propelled constraints (1.2), it is always possible to find
three elements \7]1» (j = 2,3,4) in C}(R?)? such that the SS &' := (J', V') belongs to C(4) (with
V1= (V},...,V])). Then, Proposition 4.7 guarantees that for any § > 0 it is possible to find
a controllable SS in C(4), denoted by c' := (91, V') where V! := (V1,...,V}), such that ||c! —
ctlley < 6/2 (6 > 0 is meant to be small an will be fixed later on). Moreover, we claim that
¢! can be chosen in such a way that there exists a smooth allowable function (i.e. satisfying
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(1.2)) t € [-1,0] — 99 € D}(R3) such that ¥9__; = 9! and ¥)_, = 9! (i.e. the swimmer
can modify its shape from 9! into 9! by self-deforming on time interval [—1,0]). Indeed, denote
¢l = (91, V1) € C(4) a controllable SS such that [&' — ¢'llc(sy be small. Then define 99 :=
9t + (1 + t)(9* — 9Y) for every t € [—1,0]. Since D(R3) is open, for |01 — 91\\03(113)3 small
enough, 99 will remain in D} (R?) for all t € [—1,0]. Then, Proposition 1.3 asserts that there exists
a function Qp € AC([—1,0],S0(3)) and an allowable shape function 99 € Wt1([-1,0], D}(R?))
such that @) links ©! (at t = —1) to some O (at t = 0) satisfying O]z = Qo(0)O'|x. A
careful reading of the proof of Proposition 1.3 allows noticing that [|Qo — Id| ¢ (—1,0),m(3)) and
|99 — 1§1||W1~1([—1,0},D})(R3)) go to 0 as [|J! — 1§1||03(R3)3 goes to 0. Set now 9! := O —1d, V! :=
Qo(0)V! (i =1,...,4) and observe that the resulting SS ¢! satisfies the requirements. Furthermore,
according to Proposition 1.5, ||0! — §1||C3(R3)3 can always be made small enough for the control
function 99 to produce a rigid displacement t € [—1,0] = (Ro(t),ro(t)) € SO(3) x R? satisfying
SUPye[—1,0] (IIRo(t) — R(0)|lnz) + [Iro(t) — T(0)[|rs + [[99 — 191||03(R3)3) < g/2. Eventually, remark
that this step of initial jerking performed on the time interval [tg,t1] := [—1,0] can actually be
carried out on a time interval arbitrarily short just by rescaling the time.

Step 2 (building a continuous piecewise C' control function). Since the function 9,9 is
continuous on the compact set [0, 7], it is uniformly continuous. For any v > 0, there exists 4, > 0
such that [|0,0; — 0,9y lci(ra)s < v providing that |t —#'[ < ,. Then, we divide the time interval
[0,7] into 0 = t; < ty < ... <t = T such that |t;41 —t;| < 6, for j =1,...,k — 1. For any
t € [t1,t2], we have the estimate:

10— (0" + (t = t) VD lermaye < 100 — (0" + (E =) V][l cp maye
+ 19" = 9 lcamays + (=) VI = Villep mee-

On the one hand, we have, for all t € [t1,ts], ||[J; — (I* + (t — tl)v%)||cé(R3)3 < v|t —t1]. On
the other hand, still for ¢; < t < t5 and if we assume that §, < 1, we get [0 — 191||05(R3)3 +
(t—t)|V} - VH|C&(R3)3 < §/2. We denote 92 := ¥;—,. It is always possible to supplement
Vi := 8,0, with vector fields V7 (j = 2,...,4) in such a way that ¢* := (92,V?) be in C(4) with
the obvious notation V2 := (V%,...,V?). We define 92 := 9! + (t2 — t1) V1. For any t; < t < to,
Proposition 4.4 guarantees that the SS ¢} := (9! + (¢t — ¢t1)V1, V') is controllable. In particular,
for t = ty, there exists an integer k and a family of 10 vector fields! in & (the set of all the
Lie brackets of order lower or equal to k) such that the determinant of the family is nonzero.
But this determinant can be thought of as an analytic function in V. The set I17({9?}) being
an analytic connected submanifold of (C}(R3)%)* (see Corollary 2.5), the determinant is nonzero
everywhere on this set but maybe in a closed subset of empty interior (for the induced topology).
Therefore, it is possible to find V2 € (C}(R?)?)? such that the SS ¢? := (9¥2,1V?) is controllable and
162 = lleay < (8/2+v(ts —tr)) +5/4.

By induction, we can build & and ¢/ (j = 1,2,...,k) such that (i) ||¢/ — 7| < 5/2—!—2?:2 §/20+
v(t; — ti—1) < 6 + vT and (ii) every ¢ is controllable. We choose § and v in such a way that
d +vT < /4 and we define t : [0,T] — 9, € DA(R3) as continuous, piecewise affine functions
by ¥; = 9 + (t —t;)V] if t € [tj,tj1] (j = 1,...,k —1). Notice that for any ¢t € [0,7],
|9 — 1975||03(R3)3 <e/2.

110 is the dimension of SO(3) x R? x S(c},)
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Definition 4.2 and Proposition 4.3 ensure that, on every interval [t;,t;11] (j = 1,...,k — 1),
there exist four C* functions )\‘ [tjstit1) — R (i = 1,...,4) such that the solution (Rj,r;,s’) :
[titir1] — SO(3) x R® x R* to the ODE (4.2) with Vector fields Zi, (Rj,sj) and Cauchy data
Ry(t1) = RO(O), ri(h) = 10(0), Rj(t;) = R(t;), x5(t;) = ¥(t;) (G = 2,....k — 1) and s/(t;) = 0
(j=1,...,k—1) satisfies:

L sy (B0 = B (0 laco) + 17() = x5 0) s + 8 = 0 ey ays ) < /4 with o =

W+ Y sH Vs

2. Rj(tjr1) = R(tjsn), vj(tj1) = T(tjpn) and 7 (tj11) = (¢ a+1 t3,0,0,0)",
With these settings, the functions ¢ € [-1,7] J, € DYR3), R : [-1,T] — SO(3) and ¥ :
[—1,7] — R? defined by ¥J; := 9], R(t) := R;(t) and #(t) :=r;(t) if t € [tj, ;1] G =0,...,k—1)

are continuous, piecewise C.

Step 3 (smoothing the control function). We obtain a control function on [0, 7] (still denoted
by J) by merely shifting/rescaling the time, from [—1,T] onto [0,T]. Beforehand and as already
mentioned, the first time interval [tg,?;] := [—1, 0] could have been shortened as much as necessary
for the estimate

sup (IR(0) = R(O)lhwcs) + 150) = FOlls + 19 = illcyne) < e/2
tel0,

to be true after the shifting/rescaling process. Then, we invoke Proposition B.1 and Proposition 1.5
to conclude that there exists t € [0, 7] — ¥, € D}(R?) analytic, satisfying (1.2) and such that

sup_(IIR(t) = ROl + 1) = ¥ Ollrs + 100 = Dellymaye ) < &/2
te[0,T]

where (R,r) : [0,T] — SO(3) x R? is the solution to System (1.1) with initial data (R(0),r(0)) =
(R(0),7(0)) and control ¥. The proof is then complete.

6. Conclusion. In this paper, we have proved that every 3D microswimmer as the ability to
swim (i.e. not only moving but tracking any given trajectory). Moreover, this can be achieved
by means of arbitrarily small shape changes which can be superimposed to any preassigned macro
deformation. When the shape changes are expressed as a finite combination of elementary defor-
mations (and no macro shape changes are prescribed), we have shown that only four elementary
deformations are needed for the swimmer to be able to track any trajectory. In this case and when
the rate of shape changes (i.e. the velocity of deformations) is valued in a compact set, an optimal
control exists for a wide variety of cost functionals.

Appendix A. Function spaces.

Classical function spaces.

e For any open set  C R? (included Q = R?), D(Q) is the space of the smooth (C*)
functions, compactly supported in 2.

e For any open set  C R? (included © = R?), the set C3(Q) is the completion of D(2) for
the norm [ullca (o) = sup,eq [u(z)| + [[Vu(z)|[rs. When Q = R3, we get C(R3) := {u €
CHR?) : |u(x)| — 0 and ||Vu(z)||rs — 0 as ||z|jrs — +00}.

e The space C¢(R3)3 is the Banach space of all of the vector fields in R® whose every
component belongs to C§(R3).
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e For any Banach space F and any T > 0, C*([0,T], E) is the space of analytic functions on
[0,T7], valued in E.

e Let now F be an open subset or an embedded submanifold of an FEuclidean space and
T > 0, then AC([0,T], E) consists in the absolutely continuous functions from [0,7] into
E. 1t is endowed with the norm ||lul| ac(jo,1),£) = SuPiepo, 1] l|wellE + foT |0y us || pdt.

e CI(Q,M(k)) (m an integer) is the Banach space of the functions of class C™ in R? valued
in M(k) (M(k) stands for the Banach space of the k x k matrices, k a positive integer) and
compactly supported in €.

o EJ(Q2,M(k)) stands for the connected component containing the zero function of the open
subset {M € CJ*(Q,M(k)) : det(Id + M(x)) # 0 Vo € R3}.

LEMMA A.1. The set D}(R?) := {9 € C}(R?)? s.t. Id + 0 is a C' diffeomorphism of R?} is
open in C§(R3)3.
Proof. The mapping ¢ € C3(R?)3 > &y := inf .cs2 (Id + VI(z),e) - e € R (S? stands for the

z€R3

unit 2 dimensional sphere) is well defined and continuous. For any 9 € D} (R?), we have &g, > 0
and for all z,y € R3 and e := (y — ) /|y — z| the following estimate holds: (y+9(y) —z—9(z))-e =
ly — x| fol (Id + Vi(z + te),e) - edt > |y — x|dy. We deduce that Id + o is one-to-one if ¢ is close
enough to ¥g. Further, still for ¥ close enough to J¢, Id + ¥ is a local diffeomorphism (according to
the local inversion Theorem) and hence it is onto. O

DEFINITION A.2. We denote D}(R?) the connected component of D{(R?) that contains the
identically zero function.

If ¥ € C}(R?)3 is such that [9llcamsys < 1, the local inversion Theorem and a fixed point
argument ensure that Id + 1 is a O diffeomorphism so we deduce that D}(R?) contains the unit
ball of C}(R3)3.

Sobolev spaces.
e We define the weight function 0(z) := /1 + |2|2 (z € R?) and the weighted Sobolev spaces:

Wi (F) ={ueD(F): 0 'ue L*(F)}, (A1)
Wi (F) = {u e WF) + s(u) = 0}, (A2)

where s : W} (F) = H'/?(X) is the classical trace operator. The dual space of W (F) is
Wy ' (F).

e For any Banach space E, W1([0,T], E) is the Bochner-Sobolev spaces (see for instance
[13, §7.1, page 187]) consisting in the functions w : [0,T] — E measurable and such that
u and u’ belong to L1([0,T], E) (the derivative u' as to be understood in the sense of
the distributions). It can be proved that Wh1([0,T], E) is continuously embedded in
C([0,T], E) and that u(t —|—fo s)ds for all t € [0,T] and all u € WHL([0,T], E),
where the integral is a Bochner mtegral (a generalization to Banach space valued func-
tions of the Lebesgue integral). The space W11([0,T], E) is endowed with the norm

lellwsa o1y = lulleqory.e + Jy 1w/(s)]le ds.
Appendix B. Control functions smoothing.
PROPOSITION B.1. For every e > 0 and every ¥ € A, there exists J € C*([0, ], D{(R3)) N
such, that || — 9]y 0,7, D (R3)) < € and V=0 = V4=0. In particular C¥([0,T], D{(R?)) N .A is

dense in A.
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Proof. Let ¥ be in A. Since, C*([0,T], C3(R?)3) is dense in L' ([0, T], C3(R?)3), we can always
pick an element ¢ € C*([0, T}, C}(R?)3) which makes ||¢ — 8t19||L1([0 7),c1(R?)?) as small as required.
Define for every ¢t € [0,T] the analytic function Uy = Vo + fo s) ds, keeping in mind that the
quantity || — Olwra (0,77, 03 (r?)) can be made arbitrarily small. Followmg the lines of the proof of
Proposition 1.3, we define §(t) := (1/47) [, ©; do, 6] := Qt— ( ) the matrix J(t) := [, [|6]]|%s1d—
6]®6]do (posmve definite for every ¢ € [0,T]) and x(¢) := s 8,01 x O] dO’ Let us introduce
as well J(t) := [ [|O¢||gs1d—O;®6O;do. Observing again that the quantity ||0—9||y1. 2([o.1), Dl(R3))
can be arbltrarlly small, we draw the same conclusion for 8[|y 1.1(jo,7],rs), then for 1J()~" -
J(t) " Mleo(o,r,ms)) and finally for ||X|zi(o,7),rs).- We infer that [|Q — Id||w1.1(jo,7),0m(3)), the
solution to the Cauchy problem 0,Q; = Q:x/(t) with initial data Q;—¢ = Id is arbitrarily small as
well. Then we set ©F = Q()O]. At this point, ©* satisfies (1.2) but ¥} (for ¢ € [0,T]) is unlikely
in D}(R3) (because ©*(x) — Q(t)(z — 5(t)) # x as ||x||gs — +00). Notice however that for every
smooth compactly supported function ¢ : R® — R, the quantity ||¢(¥* 719)||W1,1([0’T]1D(1)(R3)) can be
made small. Let 2 and €’ be large balls such that (J,c (g 77 O (B) C Q2 and 2 C €’ and define ¢ as a
cut-off function valued in [0, 1] and such that £ = 1in Q and £ = 0 in R? \ . To complete the proof,
define © as the flow associated with the Cauchy problem X (¢, z) = &(x)0:0; (z) + (1 — &(z)) 0y (),
X(0,z) = O1—(x). Indeed, |9 — 1§||W1,1([0’TLD5(R3)) goes to 0 as [|£(9:97 — 00)|| L1 (j0,11.c1 (R3)3)
goes to 0.

Appendix C. Stokes Problem and Change of Variables.

C.1. Well-posedness of the Stokes problem in an exterior domain. The following
results that can be found in [7]:

THEOREM C.1. Let ¥ be connected an Lipschitz continuous. Then, for any (f,g,h) €
(W5 H(F))? x LA(F) x (HY2(X))3, there exists a unique pair (u,p) € (W3 (F))® x L?(F) such
that:

—Au+Vp=f inF, (C.1a)
V-u=g inF, (C.1b)
u=h onX. (C.1c)

The solution has to be understood in the weak sense, namely:

Vu:VVda:—/ V-v)dz = (f,v o , Vve VI;I F))3, C.2a
/ o=t e (W3 (F) (C.22)
V-u=g inF, (C.2b)
vs(u)=h on 3. (C.2¢c)

Besides, there exists a constant Cr > 0 (depending on F only) such that:

[uallwa s + IplleF) < Cf[|\f||(wgl(f))3 + lgllz2 ) + Ml (g2 sy)s]-

C.2. Change of variables. We denote, for all £ € D}
and we define the matrices A¢ := (VI*VY) "1 J; and Bg := (
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PrOPOSITION C.2. If ¥ is Lipschitz continuous, for all ¢ € D}(B,R?) and for all (f,g,h) €
(W H(F))? x L2(F) x (H'2(F))? the following problem:

/VUgAg :VVdz — /Pglaag :VVdz = (f, V) YV e (W (F)?,  (C.3a)
F F

(We ) x (W)’
Be : VUg =g inF, (C.3b)
1m(Ug)=h onX,

admits a unique solution (Ug, P¢) € (W (F))? x L2(F). Moreover, there exists a constant Ce¢(F) >
0 depending on F and £ only such that:

1Uellwg e + I1Pellzr) < Ce(P)IEl iy + 9llL2m) + [l gz syl

Proof. Let us introduce F¢ := Y (F), 8¢ :=1(X), ge :=go YV /(JeoT71) and hg :=ho T 1.
We denote by f; the distribution in (W, ' (F¢))~! defined by

(fe, ¢) = (f.p0T) Vo WS (F)P.

(We (Fe))2x (Wi (Fe))® (We ()3 x (W (F))?

This definition makes sense because there exist two constants «;(§) > 0 (i = 1,2) such that
ar(OllelwFys < le o Yllwarys < a2()llellwars for all ¢ € (Wq(Fe))®. Notice that
when f is regular enough (i.e. can be identified with a function of (L] (F))?) then we get merely
fe :=foT!/(Je oT71). It is easy to check that, according to the properties of ¢, the following
mapping is a bicontinuous isomorphism:

R : (Wg '(F))* x LA (F) x (H'2(F))? = Wy (Fe))? x L2(Fe) x (H'?(Fe))®
(fmgah)'_}(fﬁvgﬁah&),
Denote (ug,pe) = Se(fe, ge, he) the unique solution to the Stokes problem (C.2) in F.. The op-

erator S¢ is hence a bicontinuous isomorphism mapping (W ' (F))% x L2(F) x (H'/?(F))? onto
(W (Fe))? x L?(Fe). The following operator is a bicontinuous isomorphism as well:

He : (Wo (Fe))® x L(Fe) —  (Wg(F))® x L*(F)
(v,q) — (V,Q)=(voT,qoT).

The solution to problem (C.3) is provided by the operator T := Hg o S¢ o Re and the following
diagram commutes:

Te

(fagah) (U§’P§)

S

£
(fe, ge, he) —— (ug, pe)

The proof is then completed. O
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